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Abstract

Recent debates over adults theory of mind use have been fueled by surprising fail-
ures of perspective-taking in communication, suggesting that perspective-taking can
be relatively effortful. How, then, should speakers and listeners allocate their re-
sources to achieve successful communication? We begin with the observation that
this shared goal induces a natural division of labor: the resources one agent chooses
to allocate toward perspective-taking should depend on their expectations about the
other’s allocation. We formalize this idea in a resource-rational model augmenting
recent probabilistic weighting accounts with a mechanism for (costly) control over the
degree of perspective-taking. In a series of simulations, we first derive an intermediate
degree of perspective weighting as an optimal tradeoff between expected costs and
benefits of perspective-taking. We then present two behavioral experiments testing
novel predictions of our model. In Experiment 1, we manipulated the presence or ab-
sence of occlusions in a director-matcher task and found that speakers spontaneously
produced more informative descriptions to account for “known unknowns” in their
partner’s private view. In Experiment 2, we compared the scripted utterances used by
confederates in prior work with those produced in interactions with unscripted direc-
tors. We found that confederates were systematically less informative than listeners
would initially expect given the presence of occlusions, but listeners used violations
to adaptively make fewer errors over time. Taken together, our work suggests that
people are not simply “mindblind”; they use contextually appropriate expectations to
navigate the division of labor with their partner. We discuss how a resource ratio-
nal framework may provide a more deeply explanatory foundation for understanding
flexible perspective-taking under processing constraints.

Keywords: theory of mind, pragmatics, interaction, communication, social

cognition, replication

1. Introduction

Our success as a social species depends on our ability to understand, and

be understood by, different social partners across different contexts. Theory of
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mind—the ability to represent and reason about others’ mental states (Premack

& Woodruff, 1978)—is considered to be the key cognitive mechanism that sup-

ports such context-sensitivity in our everyday social interactions. Being able to

infer what others see, want, and think allows us to make more accurate pre-

dictions about their future behavior in different contexts and adjust our own

behaviors accordingly. These inferences do not necessarily come for free, how-

ever. Behavioral, developmental, and neural evidence increasingly suggests that

at least some aspects of theory of mind use are computationally costly, requiring

effortful processing under cognitive control (Saxe et al., 2006; Brown-Schmidt,

2009; Nilsen & Graham, 2009; Low & Perner, 2012; Ferguson et al., 2015; Brad-

ford et al., 2015; Ryskin et al., 2015; Symeonidou et al., 2016; Long et al., 2018;

Jouravlev et al., 2019, but see Rubio-Fernández et al., 2019).

How, then, should agents allocate their cognitive resources to successfully

communicate with one another? One prominent proposal is that agents cope

with these constraints by using egocentric heuristics (Keysar et al., 1998b, 2000;

Keysar, 2007; Barr, 2014). An ‘anchor-and-adjust’ heuristic, in particular, al-

lows agents to anchor on their own easily available perspective and effortfully

adjust in the direction of another perspective to the extent that sufficient cogni-

tive resources are available (Epley et al., 2004). Because the adjustment process

satisfices at some threshold, heuristic accounts predict that optimal perspective-

taking is rarely observed and communicative behavior is marked by some degree

of egocentric bias. These accounts have provided algorithmic explanations for a

variety of key phenomena, such as the increase of egocentric biases under cogni-

tive load and the effect of individual differences in working memory (Lin et al.,

2010; Roxβnagel, 2000). However, they have also been challenged by apparently

contradictory evidence. A number of subsequent eye-tracking studies suggested

that people are sensitive to other perspectives from the earliest moments of

processing, precisely when the egocentric bias is predicted to be the strongest

(Nadig & Sedivy, 2002; Heller et al., 2008; Brown-Schmidt & Tanenhaus, 2008;

Hanna et al., 2003).

Alternative accounts have been proposed to address these issue. Under a
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simultaneous integration account, for instance, listeners (Heller et al., 2016)

and speakers (Mozuraitis et al., 2018) consider both their own private perspec-

tive and their partner’s perspective at the same time (for broader reviews of

constraint-based theories, see Brown-Schmidt & Heller, 2018; Degen & Tanen-

haus, 2019). This account is formalized as a Bayesian probabilistic weighting

model, where the degree to which each perspective contributes to the combina-

tion is given by a weighting parameter. An intermediate value of this parameter,

weighting each perspective about equally, has been found to account for prior

results better than a purely egocentric or purely perspective-taking strategy.

This proposal offers a computational-level explanation (Marr, 1982) for why

prior eye-tracking studies have found early traces of the agent’s own perspective

and their partner’s.

Yet probabilistic weighting models also leave open an important question:

Why do people use the weighting they do in a given context? What determines

the degree to which people deviate from their egocentric perspective in different

communicative scenarios? Without considering algorithmic-level processes, for

example, it is difficult to explain what leads to apparently different weightings

under cognitive load (Lin et al., 2010) or time constraints (Horton & Keysar,

1996), or as a function of individual differences in working memory. Heller et al.

(2016) and Mozuraitis et al. (2018) discuss a potential role for the cognitive

demands of inhibiting one’s own perspective, but no explicit model has yet

emerged that explains the flexible weighting of different perspectives in terms

of more general principles of human cognition.1

1.1. The division of labor in communication

We argue in this paper for a resource-rational account of perspective-taking

in communication that formally fills this explanatory gap. The recent de-

1In technical terms, the weighting parameter has previously been treated as an “exo-

geneous” variable determined by factors outside the scope of the model. The problem of

determining it as a function of other factors originating within the model is known as “endo-

genization” (Mankiw, 2003).
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velopment of resource-rational analysis (Griffiths et al., 2015; Shenhav et al.,

2017; Lieder & Griffiths, 2019) has provided a framework for understanding

a range of costly but important cognitive functions, including attention (Pad-

mala & Pessoa, 2011), working memory maintenance (Howes et al., 2016), plan-

ning (Callaway et al., 2018), and decision-making under uncertainty (Lieder

et al., 2018a), through the application of rational principles under cognitive con-

straints. Computational-level accounts are often under-constrained: there are

many solutions to the computational problem that could be considered equally

“optimal” a priori regardless of how costly or intractable the required compu-

tations are. Resource rational analyses attempt to place stronger constraints

on these accounts by incorporating additional processing considerations. The

key insight, motivated by recent work on the mechanisms of cognitive control,

is that agents consider both the functional value of a computation as well as its

costs (Shenhav et al., 2013; Kool & Botvinick, 2018), and behave in a way that

is consistent with an approximately optimal tradeoff between them. In other

words, “the question of interest has begun to shift from whether an individual

is capable of exerting cognitive effort to whether the individual will choose to

do so” (Kool & Botvinick, 2013). This broader shift is consistent with recent

mechanistic frameworks for language processing that argue for a central role of

executive control and recurrent processing (Ferreira, 2019).

Communication presents a novel and interesting test case for resource ra-

tional analysis because it is a fundamentally cooperative, multi-agent activity.

Participants in an interaction share the same joint goal, and their ability to

achieve this goal depends on the joint effort they each contribute. Collabora-

tively minimizing joint effort thus sets up a natural division of labor in com-

munication (Tomasello, 2009; Clark, 1996): the effort one participant ought

to exert depends on how much effort they expect others to exert. This mu-

tual dependency poses a nontrivial representational and inferential challenge

for participants. We propose a resource rational formulation of this problem,

which shares with simultaneous integration accounts the basic assumption that

agents may be attending to and weighting their partner’s perspective even at the
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outset of an interaction. Indeed, as we show in Section 2, our proposal straight-

forwardly extends the family of probabilistic weighting models. Unlike previous

models, we provide an explicit computational explanation for how perspective

weightings are set, in terms of a principled resource-rational trade-off between

the expected costs and benefits of perspective-taking. Our consideration of cost

also addresses the algorithmic-level concerns that motivated egocentric heuristic

models. However, rather than assuming agents are “reflexively mindblind” with

no control over their egocentric biases, resource rationality predicts that agents

can anticipate the perspective-taking needs of the interaction based on various

contextual factors and make flexible decisions about the resources they dedicate

toward perspective-taking.

We further suggest that the appropriate consideration of contextual fac-

tors can be derived from principles of Gricean reasoning (Goodman & Frank,

2016; Frank & Goodman, 2012; Franke & Jäger, 2016). A higher weighting

of a partner’s perspective may be expected to lead to gains in expected com-

municative accuracy even as it incurs a proportionally higher processing cost

(i.e. in terms of cognitive resources allocated). Critically, the expected gain in

accuracy depends on pragmatic inferences about the other agent’s underlying

effort in the current context, and the overall cost may depend on environmental

modulations such as cognitive load. Hence, this model is capable of systematic

context- and partner-sensitivity in the effort an agent chooses to exert. In the

following section, we analyze the specific Gricean considerations at play in the

director-matcher task (Keysar et al., 2000), highlighting the unique challenges

facing the director. This Gricean analysis forms the basis of the expectations a

listener ought to have about a speaker’s behavior, thus informing the listener’s

decisions about the benefits of perspective-taking.

1.2. Referring under uncertainty about the visual context

The Gricean notion of cooperativity (Grice, 1975) refers to the idea that

speakers try to avoid saying things that are confusing or unnecessarily compli-

cated given the current context, and that listeners expect this. For instance,
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imagine trying to help someone spot your dog at a busy dog park. It may be

literally correct to call it a “dog,” but as a cooperative speaker you would un-

derstand that the listener would have trouble disambiguating the referent from

many other dogs. Likewise, the listener would reasonably expect you to say

something more informative than “dog” in this context. You may therefore pre-

fer to use a more specific or informative expressions, like “the little terrier with

the blue collar,” even though it is more costly to produce (Brennan & Clark,

1996; van Deemter, 2016). Importantly, you might also prefer more specific la-

bels even when you yourself see only one dog at the moment. For instance, in the

presence of uncertainty about what the listener can see (e.g., when there may

be other dogs from the listener’s point of view), a cooperative speaker might

want to be more specific to ensure that the listener identifies the correct dog.

While sensitivity to uncertainty about a partner’s visual context is natural

in everyday conversations, it has often been overlooked in the design of lab

experiments. We argue that the influential director-matcher paradigm (Keysar

et al., 2000, 2003) places the speaker in an analogous situation to speakers at

the dog park. In this task, a speaker instructs a listener to move objects around

a grid. Certain cells of the grid are covered to prevent the speaker from seeing

own
private view

(known)

speaker’s view listener’s view
partner’s

private view
(unknown)

speaker listener

A B C A B C

A
C

shared view
(known)

B

Figure 1: Schematic illustrating the three possible states that may be considered in a director-

matcher task, where both parties may have objects in their own private view that are inac-

cessible to the other. In the presence of occlusions, agents must not only represent the known

contents of their own private view (A) versus the content shared with their partner (B), but

also the unknown contents of their partner’s private view (C). In practice, most studies place

occlusions only on the speaker’s side (red only) or only on the listener’s side (blue only).
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some of the objects. It is therefore highly salient to the speaker that there exist

hidden objects she herself cannot see but her partner can. The speaker must

generate a description such that a listener can identify the correct object among

distractors, even though the speaker cannot be sure what all of the distractors

are.

More generally, it is helpful to differentiate between three states that may in

principle be considered by each agent in a director-matcher task: (A) the con-

tents of one’s own private view, which are known to oneself but not necessarily

one’s partner, (B) the contents of the shared view, which are known to both

oneself and one’s partner, and (C) the contents of the partner’s private view,

which are known to one’s partner but not oneself (see Fig. 1 for an illustration).

For example, the version of the task introduced by Keysar et al. (2000) only

placed occluders on the speaker’s side of the display and focused on the extent to

which listeners distinguish between (A) and (B). Because nothing was occluded

from the listener’s point of view (i.e. the display only used the red occluder from

Fig. 1), the listener knew the speaker’s private view (C) was the same as the

shared view (B). Extensive work has also examined how speakers adjust their

utterances (or fail to adjust their utterances) depending on their own private

information (e.g. Nadig & Sedivy, 2002; Lane et al., 2006), thus evaluating the

extent to which the speaker accounts for differences between (A) and (B) in

their production. In this work, nothing was occluded from the speaker’s point

of view (i.e. the display only used the blue occluder in Fig. 1), so the speaker

knew the listener’s private view (C) was the same as the shared view (B). Yet

we still understand relatively little about the extent to which speakers naturally

consider their own uncertainty about their partner’s private information (C), in

scenarios like the one used by Keysar et al. (2000), where (C) is not identical

to (B). The possible objects behind the occluder are salient “known unknowns”

that may influence a Gricean speaker’s choice of referring expression, even if

they have no private information of their own, i.e. even if (A) and (B) are iden-

tical. Additionally, because prior work investigating listener perspective-taking

commonly used confederates in the speaker role, it is possible that confederate
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behavior may have interacted with naive listener expectations of informativity

in the presence of occlusions.

1.3. The current work

Our first goal is to derive and test Gricean predictions about how speakers

should produce referring expressions under conditions of uncertainty about the

listener’s visual context. As we show below, our model predicts that a speaker

will compensate for her uncertainty about the listener’s visual context by in-

creasing the informativity of her utterance to some extent beyond what she

would produce in a completely shared context. In Experiment 1, we directly

test this prediction by manipulating the presence and absence of occlusions in

a simplified variant of the director-matcher task.

Our second goal is to examine the consequences of this observation for the

listener’s allocation of effort. The behavior observed in Experiment 1 estab-

lishes reasonable baseline expectations that listeners should use when deciding

how much perspective-taking effort to allocate in the director-matcher task.

In Experiment 2, we conduct a replication of the landmark study reported by

Keysar et al. (2003) with an additional unscripted condition to evaluate the

gap between the scripted referring expressions used by confederate speakers in

prior work and what a naive speaker without a script would naturally say in the

same interactive context (Kuhlen & Brennan, 2013; Bavelas & Healing, 2013;

Tanenhaus & Brown-Schmidt, 2008). Our model predicts that listeners will

initially make more errors with confederate speakers (who are less informative

than expected under a natural division of labor) compared with naive speakers.

Critically, it also predicts that the gap will decrease over time; listeners in the

confederate condition will gradually devote more effort to perspective-taking as

they learn that the confederate is devoting less effort.

Taken together, this work aims to establish the plausibility of a resource

rational basis for some degree of perspective-neglect on the part of both speaker

and listener, and to emphasize the role of pragmatic expectations in determining

this division of labor. It is important to note that our aim is to extend the ex-

8



planatory power of recent probabilistic weighting models, not to falsify them. In

fact, if we are successful in deriving from more basic principles the perspective-

weighting proportions that were previously fit to empirical data, our model will

necessarily make similar behavioral predictions for those experiments. Conse-

quently, our experiments were designed to expose and test the novel predictions

of our extension, placing probabilistic weighting models on a firmer foundation,

not necessarily to construct scenarios challenging the broader simultaneous in-

tegration view. We clarify this theoretical relationship in the following section,

and return to the broader implications and predictions of the resource rational

view in the discussion.

2. A resource-rational analysis of perspective-taking

In this section, we formally derive the core predictions of our resource-

rational analysis. We begin with a brief review of the Rational Speech Act

(RSA) framework, which formalizes pragmatic reasoning as recursive proba-

bilistic inference, and define a new ‘ideal observer’ model of perspective-taking

under uncertainty about a partner’s visual context. This model can then be

mixed with an egocentric model, using the same probabilistic weighting mech-

anism proposed by Heller et al. (2016). Finally, we then conduct an analysis

of the optimal parameter value for this mixture model given the additional

assumption that there is higher cognitive cost to higher perspective-weighting.

2.1. Preliminaries

The RSA framework derives language behavior from basic Gricean mech-

anisms of recursive social reasoning (Frank & Goodman, 2012; Goodman &

Frank, 2016; Franke & Jäger, 2016; Kao et al., 2014; Goodman & Stuhlmüller,

2013). In this framework, a pragmatic speaker S is a decision-theoretic agent

who must choose a referring expression u to refer to a target object o in a

context C by (soft)-maximizing a utility function U , capturing the tradeoff be-

tween the cost, or effort, of producing an utterance and the usefulness of each
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utterance for an imagined listener agent. In the context of the director-matcher

task, the listener is a matcher who hears a referring expression u in a context

C containing different objects and must select the target object o. In principle,

they do so by inverting their generative model of the speaker: This formulation

introduces a mutually recursive dependency between the speaker and listener.

A key idea of the RSA framework is to introduce a “base case” for this recursion

to bottom out: specifically, we define a “literal listener” L0 who updates their

beliefs about which object is the target of reference using the literal meaning of

the utterance, L(u, o). In our referential context, L simply represents a simple

lexical semantics for u: If u is true of o (i.e. if u is “square” and o is actually a

square) then L(o, u) = 1; otherwise, L(o, u) = 0. The literal listener then serves

as the foundation for a chain of additional layers of recursive reasoning:

PL0(o|u,C) ∝ L(o, u)P (o)

PS1(u|o, C) ∝ exp{α logPL0(o|u,C)− cost(u)}

PL1
(o|u,C) ∝ PS1

(u|o, C)P (o)

(1)

where normalization takes place over objects o ∈ C or utterances u ∈ U .

2.2. Reasoning about asymmetries in visual access

This basic setup assumes that the speaker reasons about a listener sharing

the full context C in common ground, i.e. that the entire display is in state

(B) of Fig. 1. But how does a speaker refer to a target object when they

know their partner has additional, unknown distractor objects in their private

view, as in the scenario from Keysar et al. (2000)? Models which contrast the

egocentric domain of reference against what is shared in common ground would

predict no difference in speaker production between this scenario and one with

no occlusions at all. After all, because the speaker is not shown any private

information, the information in the speaker’s egocentric perspective, state (A),

is equivalent to the information they know to be in common ground, state (B):

all visible objects in the speaker’s view are also clearly visible to the listener.

The relevant perspective at issue for evaluating the speaker’s perspective-taking
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in this scenario is not the content of the shared view, but instead the (unknown)

private contents of the listener’s visual field, state (C).

In the RSA framework, speaker uncertainty about the listener’s visual field is

represented straightforwardly by a probability distribution: for example, Good-

man & Stuhlmüller (2013) examined a case where the speaker has limited per-

ceptual access to the objects they are describing, and predicted how a pragmatic

listener who is taking the speaker’s perspective should interpret the speaker’s

utterances in light of such access. In the case of the specific director-matcher

task studied in this paper, the state of the world is the space of objects O

seen by one’s partner. Because the speaker knows that objects may be behind

occluders, we introduce uncertainty P (oh) over which object oh ∈ O, if any, is

hidden behind each occlusion. The speaker ought to then marginalize over these

alternatives when reasoning about which object a literal listener will select from

the set of objects in their view. This gives us a speaker utility under conditions

of asymmetries in visual access:

Uasym
S1

(u; o, C) =
∑
oh∈O

P (oh) logPL0(o|u,C ∪ oh)− cost(u) (2)

where C still denotes the set of objects that the agent knows to be in common

ground. Conversely, we can define an egocentric speaker who ignores the possible

existence of hidden objects that only the listener can see and only seeks to be

informative relative to the objects in their own view (which, again, happens to

be identical to the common ground):

Uego
S1

(u; o, C) = logPL0
(o|u,C)− cost(u) (3)

The analogous asymmetric and egocentric models for the listener are more

straightforward: they have full information about exactly which objects are in

each person’s view because nothing is occluded from their own view.

P asym
Li

(u; o, C) = PLi
(u; o, C − {oh})

P ego
Li

(u; o, C) = PLi(u; o, C)
(4)
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2.3. A probabilistic weighting model

The utility in Eq. 2 represents an “ideal” perspective-taking speaker, while

the utility in Eq. 3 represents a completely egocentric speaker. Next, we follow

Heller et al. (2016) in allowing for a probabilistic mixture between these two

perspectives using an interpolation weight wS ∈ [0, 1]:

Umix
S1

(u; o, C,wS) = wS · Uasym
S1

(u; o, C) + (1− wS)Uego
S1

(u; o, C) (5)

When wS = 0, the speaker using this utility is purely ‘occlusion-blind’ or ego-

centric: she assumes her partner sees exactly the same objects she herself does2.

When wS = 1, this speaker is purely ‘occlusion-sensitive’: she assumes there

may be additional objects in her partner’s view that she cannot see behind the

occlusions. Similarly, we define a mixture model for the listener, with wL = 0

corresponding to the purely egocentric domain and wL = 1 corresponding to

the objects in common ground (i.e. the speaker’s perspective):

Pmix
Li

(o;u,C,wL) ∝ wL · P asym
Li

(u; o, C) + (1− wL) · P ego
Li

(u; o, C) (6)

A critical point of difference between Heller et al. (2016) and our recursive

RSA model formulation, however, is that we assume the occlusion-aware speak-

ers and listeners account for the fact that their partner is also a mixture model

with some mixture weight, i.e. we revise Eq. 2 and Eq. 4 as follows:

Uasym
S1

(o;u,C,wL) =
∑

oh∈O P (oh) logPmix
L0

(o|u,C ∪ oh, wL)− cost(u)

P asym
L1

(o;u,C,wS) ∝ Pmix
S1

(u|o, C − {oh}, wS)P (o)

(7)

and update Eq. 5 and Eq. 6 to pass this parameter through:

Umix
S1

(u; o, C,wS , wL) = wS · Uasym
S1

(u; o, C,wL) + (1− wS)Uego
S1

(u; o, C)

Pmix
Li

(o;u,C,wL, wS) ∝ wL · P asym
Li

(u; o, C,wS) + (1− wL) · P ego
Li

(u; o, C)

(8)

2Note that this could correspond to either an ‘egocentric’ domain of reference or a ‘common

ground’ domain, which are equivalent in the classic variant of the director-matcher task we

are considering.
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Further, we assume agents have uncertainty about the exact weight their partner

is using, and marginalize over it when choosing an action. In this way, we obtain

the theoretical dependency between mixture weights that is characteristic of a

division of labor: one agent’s behavior at a particular mixture weight setting

will differ depending on the mixture weight they think their partner is using.

The final models are given as follows:

PL0
(o;u,C,wL) ∝ Pmix

L0
(o;u,C,wL)

PS1
(u; o, C,wS) ∝

∫
wL

P (wL) exp{αUmix
S1

(u; o, C,wS , wL)}P (o) dwL

PL1(o;u,C,wL) ∝
∫
wS
P (wS)Pmix

L1
(o;u,C,wL, wS) dwS

(9)

To build intuition about the behavior of these models, it is useful to consider

a few example cases. First, consider the behavior of the literal listener at the

extreme values of wL: when wL is close to 1 and the listener is fully considering

the speaker’s perspective, it will never select an occluded object, even if it has

exactly the same attributes as the target in common ground. When wL is close

to 0, it will select the occluded object exactly half of the time if it matches the

literal description. Intermediate values of wL interpolate between these cases,

leading to lower but non-zero probability of selecting the occluded object.

Now, consider the behavior of a pragmatic speaker model reasoning about

this literal listener and trying to decide which utterance to produce. If the

speaker’s mixture weight wS is close to 0, then it doesn’t consider possible

existence of occluded objects and produces a description that is sufficient to

disambiguate the target from alternatives only in its own view. If wS is close to

1 then the speaker’s decision depends purely on the mixture weight the literal

listener is expected to be using. When wL = 1, the listener will always pick the

object matching the description in the speaker’s view, no matter how minimal a

description is given, so there is no benefit to producing a more detailed but costly

utterance. Conversely, when wL = 0, then shorter utterances are risky: there

are more possible hidden objects oh that would match a shorter description.

Every additional feature the speaker mentions helps guard against a broader

class of potential hidden objects, so it may be worth incurring the additional
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Figure 2: Results of resource-rational analysis of speaker and listener models. Above a certain

value of β (i.e. if perspective-taking is sufficiently effortful) then an intermediate weighting of

perspective-taking is boundedly optimal. The discontinuities in the speaker plot occur when

a higher level of perspective-taking motivates the speaker to switch to a longer utterance

(e.g. “the blue square” instead of “the square” at wS = 0.235, followed by “the blue checked

square” at wS = 0.325.)

production cost to add information (see Appendix A for a more extensive proof

of this behavior). When the speaker marginalizes over their prior expectations

about the value of wL, these behaviors are combined: the speaker model errs

on the side of more informative utterances, to hedge against the risks of lower

values of wL and confusing hidden objects oh.

2.4. Resource-rational analysis

We now conduct a resource-rational analysis of these mixture models to find

the optimal weight under the cost and benefits of dedicating increasing cognitive

resources to perspective-taking. We begin by considering the resource-rational

tradeoff between (1) the expected value of communicative accuracy and (2)

the cognitive cost of perspective-taking. We define the former value as the

expected probability of the listener choosing the true target. At each level of

speaker perspective-taking wS , the speaker agent will prefer some utterance u∗;

they can then compute the probability of L0 selecting the target after hearing

this utterance. Similarly, at each level of listener perspective-taking wL, the
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listener agent will have some likelihood of selecting the target upon hearing the

different speaker utterances. In both cases, the agents have uncertainty about

their partner’s level of perspective-taking and must therefore compute expected

accuracy by marginalizing over the weight prior.

If communicative accuracy were the only consideration, it would always be

preferable to use maximal perspective-taking (i.e. wS = wL = 1), since higher

perspective-taking leads to higher accuracy on average. In a resource-rational

model, however, these benefits are traded off against the costs of perspective-

taking. For simplicity, we assume that cost is linear in the degree of perspective-

taking; It’s unclear whether there exists a perspective-taking algorithm where

this linearity holds exactly, and our analysis holds under the weaker condition

that cost is strictly increasing. We use β to denote the slope of this linear cost

term.

Our analysis proceeds by running the S1 and L1 models in Eq. 9 with

different choices of wS and wL, respectively. In cognitive terms, this corresponds

to an introspective speaker and listener meta-cognitively simulating the costs

and benefits of exerting each amount of perspective-taking effort.

USRR
(wS) = EP (wL)[PL0(o;u∗, C, wL)]− β · wS

ULRR
(wL) = EP (wS)[PL1

(o;u∗, C, wL)]− β · wL

(10)

where in both cases u∗ is the utterance produced by the speaker model using

weight wS :

u∗ = argmaxuPS1
(u; o, C,wS)

We define the optimal weights as the arguments for which this utility is

maximized:

wS∗ = argmaxwS
[USRR

(wS)]

wL∗ = argmaxwL
[ULRR

(wL)]
(11)

To derive concrete simulation results, we set α = 5 and cost(u) = 0.01 for

all u, and sweep over different values of β. The utterance space, object space,

and context C are based on the ones we use below in Experiment 1: objects

varied in shape, color, and texture, and the speaker model was able to produce
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any combination of shape, color, and texture descriptors. To simplify analytic

enumeration over these spaces, we set the target to be a particular setting of

features (i.e. “color 1, texture 1, shape 1”), and represented other objects

and utterances in terms of whether they match the target on each dimension

(e.g. “same color, different texture, different shape”). We used uniform priors

over the identity of the (single) hidden object, P (oh) and when taking internal

expectations over wS and wL.

Results of this analysis are shown in Fig. 2. As suggested above, when there

is no cost to perspective-taking (i.e. β = 0), the expected likelihood of com-

municative success increases monotonically as a function of perspective-taking

weight. Once we factor in a degree of cost for higher perspective taking, how-

ever, the increased likelihood of communicative success at higher weights begins

to be offset by the corresponding increase in effort required to achieve it. Above

a certain β, we find that an intermediate perspective weighting is optimal for

both speaker and listener. That is, once perspective taking has a certain cost, a

resource-rational agent will weight their partners’ perspective to a lesser extent.

For instance, at β = 0.1, we find that the optimal speaker weight is w∗S = 0.33

and the optimal listener weight is w∗L = 0.55. At higher values of β, the optimal

weighting drops for the listener. This simulation reveals the explanatory logic

of the resource-rational framework. We showed conditions under which the in-

termediate probabilistic weightings empirically measured by Heller et al. (2016)

and Mozuraitis et al. (2018) emerge from underlying computational principles:

specifically, the tradeoff between the costs and benefits of different degrees of

perspective-taking.

2.5. Two qualitative predictions

We highlight two key predictions of this formulation which motivate our

experiments. First, our proposal for a basic asymmetric speaker utility in by

Eq. 2 already leads to a novel prediction about speaker behavior in the pres-

ence of ‘known unknowns’ hidden by occlusions. This formulation goes beyond

the speaker model of Mozuraitis et al. (2018), which only considers the case
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where the speaker has perfect knowledge of the mismatch between their own

private information and the listener’s private information. Specifically, as we

show analytically in Appendix A, our model qualitatively predicts that speak-

ers will anticipate possible confusion from the listener’s perspective, and pro-

duce additional information beyond what would be necessary from their own

viewpoint. Note that such additional information would be unnecessary if the

listener were expected to use perfect perspective-taking (i.e. if the the speaker

believed wL = 1); the functional need to increase informativity arises only when

speakers assign nonzero probability to the possibility that listeners would act

egocentrically. This prediction is not strictly a consequence of the speaker’s

own resource-rational tradeoff (it is expected to emerge to some degree at any

wS > 0); however, it is a foundational assumption on which the rest of our

resource-rational modeling rests and is therefore the first target of our empirical

investigation in Experiment 1.

Second, a key prediction distinguishing the resource-rational framework from

a “fixed capacity” egocentric heuristic model is that agents may flexibly adjust

the effort dedicated to perspective-taking depending on contextual factors. The

optimal level of perspective-taking for one agent depends on reasoning about

expected communicative success. Expected success, in turn, depends on the

perspective-taking weight being used by the other agent. Both agents bring

into the interaction some prior expectations about this weight, but by compar-

ing their partner’s behavior to what would be expected at different levels of

perspective-taking, they can update these beliefs. These updated beliefs lead to

different expectations of future communicative success and may therefore shift

the optimal level of their own perspective taking. In other words, our model pre-

dicts that agents will adapt their own perspective taking effort to their partner’s

to maintain a resource-rational tradeoff.

We suggest that these mechanisms may help shed further light on the er-

rors made by listeners (matchers) in Keysar et al. (2003). Specifically, the

scripted referring expressions produced by confederate speakers in the director

role may have been less informative than what listeners in the matcher role
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would naturally expect from a cooperative speaker, leading to an initially mis-

calibrated level of listener perspective-taking. In Appendix B, we simulate a

resource-rational listener agent playing a director-matcher task with a speaker

who systematically produces less informative utterances than expected under

the prior. As expected, we find that the listener model gradually increases their

own perspective-taking weight as they make stronger inferences about their

partner’s effort. In Experiment 2, we test this prediction in two ways. First,

we evaluate the actual gap between natural speaker behavior and confederate

speaker behavior. Second, we evaluate the extent to which listeners adapt over

subsequent rounds.

3. Experiment 1: Speaker production under uncertainty about the

listener’s visual context

While the director-matcher scenario was originally designed to focus on the

effort required of the listener (who must think about which cells in their own

view are visible from the speaker’s view), our model highlights that the same

occlusions also demand theory of mind use, vis a vis pragmatic audience de-

sign, on the part of the speaker. The speaker must anticipate what level of

informativity would be appropriate given the possibility of hidden distractors

that are visible only to the listener. To test this novel prediction of our asym-

metric speaker model, we designed a simplified version of the director-matcher

task that allows us to causally isolate the effect of occlusions on production.

Note that this task is not designed to ask whether speakers produce perfectly

“optimal” referring expressions by some absolute standard — it is implausible

that they would know the true underlying distribution of hidden objects within

the context of this task, and as our model formalizes, they would face their own

resource constraints even if they did. Instead, our prediction is qualitative: do

speakers spontaneously produce more informative referring expressions in the

presence of occlusions than they do in the absence of occlusions?
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3.1. Methods

3.1.1. Participants

We recruited 102 pairs of participants from Amazon Mechanical Turk and

randomly assigned speaker and listener roles. After we removed 7 games that

disconnected part-way through and 12 additional games according to our pre-

registered exclusion criteria (due to being non-native English speakers, reporting

confusion about the instructions, or clearly violating the instructions), we were

left with a sample of 83 full games.

3.1.2. Materials & Procedure

On each trial, both players were presented with a 3 × 3 grid containing

objects. A target object was privately highlighted for the speaker, who freely

typed a message into a chat box in order to get the listener to click the intended

referent. Participants were instructed to use visual properties of the objects
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rather than spatial locations in the grid. The objects varied along three discrete

features (shape, texture, and color), each of which took four discrete values (64

possible objects). See Appendix Fig. 10 for a screenshot of the full interface.

There were four conditions, forming a within-pair 2 × 2 factorial design.

The key manipulation was the presence or absence of occlusions (see Fig. 3,

rows). On ‘occlusion-absent’ trials, all objects were seen by both participants,

but on ‘occlusion-present’ trials, two randomly selected cells of the grid were

covered with occluders (curtains) from the speaker’s viewpoint such that only

the listener could see the contents of the cell. For comparison, we also included

a well-studied informativity manipulation (e.g. Pechmann, 1989; Dale & Reiter,

1995; Brennan & Clark, 1996; Monroe et al., 2017). On ‘distractor-absent’ trials,

the target was the only object with a particular shape; on ‘distractor-present’

trials, there was a distractor with the target’s shape in common ground, differing

only in color or texture (see Fig. 3, columns).

Each trial type appeared 6 times for a total of 24 trials, and the sequence of

trials was pseudo-randomized such that no trial type appeared more than twice

in each block of eight trials. On each trial, a target was randomly sampled from

the full space of objects, and a set of other objects was then randomly sampled

from the remaining objects based on the condition. On ‘distractor-present’

trials, one of these was forced to have the same shape as the target; otherwise,

they were chosen to be fillers with a different shape and randomly selected colors

and textures. To prevent the speaker from picking up on statistical patterns of

the identity or quantity of hidden objects on any particular trial, we randomized

the total number of “filler” distractors in the display (between 2 and 4) as well

as the number of those distractors covered by curtains (1 or 2) on ‘occlusion-

present’ trials. If there were only two distractors, we did not allow both of

them to be covered: there was always at least one mutually visible distractor.

Because the distractor-present condition required the distractor with the same

shape to be mutually visible, one consequence of the design was that there was

never a hidden distractor with the same shape as the target.

Finally, we collected mouse-tracking data as a window into the real-time
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decision-making process. On each trial, we first asked the matcher to wait on

an empty grid while the director typed their message. When the message was

received, the matcher clicked a small circle in the center of the grid to show the

objects and proceed with the trial. We recorded at 100Hz from the matcher’s

mouse in the decision window after this click, until the point where they started

to move one of the objects. While we did not intend to analyze these data

for Experiment 1, we anticipated using it in our second experiment below and

wanted to use the same procedure across experiments for consistency.

3.2. Results

Our primary measure of speaker behavior is the length (in words) of nat-

urally produced referring expressions sent through the chat box. We tested

differences in speaker behavior across conditions using a mixed-effect regression

predicting the number of words produced on each trial. We included fixed ef-

fects of distractor-presence, occlusion-presence, and their interaction. We also

included speaker-level random intercepts, as well as random effects for both

slopes and the interaction3.

First, as a baseline, we restricted our analysis to occlusion-absent trials

and examined the simple effect of whether a distractor of the same shape

as the target was present vs. absent. We found that speakers used signifi-

cantly more words on average (d = 0.56 words) when a distractor was present

(t = 5.6, p < 0.001; see Fig. 4A). This replicates extensive previous findings

in experimental pragmatics that speakers are sensitive to what information is

needed to disambiguate different objects in common ground (e.g Brennan &

Clark, 1996; van Deemter, 2016; Davies & Arnold, 2018).

Next, we turn to the key simple effect of occlusion in ‘distractor-absent‘ con-

texts, which are most similar to the displays with real-world objects that we use

3Because we randomly generated displays on each trial, there was no finite set of “items”

with clustered data; a model adding random intercepts for the 64 target objects failed to

converge.
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Figure 4: Results for Experiment 1. (A) Speakers used significantly more words when occlu-

sions were present. (B) Utterances broken out by feature mentioned. Error bars on empirical

data are bootstrapped 95% confidence intervals; model error bars are 95% credible intervals.

in Experiment 2. We found that speakers used significantly more words on aver-

age (d = 1.25 words) when they knew that additional objects could potentially

be visible to their partner (t = 8.8, p < 0.001). Lastly, we found a significant in-

teraction (b = −0.49, t = 4.1, p < 0.001) where the effect of occlusion was larger

in distractor-absent trials, likely reflecting a ceiling on the level of informativity

required to individuate objects in our simple three-dimensional stimulus space.

What are these additional words used for? As a secondary analysis, we

annotated each utterance based on which of the three object features were men-

tioned (shape, texture, color). Because speakers nearly always mentioned shape

(e.g. ‘star’, ‘triangle’) as the head noun of their referring expression regardless

of context (∼ 99% of trials), differences in utterance length across conditions

must be due to differentially mentioning the other two features (color and tex-

ture). To test this observation, we ran separate mixed-effect logistic regressions

to predict color and texture mentions. We included fixed effects of occlusion,

distractor, and their interaction. Due to convergence issues, we included ran-

dom intercepts and slopes for each speaker, but no random interaction. We

found simple effects of occlusion in distractor-absent contexts for both features

(b = 1.6, z = 3.2, p = 0.001 for color; b = 5.6, z = 6.8, p < 0.001 for texture, see

Fig. 4B). In other words, in displays like the left column of Fig. 3 where the tar-
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get was the only ‘star’, speakers were somewhat more likely to produce the star’s

color—and much more likely to produce its texture—when there were occlusions

present, even though shape alone is sufficient to disambiguate the target from

visible distractors in both cases. The baseline asymmetry between production of

color and texture modifiers in un-occluded contexts is consistent with prior work

on over-specification (e.g. Tarenskeen et al., 2015). Listener errors were rare:

the target failed to be selected on only 2.5% of trials, and we found no significant

difference in error rates across the four conditions (χ2(3) = 1.23, p = 0.74).

Finally, we inferred the speaker’s probabilistic perspective weighting param-

eter using a quantitative Bayesian model comparison (see Appendix C for de-

tails). We found that the inferred mixture was near the maximal endpoint

allowed by our model (wS ≈ 1), suggesting that people’s behaviors were better

described by an occlusion-sensitive speaker model that considers possible hid-

den objects (i.e. Eq. 2), relative to an egocentric speaker model that considers

only the objects in its own view (i.e., Eq. 3), or a mixture of the two.

3.3. Discussion

Our results provide strong evidence supporting our model’s foundational

prediction that speakers increase their level of specificity in the face of occlusions.

Speakers spontaneously spent additional time and keystrokes to give further

information beyond what they produced in unoccluded contexts, even though

that information would be redundant given the visible objects in their own

display. The effect of occlusions on referring expressions was even larger than

the classic pragmatic effect of having a similar distractor in common ground.

Critically, rather than planning their utterance purely in light of objects shared

in common ground, which was held constant across occlusion conditions, this

finding shows that speakers plan their utterance relative to their uncertainty

about what the listener privately knows.

At the same time, the evidence for an intermediate perspective-taking weight

was less clear in our task; rather, the inferred speaker weight was near ceiling.

One explanation for such a high level of perspective-taking is that our sim-
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plified variant of the director-matcher task was too “easy”: it did not place

participants under sufficiently high cognitive load for resource considerations

to play a meaningful role in their decisions about perspective-taking. Indeed,

our resource-rational analysis in Sec. 2.4 predicted high levels of perspective-

taking by both speakers and listeners in low-cost regimes. This suspicion was

further supported by the low rates of listener errors in pilot work in which we

attempted to conceptually replicate Keysar et al. (2003) using our simplified

design (see Appendix E for further details about this pilot experiment); even

when faced with a confederate that deliberately produced ambiguous referring

expressions (e.g. ‘circle’ when there was one circle in the common ground and

another distractor circle in the listener’s private view), listeners were able to

avoid selecting the occluded objects with nearly perfect accuracy. Rather than

a failure to replicate the original findings, these data suggest that the simplified

director-matcher task we used to test speaker predictions in Experiment 1 is

not ideal for testing the further resource-rational model predictions outlined in

Sec. 2.5. Thus, in Experiment 2, we returned to the original paradigm reported

by Keysar et al. (2003) where confederate speakers were able to successfully

elicit higher rates of listener errors.

4. Experiment 2: Manipulating speaker informativity

In Experiment 2, we adopted the exact stimuli and procedure used by Keysar

et al. (2003) to examine the downstream consequences of the pragmatic speaker

behavior we observed in Experiment 1. In the resource-rational framework, the

deployment of effort is guided by expectations about the value of that effort:

additional cost must be justified by commensurate benefits. Although a partic-

ipant in the matcher role may begin the task with certain expectations about

the director’s share of the division of labor in the face of occlusions, the ex-

pected benefits of additional perspective-taking effort may shift as they obtain

further evidence of the director’s behavior. We suggest that these dynamics

may help understand listener errors in prior work using the director-matcher
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task. If the confederate directors in prior work were less informative than lis-

teners (rationally) expected at the outset, then the listener’s initial allocation of

perspective-taking effort may have been mis-calibrated, with detrimental conse-

quences for their performance. However, our model also predicts that listeners

should gradually re-adjust their effort, resulting in fewer critical errors over the

course of the experiment.

We tested both of these predictions in our replication of Keysar et al. (2003).

In addition to a scripted condition where speakers used the same scripted re-

ferring expressions as in the original study, we introduced a new unscripted

condition where speakers were free to generate their own referring expressions.

Our goal was to replicate prior work in the scripted condition, and critically test

our key prediction that listener error would decrease in the unscripted condition.

More specifically, our predictions are twofold: First, a difference in listener error

rate between these conditions would indicate the extent to which confederates

deviated from the naturally expected division of labor: we predicted that naive

speakers would spontaneously provide more informative referring expressions

than confederate directors used in prior work. Second, a decrease in listener

errors over the course of the experiment would suggest that participants are

indeed able to adapt.

4.1. Methods

4.1.1. Participants

We recruited 200 pairs of participants from Amazon Mechanical Turk. Due

to a server outage, 58 pairs were unable to complete the game and were thus

excluded. Following our preregistered exclusion criteria, we removed 24 pairs

who reported confusion, violated our instructions, or made multiple errors on

filler items, as well as 2 additional pairs containing non-native English speakers.

This left 116 pairs in our final sample.
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4.1.2. Materials and Procedure

The materials and procedure were chosen to be as faithful as possible to those

reported in Keysar et al. (2003) while allowing for interaction over the web (we

discuss the potential impact of these differences below). Directors used a chat

box to communicate where to move a privately cued target object in a 4 × 4

grid with five occluded cells (see Fig. 5). We used exactly the same graphical

representation of occlusions as in Experiment 1. The listener then attempted to

click and drag the intended object. In each of 8 objects sets, mostly containing

filler objects, one target belonged to a ‘critical pair’ of objects, such as a visible

cassette tape and a hidden roll of tape that could both plausibly be called ‘the

tape.’

We displayed instructions to the director as a series of arrows pointing from

some object to a neighboring unoccupied cell. Trials were blocked into eight sets

of objects, with four instructions each. As in Keysar et al. (2003), we collected

baseline performance by replacing the hidden alternative (e.g. a roll of tape) with

Director’s View Matcher’s View

target
(shared)

critical
distractor
(private)

Figure 5: Critical trial of director-matcher task using the ambiguous utterance “the tape”: a

roll of tape is in view of both players, but a cassette tape is occluded from the speaker’s view.
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a filler object that did not fit the critical instruction (e.g. a battery) in half of

the critical pairs. The assignment of items to conditions was randomized across

participants, and the order of conditions was randomized under the constraint

that the same condition would not be used on more than two consecutive items.

All object sets, object placements, and corresponding instruction sets were fixed

across participants. In case of a listener error, the object was placed back in its

original position; both participants were given feedback and asked to try again.

We used a between-subject design to compare the scripted labels used by

confederate directors in prior work against what participants naturally say in

the same role. For participants assigned to the director role in the ‘scripted’

condition, a pre-scripted message using the precise wording from Keysar et al.

(2003) automatically appeared in their chat box on exactly half of trials (the 8

critical trials and about half of the fillers). Hence, the scripted condition served

as a close replication. To maintain an interactive environment, we allowed

the director to freely produce referring expressions on the remainder of filler

trials. In the ‘unscripted’ condition, directors were unrestricted and free to

send whatever messages they deemed appropriate on all trials, although as in

Exp. 1 we explicitly asked participants not to use purely spatial descriptions

(e.g. “row 3, column 2 to row 4, column 2”). In addition to analyzing messages

sent through the chat box and errors made by matchers (listeners), we collected

mouse-tracking data as a window into real-time decision processes.

4.2. Results

4.2.1. Listener errors

Our scripted condition successfully replicated the results of Keysar et al.

(2003) with even stronger effects: listeners incorrectly moved the hidden ob-

ject on approximately 50% of critical trials. However, on unscripted trials, the

listener error rate dropped by more than half, p1 = 0.51, p2 = 0.20, χ2(1) =

43, p < 0.001 (Fig. 6A). While we found substantial heterogeneity in error rates

across object sets (just 3 of the 8 object sets accounted for the vast majority of

remaining unscripted errors; see Appendix Fig. 12), listeners in the unscripted
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Figure 6: Listener results for Experiment 2. (A) Distribution of errors with scripted and

unscripted instructions. Participants in the unscripted condition made significantly fewer

errors. (B) Even when they were correct, listeners in the scripted condition were more likely to

hover their mouse cursor over the distractor relative to baseline while the unscripted condition

shows no difference.

condition made fewer errors for nearly every critical item. In a logistic mixed-

effects model with fixed effect of condition, random intercepts for each dyad,

and random slopes and intercepts for each object set, we found a significant

difference in error rates across conditions (z = 2.6, p = 0.008).

It is possible that participants in the unscripted condition still considered

the hidden objects just as often as those in the scripted condition, even though

they made fewer actual errors. To address this possibility, we conducted an

analysis of mouse-tracking data. We computed the mean (log-) amount of time

spent hovering over the hidden distractor and found a significant interaction

between condition and the contents of the hidden cell (t = 3.59, p < 0.001; Fig.

6B) in a mixed-effects regression using dyad-level and object-level random inter-

cepts and slopes for the difference from baseline. That is, while listeners in the

scripted condition spent more time hovering over the hidden cell when it con-

tained a confusable distractor, relative to baseline (suggesting they considered
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the hidden object), listeners in the unscripted condition showed no difference

from baseline.4

4.2.2. Adaptation over time

Next, we examined how these error rates change over the course of the

interaction. If the effort a listener chooses to exert depends on their expec-

tations about the speaker’s informativity, we would expect them to gradually

re-calibrate their expectations through repeated observations of the speaker’s

behavior (see Appendix B, Fig. 7). That is, listeners (and speakers in unscripted

interactions) may learn that the allocation of perspective-taking they initially

adopted is not sufficient and flexibly adjust the extent to which they weight their

partner’s perspective, leading to fewer errors on later trials. To test this hypoth-

esis, we ran a mixed-effects logistic regression predicting whether participants

made an error on critical trials as a function of the trial’s position in the se-

quence (coded one through four). We included random intercepts and slopes for

each pair of participants, and used a fully Bayesian fitting procedure (Bürkner,

2017) because the random effect structure was too complex to converge using

standard maximum likelihood methods. We found a significant decrease in the

probability of critical errors (i.e. attempting to move hidden objects) across

both unscripted and scripted conditions (b = 0.3, 95% CI : [0.08, 0.54]) from

an average of 43% on the first critical trial to only 30% on the fourth and final

trial.

4Hover time was exactly zero for many trials in both conditions, which skewed the overall

distribution of hover times; to address potential issues comparing the means of such zero-

inflated distributions, we conducted a follow-up analysis examining the binarized proportion

of trials that listeners hovered over the hidden distractor at all, and found the same pattern of

results. We also pre-registered an analysis of the latency before first hovering over the target

but due to unexpectedly poor precision in aligning response times to the beginning of the

trial, we did not pursue this analysis further.
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Figure 7: Speaker results for Experiment 2. (A) While speakers in the scripted condition

were forced to use utterances that were judged to fit target and distractor roughly equally

(by design), speakers in the unscripted condition naturally produced utterances that fit the

target much better than the distractor. (B) The extent to which an utterance fits the target

more than the distractor is highly predictive of error rates at an item-by-item level (dotted

line is linear regression fit). All error bars are bootstrapped 95% confidence intervals.

4.2.3. Speaker informativity

Finally, we test whether higher listener accuracy in the unscripted condition

is accompanied by more informative speaker behavior than what was allowed in

the scripted condition. The simplest measure of speaker informativity is the raw

number of words used in referring expressions. Compared to the scripted re-

ferring expressions, speakers in the unscripted condition used significantly more

words to refer to critical objects (b = 0.54, t = 2.6, p = 0.019 in a mixed-effects

regression on difference scores using a fixed intercept and random intercepts for

object and dyads). However, this is a coarse measure: for example, the shorter

“Pyrex glass” may be more specific than “large measuring glass” despite using

fewer words. For a more direct measure, we extracted the referring expres-

sions generated by speakers in all critical trials and standardized spelling and

grammar, yielding 122 unique labels after including scripted utterances.

We then recruited an independent sample of 20 judges on Amazon Me-

chanical Turk to rate how well each label fit the target and hidden distractor
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objects on a slider from “strongly disagree” (meaning the label “doesn’t match

the object at all”) to “strongly agree” (meaning the label “matches the object

perfectly”). They were shown objects in the context of the full grid (with no

occlusions) so that they could feasibly judge spatial or relative references like

“bottom block.” We excluded 4 judges for guessing with response times < 1s.

Inter-rater reliability was relatively high, with intra-class correlation coefficient

of 0.54 (95%CI = [0.47, 0.61]). We computed the informativity of an utterance

(the tape) as the difference in how well it was judged to apply to the target (the

cassette tape) relative to the distractor object (the roll of tape).

Our primary measure of interest is the difference in informativity across

scripted and unscripted utterances. We found that speakers in the unscripted

condition systematically produced more informative utterances than the scripted

utterances (d = 0.5, 95% bootstrapped CI = [0.27, 0.77], p < .001; see Appendix

D for details). Scripted labels fit the hidden distractor just as well or better than

the target, but unscripted labels fit the target better and the hidden distractor

much worse, even though the speaker was not aware of the hidden distractor

(see Fig. 7A). In other words, the scripted labels used in Keysar et al. (2003)

were less informative than expressions speakers would normally produce to refer

to the same object in this context.

These results suggest that the speaker’s informativity influences listener ac-

curacy. In support of this hypothesis, we found a strong negative correlation

between informativity and error rates across items and conditions: listeners

make fewer errors when utterances are a better fit for the target relative to the

distractor (ρ = −0.81, bootstrapped 95% CI = [−0.9,−0.7]; Fig. 7B). In other

words, a large proportion of the variance in listener error rates across differ-

ent items can be explained by how well utterances fit each object in their own

egocentric view, consistent with a division of labor relying on higher speaker

informativity.
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4.3. Discussion

Building on Experiment 1, which aimed to identify pragmatic speaker be-

havior, Experiment 2 sought to test the downstream consequences of such be-

havior for listener perspective-taking. More specifically, given that speakers

differentially allocate effort to produce more informative utterances in the pres-

ence of occlusions, we predicted that resource-rational listeners should expect

this and exert differential effort toward visual perspective-taking. To test this

hypothesis, we used a task that has been shown to elicit high levels listener

perspective-taking failure Keysar et al. (2003). By comparing the utterances

produced by a naive speaker to the scripted utterances produced by confeder-

ates in prior work, we found further evidence that naive speakers spontaneously

produced costlier and more informative utterances, establishing a natural level

of informativity that naive listeners may have expected. Listeners, in turn, make

fewer errors when playing with naive, unscripted speakers than they do playing

with under-informative, scripted speakers. Importantly, error rates decreased

over the course of interaction, suggesting that even if listeners’ initial expecta-

tions about the speaker’s level of effort were violated, they could still adaptively

increase their perspective-taking to compensate. These findings raise several

issues.

First, our use of the stimuli and procedure from Keysar et al. (2003) success-

fully elicited listener errors, while our attempted conceptual replication using an

under-informative confederate in the simplified Experiment 1 task did not (see

Appendix E). While there are several reasons why the simpler task may have

reduced cognitive load (e.g. a smaller grid with fewer objects, fewer occlusions,

a finite set of feature dimensions, and so on), it is important to emphasize the

differences between the stimuli used in our two experiments, which correspond

to two prominent methodological threads in the literature. Experiment 1 used

clean property contrasts between features like color, texture, and shape, similar

to the geometric stimuli used by Hanna et al. (2003) and the pure size contrasts

used by Heller et al. (2008). Experiment 2 used the much more heterogeneous

items from Keysar et al. (2003), which included homonyms (“mouse” for a vis-
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ible stuffed animal and hidden computer device), basic-level terms for different

subordinate instances (e.g. “brush” for a visible round-brush and a hidden flat-

brush), size contrasts (e.g. “large candle” for a visible large candle and an even

larger hidden candle), and position contrasts (e.g. “top block” for a visible block

on the second-to-top row and a hidden block on the top row).

Each of these stimulus choices has its advantages and disadvantages. On one

hand, there are concerns about the generalizability of simpler variants. Findings

in narrower stimulus spaces may not straightforwardly extend to more crowded,

high-variability contexts where there are not such salient and consistent dimen-

sions along which items in each display vary. It is also possible that these

design features of simpler variants have the effect of easing the overall cogni-

tive load on participants. On the other hand, the heterogeneity of the eight

items from Keysar et al. (2003) also creates serious difficulties for evaluating

perspective-taking. We found that listener errors varied systematically across

the items (see supplementary Fig. 12), as did the informativity of the scripted

utterances, and it is challenging to place behavior across the items on the same

scale, as each may be associated with distinct pragmatic considerations (e.g.

relative contrast using modifiers, homonym processing, typicality of basic-level

membership). This heterogeneity may also explain many of the remaining crit-

ical errors in the unscripted condition. Naive speakers often made the effort

to mention multiple redundant properties given the presence of occlusions (e.g.

“the clear audio cassette tape” when there was only one thing that could be

described as “tape” from their view), but because they could not know the rele-

vant dimensions for distinguishing the target from the hidden distractors, their

additional effort did not always pay off. For example, the highest proportion of

errors made in the unscripted condition occurred on the “brush” item, where

the target and hidden distractor were so similar that almost any increase in

specificity would fail to distinguish them.

This limitation also emphasizes an important consequence of the referential

context. While the relatively small number of features along which the finite

stimulus space varied in Experiment 1 made it straightforward for speakers to
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anticipate the identity of hidden objects and provide maximally distinguishing

expressions, it is computationally implausible that speakers could enumerate all

possible hidden distractors in the open-ended space of objects used in Experi-

ment 2. What algorithm speakersuse to nevertheless produce more informative

descriptions in this open-ended space remains an open question. One possibility

is that speakers use the distribution of visible objects as a cue to the distribution

of hidden objects, or that visible objects serve as anchors in a truncated search

of semantic space. Another possibility is that speakers do not consider specific

distractors at all and instead respond to the worst-case scenario, or use the un-

certainty introduced by occlusions as a generic cue to increase their production

effort along the most salient properties.

While our results closely matched those of Keysar et al. (2003), several key

differences between the procedure of our online version and the original in-lab

version prevent it from being considered a direct replication. Most prominently,

there are differences between the textual and verbal modalities with implications

for the listener’s processing mechanisms and the speaker’s cost of production.

Listeners in an in-lab verbal version may make eye-movements toward possible

targets before the utterance has been completed, while participants in our ver-

sion had to fixate on and read the message in its entirety after it had been sent.

Conversely, we have observed in other interactive replications on the web (e.g.

Hawkins et al., 2019) that typing tends to yield shorter descriptions overall than

found in the lab, suggesting that production cost in terms of effort per word

may be higher for typing. An in-lab display may also make the occlusions more

natural than our virtual representation of “curtains,” so it is possible that the

slightly greater overall number of errors we observed relative to Keysar et al.

(2003) were due to a subset of participants not understanding how the occlusions

worked. However, because the same graphical representation and instructions

about occlusions we were used across every condition, in both Experiments 1

and 2, these misunderstandings are unlikely to affect the comparisons of inter-

est. Additionally, because we were not able to obtain the complete scripts that

confederates in prior work used on filler instructions (or even the identity of
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filler objects), it is possible that listeners in our scripted condition adapted to

different input between critical items. In particular, we observed that speakers

in our scripted conditions used highly specific descriptions for the portion of

trials on which they were allowed to freely send messages (e.g. “the red over ear

headphones” when there was only one pair of headphones). These filler trials

perhaps set even stronger expectations of hyper-informativity leading to larger

prediction error when scripted labels were substituted in.

Finally, it is important to note that our findings do not invalidate the use of

a confederate or the choice of scripted utterances in prior work; using scripted

directions is a way to control the input received by the listener to study how

the listener engages in perspective-taking. Rather, our results help identify an

unintended consequence of this manipulation (i.e., uncooperative directors) and

clarify how it impacts listener performance. More specifically, the informativ-

ity gap between unscripted and scripted utterances highlights the role of the

listener’s initial expectations of speaker informativity in their allocation of ef-

fort, and how an apparent violation of these expectations may have unintended

pragmatic consequences. These expectations become especially important un-

der higher cognitive load where the appropriate division of labor is constrained

by resource-rational considerations on both sides; in such contexts, it is par-

ticularly important for both parties to consider the other’s allocation of effort.

While we found near-ceiling levels of speaker perspective-taking Experiment

1, the current experiment, with its relatively higher cognitive load, offered a

context where speakers could not reasonably be expected to produce perfectly

unambiguous utterances in this environment: even with an unscripted partner,

some adaptation may be required to re-calibrate to the challenges of the context.

Under the pressure for division of labor, we were able to identify clear effects of

speaker informativity.
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5. General Discussion

The longstanding debate over the role of theory of mind in communication

has largely centered around the extent to which listeners (or speakers) deviate

from “optimal” perspective-taking toward egocentric influences (Barr & Keysar,

2006; Hanna et al., 2003). Our work aims to present a more nuanced analysis

of how resource-constrained speakers and listeners nonetheless make reasonable

decisions about how to allocate their resources based on contextual expecta-

tions. In particular, the Gricean cooperative principle emphasizes a natural

division of labor in how the joint effort of being cooperative is shared (Clark,

1996; Mainwaring et al., 2003). One important case is when the speaker has

uncertainty over what the listener can see, as in the director-matcher task. Our

resource-rational formalization of cooperative reasoning in this context predicts

that speakers (directors) naturally increase the informativity of their referring

expressions to hedge against the increased risk of misunderstanding; Experiment

1 presents direct evidence in support of this hypothesis.

Importantly, when the director is expected to contribute effort to be addi-

tionally informative, communication can be successful even when the matcher

contributes less than maximal perspective-taking effort. Indeed, the matcher

will actually strike the optimal tradeoff between minimizing joint effort and max-

imizing communicative success by not weighting the director’s visual perspec-

tive. This suggests a resource rational explanation of when and why resource-

constrained listeners down-weight the speaker’s visual perspective; they do so

when they expect the speaker to disambiguate referents sufficiently. While adap-

tive in most natural communicative contexts, such neglect might backfire and

lead to errors when the speaker (inexplicably) violates this expectation. From

this point of view, although the listener’s “failures” may indeed be failures to

identify the correct items, they are not necessarily failures of theory of mind ;

rather, these inaccuracies are consistent with listeners using their theory of

mind to decide when (and how much) they should expect the speaker to be co-

operative and informative, and allocating their resources accordingly (Griffiths
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et al., 2015). Experiment 2 is consistent with this hypothesis; when speakers

(directors) used underinformative scripted instructions taken from prior work,

listeners made significantly more errors than when speakers were allowed to pro-

vide referring expressions at their natural level of informativity. Furthermore,

listeners were able to adapt to the speaker’s level of informativity to make fewer

errors over time.

To be clear about our theoretical stance, these results do not imply that

speakers are generally expected to shoulder more of the work, or that Gricean

considerations free listeners to completely ignore visual perspective. Indeed,

speakers often use vague or ambiguous language that reduce their own pro-

duction costs, especially when they can rely on listeners to infer the intended

meaning from context (Ferreira, 2008; Wasow, 2015; Piantadosi et al., 2012;

Peloquin et al., 2020). In the resource-rational elaboration of the simultaneous

integration view we are advancing, the perspective-taking effort each person

chooses to exert is rarely all or none: It is a matter of degree (Heller et al.,

2016). There is in principle a continuum of many acceptable divisions of labor,

and no single division should be considered the “rational” yardstick. Instead,

the resource-rational weighting for one agent should in principle depend on a

number of contextual factors, including the relationship between the agents; the

other agent’s capacity, perspective, belief, and knowledge; the ability to avoid

further clarification exchanges or repair; and the current cognitive load imposed

by the environment. It may be asymmetric when one partner is able to take

on more costly processing than the other, and should be continually adjusted

throughout the course of an interaction.

This flexibility is a key feature of the resource-rational framework. An im-

portant direction for future work is to more directly explore how perspective-

taking effort adjusts dynamically given aspects of the scenario (Grodner & Se-

divy, 2011; Pogue et al., 2016; Ryskin et al., 2019). We provided preliminary

evidence that, given sufficient evidence of an unusually underinformative part-

ner, listeners may realize that devoting additional attention to which objects

are occluded is necessary to maintain communicative success. Conversely, given
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evidence of an overinformative partner, listeners may be able to get away with

exerting less effort. Dynamic modulation of perspective-taking effort could be

particularly functionally important in light of pervasive individual differences in

working memory or executive control: variability in the capabilities of different

partners should lead to variability in the appropriate division of labor, and it

may not be possible to anticipate at the outset of an interaction. Still, it is also

possible that background knowledge about a partner leads to differing resource

allocations even at the outset of the interaction. For instance, an adult may

expect to shoulder more of the division of labor when interacting with a child.

Our theoretical framework relies on an abstract computational notion of

‘effort’ or ‘cost’. We remain agnostic about the precise source of these costs

at the algorithmic level; the director-matcher task, like many other standard

theory of mind tasks (François & Rossetti, 2020), involves the coordination of

many cognitive systems, and the available data do not allow us to isolate a

specific cause for poor performance (Rubio-Fernández, 2017). We expect that

the abstract cost associated with using a higher mixture weight in our model

represents a range of different costs associated with general executive control,

working memory, selective attention, and other processes, as well as whatever

cost may be specifically associated with forming and maintaining representation

of a partner’s likely behavior given their perspective. For instance, it is possi-

ble that the listener can take a small number of samples from their posterior

about the speaker’s likely behavior and use the resulting estimate of commu-

nicative success to decide to devote less persistent attention to which cells are

occluded. If this is the case, the primary effort at stake is attentional, with

the deployment of attentional resources guided by theory of mind use. In any

case, it is clear that solving the full resource-rational constrained optimization

problem (Eq. 11) from scratch in every situation would be intractable: the

additional effort required to compute the appropriate level of effort across these

processes would exceed the resulting savings. This has been a general challenge

for resource-rational accounts, which argue that this optimization problem is

solved by learning over longer (e.g. developmental) timescales (Lieder & Grif-
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fiths, 2019); an intriguing possibility is that speakers amortize the optimization

across many different partners, with relatively inexpensive adjustments based

on local evidence Lieder et al. (2018b); Bustamante et al. (2020). Further work

in the resource-rational framework is needed to formulate explicit algorithmic

theories of the “mental labor” associated with different processes, and how these

processes are integrated to support success in communication.

Our work also adds to the growing literature on the debate over the role of

pragmatics in the director-matcher task. Recently, Rubio-Fernández (2017) has

suggested that listeners monitor the speaker’s level of informativity and become

suspicious of the director’s visual access when the director shows unexpectedly

high levels of specificity in their referring expressions. Our results further bol-

ster the argument that pervasive pragmatic reasoning about expected levels of

informativity is an integral aspect of theory of mind use in the director-matcher

task (and communication more generally). Note however that in this work

participants became suspicious about the experimenter, while in our study par-

ticipants simply adapted their expectations about informativity; a more detailed

look at differences between experimental paradigms is necessary to better un-

derstand why participants drew different inferences (see also Rubio-Fernández

& Jara-Ettinger, 2018). Prior work also suggests that although speakers tend

to be over-informative in their referring expressions (Koolen et al., 2011; Degen

et al., in press) a number of situational factors (e.g., perceptual saliency of ref-

erents) can modulate this tendency. Our work hints at an additional principle

that guides speaker informativity: speakers maintain uncertainty about “known

unknowns” in the listener’s private view and may increase informativity to dis-

ambiguate the referent relative to these possible contexts.

While our experiments have focused directly on the demands of asymme-

tries in visual perspective, closely following the design of Keysar et al. (2003),

variations on this basic paradigm have also manipulated other dimensions of

non-visual knowledge asymmetry, including those based on spoken information

(Keysar et al., 1998a; Hanna et al., 2003), spatial cues (Schober, 1993; Galati &

Avraamides, 2013), private pre-training on object labels (Wu & Keysar, 2007a),
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cultural background (Isaacs & Clark, 1987), and other task-relevant information

(Hanna & Tanenhaus, 2004; Yoon et al., 2012). We expect that each of these

variants introduce subtly different processing demands and pragmatic expec-

tations, and resource rational analysis may be a useful framework for under-

standing how variance in these demands leads to variance in perspective-taking

behavior. Individual differences in basic cognitive function (e.g. Ryskin et al.,

2015) and the cognitive demands imposed by different tasks or environments

(Lin et al., 2010) can be viewed as real differences in the underlying β parame-

ter, shifting the agent’s decisions about perspective-taking. Similarly, studies of

how speakers inhibit private knowledge during production may involve specific

processing mechanisms involving costly executive control (e.g Ferreira, 2019)

and resource-rational considerations may yield predictions about the extent to

which private information leaks into speaker utterances (see also Nadig & Se-

divy, 2002; Heller et al., 2012; Brown-Schmidt & Tanenhaus, 2008; Savitsky

et al., 2011; Yoon & Brown-Schmidt, 2014; Lane et al., 2006; Wu & Keysar,

2007b).

More broadly, we suggest that a resource-rational approach may provide

a more constructive and principled standard for what should constitute “ra-

tional” perspective-taking behavior in conversation. As discussed by Brown-

Schmidt & Heller (2018), previous work arguing for egocentric heuristics has

tended to use a strong classical standard of rationality. Any deviation from

error-free perspective-taking is then taken as evidence of “irrational” biases

that motivate a rejection of the entire rational analysis framework. By con-

trast, a more bounded standard of rationality preserves the advantages of these

unifying frameworks, namely the ability to formalize the functional problem

facing communicative agents at the computational level of analysis, but moves

beyond the question of if people are classically rational to ask when and how

they make approximately optimal decisions about allocating their resources.

In other words, the resource-rational framework allows the comparison of for-

mal proposals about which factors the agent considers when making decisions

about how much perspective-taking effort to allocate, and may help to illu-
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minate how people are so flexible across contexts. In this way, we seek to

push computational-level probabilistic weighting models toward process-level

consideration of cognitive resources, forming a bridge to the initial concerns of

egocentric heuristic accounts.
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Appendix A: Mathematical derivation of qualitative speaker predic-

tions

The key novel prediction motivating Experiment 1 is that speakers should

attempt to be more informative when there is an asymmetry in visual access.

Here, we prove analytically that the predicted increase in informativity holds

under fairly unrestrictive conditions. We define “specificity” extensionally, in

the sense that if an utterance u0 is more specific than u1, then the objects for

which u0 is true is a subset of the objects for which u1 is true (recall that L is

a truth-conditional semantics returning 0 or 1):

Definition 1. The extension of an utterance u is the set Eu = {o ∈ O|L(u, o) =

1}.
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Definition 2. Utterance u0 is said to be more specific than u1 iff Eu0 ⊂ Eu1 ,

where we define O∗ = Eu1
\ Eu0

.

We now show that our “ideal” recursive reasoning model predicts that speak-

ers should prefer more informative utterances in contexts with occlusions. In

other words, that the asymmetry utility leads to a preference for more specific

referring expressions than the egocentric utility.

Theorem 1. If u0 is more specific than u1 then the following holds for any

target ot and shared context C:

Sasym(u0|ot, C)

Sasym(u1|ot, C)
>
Sego(u0|ot, C)

Sego(u1|ot, C)

Proof 1. Since S(u0|ot, C)/S(u1|ot, C) = exp(α · (U(u0; ot, C)− U(u1; ot, C)))

it is sufficient to show

Uasym(u0; o, C)− Uasym(u1; o, C) > Uego(u0; o, C)− Uego(u1; o, C)

We first break apart the sum on the left-hand side:

Uasym(u0|ot, C)− Uasym(u1|ot, C) =
∑
oh∈O

p(oh) [logL(o|u0, C ∪ oh)− logL(o|u1, C ∪ oh)]

=
∑

o∗∈O∗

p(o∗) log
L(ot|u0, C ∪ o∗)
L(ot|u1, C ∪ o∗)

(12)

+
∑

oh∈O\O∗

p(oh) log
L(ot|u0, C ∪ oh)

L(ot|u1, C ∪ oh)
(13)

By the definition of O∗ we have L(u0, oh) = L(u1, oh) for objects oh in the

complement O \O∗. Therefore, for 13, L(ot|ui, C ∪ oh) = L(ot|ui, C), giving us

log L(ot|u0,C)
L(ot|u1,C)

∑
oh∈O\O∗ p(oh)

For the ratio in 12, we can substitute the definition of the listener L and
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simplify:

L(ot|u0, C ∪ o∗)
L(ot|u1, C ∪ o∗)

=
L(ot, u0)[

∑
o∈C∪o∗ L(o, u1)]

L(ot, u1)[
∑

o∈C∪o∗ L(o, u0)]

=
L(ot, u0)[L(o∗, u1) +

∑
o∈C L(o, u1)]

L(ot, u1)[L(o∗, u0) +
∑

o∈C L(o, u0)]

<
L(ot, u0)[

∑
o∈C L(o, u1)]

L(ot, u1)[
∑

o∈C L(o, u0)]

=
L(ot|u0, C)

L(ot|u1, C)

Thus,

Uasym(u0|ot, C)− Uasym(u1|ot, C) < log L(ot|u0,C)
L(ot|u1,C)

 ∑
o∗∈O∗

p(o∗) +
∑

oh∈O\O∗

p(oh)


= logL(ot|u0, C)− logL(ot|u1, C)

= Uego(u0|ot, C)− Uego(u1|ot, C)

Note that this proof also holds when an utterance-level cost term cost(u)

penalizing longer or more effortful utterances is incorporated into the utilities

Uasym(u; o, Cs) =
∑

oh∈O logL0(o|u,Cs ∪ oh)P (oh)− cost(u)

Uego(u; o, C) = logL(o|u,C)− cost(u)

since the same constant appears on both sides of inequality. It also follows

that a speaker using any mixture of the asymmetric and egocentric utilities

(i.e. wSUego + (1 − wS)Uasym where wS > 0) will monotonically prefer more

informative utterances than a purely egocentric speaker.

Appendix B: Model prediction for flexibility over extended interac-

tion

Another key prediction that distinguishes a resource-rational framework

from a “fixed capacity” egocentric heuristic account is that agents may flex-

ibly adjust the effort dedicated to perspective-taking depending on contextual
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factors. In this section, we derive the prediction that listeners adapt their

perspective-weighting over the course of several rounds where the speaker is less

informative than initially expected. The basic mechanism for this adaptation

in our model is an inference about the underlying perspective-taking weighting

being used by the speaker based on data. Because the speaker is expected to be-

have differently under different settings of the parameter wS , data D = {(u, o)}i
from repeated observations of the speaker’s choice of utterance u for targets o

provides a statistical signal about which wS they are likely to be using. Using

Bayes rule, the posterior over wS is given by D:

P (wS |D) ∝ P (D|wS)P (wS)

= P (wS) ·
∏

i PS1
(ui; oi, C, wS)

(14)

We now conduct a resource-rational analysis of a listener using this pos-

terior instead of the uniform prior P (wS). Specifically, we use the posterior

after observing the speaker provide a single-word utterance to refer to the tar-

get over a specified number of rounds. Note that this single-word utterance

is completely sufficient to distinguish the target given the objects in common

ground, so it is only “under-informative” relative to what we previously estab-
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Figure 8: Our model predicts that the listener should flexibly increase the effort they dedicate

to perspective-taking as they infer from the speaker’s short utterances that the speaker is

dedicating less effort. For these simulations, we set β = 0.1.
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lished a perspective-taking speaker would do to account for the fact the listener

may see hidden objects they do not. Results are shown in Fig. 8. As the

listener observes more and more evidence that the speaker is exerting a low

level of perspective-taking effort, the boundedly optimal setting of their own

perspective-taking effort grows higher. In other words, the division of com-

municative labor gradually shifts onto the listener to preserve communicative

success.

Appendix C: Quantitative model comparison for Experiment 1

In this section, we conduct a quantitative model comparison using our em-

pirical data to further bolster the qualitative speaker predictions derived in the

previous section. Specifically, we describe the details of a Bayesian Data Anal-

ysis evaluating our mixture model on the empirical data, and comparing it to

the purely egocentric (or “occlusion-blind”) baseline model (Eq. 3), which does

not reason about the possible existence of hidden objects behind occlusions.

The implementation of the director-matcher task for the model was the

same as we used for the resource-rational simulations presented in Appendix A.

Because there were no differences observed in production based on the particular

levels of target features (e.g. whether the target was blue or red), we again

collapsed across these details and only provided the model which features of each

distractor differed from the target on each trial. After this simplification, there

were 4 possible kinds of contexts: distractor-absent contexts, where the other

objects differed in every dimension, and three varieties of distractor-present

contexts, where the critical distractor differed in only shape, shape and color,

or shape and texture. In addition, we provided the model information about

whether each trial had cells occluded or not. The space of utterances for the

speaker model was derived from our feature annotations: for each trial, the

speaker model selected among 7 utterances referring to each combination of

features: only mentioning the target’s shape, only mentioning the target’s color,

mentioning the shape and the color, and so on. For the set of alternative
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Figure 9: Quantitative modeling results for Experiment 1. Posterior predictives of each model

are projected to the mean number of features produced in each condition. Error bars on

empirical data are bootstrapped 95% confidence intervals; model error bars are 95% credible

intervals.

objects O that the speaker marginalizes over, we used a uniform prior over all

combinations of sharing the same or different properties as the target (i.e. the

same as the possible distractors).

Our full mixture model has five free parameters which we infer from the

data using Bayesian inference5. The speaker optimality parameter, α, is a soft-

max temperature such that at α = 1, the speaker produces utterances directly

proportional to their utility, and as α→∞ the speaker shifts to maximizing. In

addition, to allow for the differential production of the three features (i.e. Fig.

4B), we assume separate production costs for each feature: a texture cost ct, a

color cost cc, and a shape cost cs. Finally, we also fit the mixture weight wS .

We use (uninformative) uniform priors for all parameters:

α ∼ Unif(0, 1000)

wS ∼ Unif(0, 1)

ct, cc, cs ∼ eUnif(−10,1)

We obtained predictions from our speaker model (i.e. a distribution over

the possible utterances) for a particular setting of parameters using analytic

5Note that this use of Bayesian statistics in analyzing and evaluating our cognitive model is

completely dissociable from the assumption of Bayesian recursive reasoning within the model.
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model marginal likelihood

egocentric (wS = 0) -3836

occlusion-sensitive (wS = 1) -3038

mixture -3172

Table 1: Model comparison conditioned on Experiment 1 data.

enumeration. These predictions were mixed with a 5% chance of randomly

guessing to obtain a likelihood function for scoring the empirical data. Fi-

nally, we obtained a posterior over parameters using MCMC. We discarded

1000 burn-in samples and then drew 1000 samples from the posterior with a lag

of 1. Posterior predictives were computed by sampling parameters from these

posteriors and taking the expected number of features produced by the speaker,

marginalizing over possible non-critical distractors in context (this captures the

statistics of our experimental contexts, where there was always a distractor

sharing the same color or texture but a different shape as the target). Finally,

to obtain marginal likelihoods for a model comparison, we averaged 39 runs of

annealed importance sampling (AIS) for each model, taking 10,000 steps per

run. We implemented our models and conducted inference in the probabilis-

tic programming language WebPPL (Goodman & Stuhlmuller, 2014). All code

necessary to reproduce our model results is available at the project github:

https://github.com/hawkrobe/pragmatics of perspective taking.

Our primary model comparison is to compare the full mixture model to the

endpoints, with wS = 0 corresponding to a purely egocentric or “occlusion-

blind” speaker, and wS = 1 corresponding to our occlusion-sensitive speaker.

First, we found extremely strong support for the pure occlusion-sensitive model

relative to the pure occlusion-blind model, providing quantitative backing to

the qualitative failure of an egocentric model to predict differences between

occlusion-present and occlusion-absent trials. Somewhat surprisingly, however,

we also found support for the pure occlusion-sensitive speaker over the mix-

ture model: the Bayesian Occam’s razor determined that the additional model
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complexity contributed by the mixture parameter was not justified by sufficient

increases in predictive accuracy and prefers the simpler model. This result, along

with the corresponding listener results reported in Appendix E, suggests that

the simplified variant of the director-matcher task used in Experiment 1 may

not be sufficiently cognitively demanding to elicit (resource-rational) failures of

perspective-taking in either speakers or listeners, and may correspond to the op-

timal levels of perspective-taking predicted at lower levels of perspective-taking

cost β (see Fig. 2).

Next, to examine the pattern of behavior of each model, we computed the

posterior predictive on the expected number of features mentioned in each trial

type of our design. While the occlusion-blind speaker model successfully cap-

tured the simple effect of distractor-absent vs. distractor-present contexts, it

failed to account for behavior in the presence of occlusions. The occlusion-

sensitive model, on the other hand, accurately accounted for the full pattern

of results (see Fig 9). Finally, we examined parameter posteriors for the best-

fitting occlusion-sensitive model with wS = 1 (see Appendix Fig. 11): the

inferred production cost for texture was significantly higher than that for the

other features, accounting for why participants were overall less likely to include

texture in their descriptions relative to color.

Appendix D: Multi-stage bootstrap procedure for Experiment 2

The statistical dependency structure of our ratings was more complex than

standard mixed-effect model packages are designed to handle and the summary

statistic we needed for our test was a simple difference score across conditions, so

we instead implemented a custom multi-stage, non-parametric bootstrap scheme

to appropriately account for different sources of variance. In particular, we

needed to control for effects of judge, item, and speaker.

First, to control for the repeated measurements of each judge rating the

informativity of all labels, we resampled our set of sixteen judge ids with re-

placement. For each label, we then computed informativity as the difference
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between the target and distractor fits within every judge’s ratings, and took

the mean across our bootstrapped sample of judges. Next, we controlled for

item effects by resampling our eight item ids with replacement. Finally, we

resampled speakers from pairs within each condition (scripted vs. unscripted),

and looked up the mean informativity of each utterance they produced for each

of the resampled set of items. Now, we can take the mean within each con-

dition and compute the difference across conditions, which is our desired test

statistic. We repeated this multi-stage resampling procedure 1000 times to get

the bootstrapped distribution of our test statistic that we reported in the main

text. Individual errors bars in Fig. 4 are derived from the same procedure but

without taking difference scores.

Appendix E: Supplemental experiment

To further motivate our rationale for using the original materials and de-

sign from Keysar et al (2003) in Experiment 2, we conducted a version of the

same listener manipulation using the stimuli from Experiment 16. We recruited

N = 72 participants on Amazon Mechanical Turk and placed them into the

same environment used in Experiment 1 with several key changes to the trial

sequence. First, we removed the occlusion-absent condition, so every trial con-

tained occlusions, generated randomly on each trial to cover two cells. Second,

in every block of eight trials, we included two “critical trials” where we placed

an occluded distractor in the listener’s private view with the same shape as the

target. Third, we added a “practice” block of four non-critical trials at the front

of the trial sequence, leading to a total of 28 trials. Otherwise, the experiment

design and stimuli were held constant.

Instead of recruiting real speakers for real-time, multi-player interaction,

as in Experiments 1 and 2, we used a simple bot as our scripted confeder-

ate. On critical trials, it produced an ambiguous utterance mentioning only the

6We are grateful to an anonymous reviewer for suggesting this experiment.
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shape (e.g. “the square”). When an object with the same shape as the target

appeared in common ground, it would produce an utterance mentioning a per-

fectly distinguishing attribute (e.g. “the blue square” if there were no other blue

objects) or produce an exhaustive three-word utterance if distractors existed on

each dimension. Otherwise, to prevent short utterances from being suspicious,

it produced shape-only utterances on two-thirds of filler trials, and added an

additional modifier on the other one-third.

As in Experiment 2, our primary measure is the proportion of errors on

critical trials. Unlike in Experiment 2, we found no evidence that errors on

critical trials, requiring the use of theory of mind, were higher than on filler

trials. Excluding practice trials, we found an error rate of 4.9% on critical trials

and an error rate of 8.4% on filler trials. If anything, we find that the error rate

on critical trials was significantly lower than on filler trials χ2(1) = 5.9, p =

0.015. When we implement the strict exclusion criterion used in Experiment 2,

excluding N = 25 participants who made more than one error on filler trials

(under the rationale that these participants may be generally unattentive), we

find that only 9 of the remaining 49 participants made any critical errors at all, at

any point in the experiment, and the error rate was still not significantly higher

than the error rate on filler items (4.6% for critical trials, 3.3% for filler items,

χ2(1) = 1.02, p = 0.312). Under both analyses, the prevalence of errors was

dramatically lower than reported by Keysar et al (2003) or in our Experiment

2, using the Keysar stimuli. The presence of this ceiling effect suggests that

this simple stimulus space may not be sufficiently cognitively demanding for

listeners (due to a variety of possible design factors) to allow us to ask more

detailed questions about failures of perspective-taking, so we did not proceed to

run the corresponding unscripted condition.
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Figure 10: Screenshot of experiment interface.

60



alpha
colorC

ost
shapeC

ost
textureC

ost

−10 −5 0 5

0
1
2
3
4

0.0

0.5

1.0

1.5

0

2

4

0.0
0.5
1.0
1.5
2.0

log parameter value

de
ns

ity

Parameter Posteriors (1000 samples)

Figure 11: Supplementary figure of parameter posteriors. All parameters shown on log scale.

MAP estimates with 95% highest posterior density intervals are as follows: α = 537, HDI =

[498, 593]; ccolor = 4.99× 10−5, HDI = [4.5× 10−5, 8.5× 10−5]; cshape = 4.7× 10−5, HDI =

[4.5 × 10−5, 5.9 × 10−5]; ctexture = 1.01 × 10−3, HDI = [7.4 × 10−4, 1.19 × 10−3]

61



�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

0

25

50

75

block tapemeasuring
cup

candle eraser mouse brush glasses

%
 e

rro
r i

n 
co

nd
iti

on

scripted

unscripted

critical item

Figure 12: Supplementary figure of heterogeneity in errors across the 8 object sets used

in Experiment 2 (from Keysar, 2003). Error rates across object diverge significantly from a

uniform distribution in both scripted (χ2 = 55, p < 0.001) and unscripted (χ2 = 36, p < 0.001)

conditions under a non-parametric χ2 test.
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