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Abstract

A key challenge in information privacy research is how to value personal data with privacy 

consideration. In this study, we propose an experimental auction approach for valuing personal 

data. We use the generalized second-price auction to assess the monetary values of individuals’ 

identity, demographic, and private information. We find that individuals’ economic valuation of 

personal data is consistent with their actual self-disclosure behaviors. The economic valuation 

approach also produces results that are consistent with some well-accepted observations about 

consumer demographics and privacy. On the other hand, individuals’ stated privacy preferences 

and attitudes are not consistent with their economic valuation. The findings of this study suggest 

that the proposed approach can be an effective mechanism for measuring personal data privacy. 

This study also provides important insights into valuing personal information for practical uses 

with several implications to policy decision makers, corporate executives and managers, data 

analysts, as well as decision science researchers.

Subject Areas:

Auctions; Data Science; Measurement; Personal Data; Valuation

INTRODUCTION

How much is an individual’s personal data worth? In June 2013, Financial Times launched 

an interactive personal data calculator developed based on data-broker industry’s pricing 

scheme. Using the calculator, the basic nonidentifiable demographic data such as age, 

gender, and race of a person are worth less than a penny. Even after including additional 

information, a normal person’s data are still worth less than a dollar (Steel, Locke, Cadman, 

& Freese, 2013). On the other hand, a Huffington Post article reported that a federal judge 
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claimed publicly that he would be willing to pay $2,400 per year to protect his family’s 

online privacy (Sledge, 2013). A small data-broker company called Datacoup has paid its 

customers $8 a month in exchange for accessing the customers’ social media accounts, 

such as Facebook and Twitter, and their credit-card and debit-card transaction records 

(Simonite, 2014). Datacoup’s business plan is to make money by charging companies for 

the aggregated information and analysis results obtained from its customers’ data, without 

disclosing the customers’ personally identifying information (Datacoup, 2019). According 

to an industry estimate, an individual’s personal data would be worth between half a cent 

and $1,200 (Madrigal, 2012). In January 2018, two U.S. Senators, Elizabeth Warren and 

Mark Warner, introduced a bill that would require a credit reporting firm such as Equifax 

and Experian to pay $100 to each individual whose personal information is stolen in a data 

breach and $50 for each additional piece of personal information compromised (Warren 

& Warner, 2018). These snippets provide a very mixed picture on the economic value of 

personal data, opening up an opportunity for researchers to explore new approaches for 

measuring the value of personal data in the context of consumer privacy.

The economic value of personal data is of considerable interest to policy decision 

makers, decision science and information systems researchers, and practitioners in this data

driven business environment. Laudon (1996) introduced the idea of a regulated National 

Information Market (NIM) that could allow personal information to be bought and sold 

like a commodity. In NIM, individuals would decide whether or how much their personal 

information can be released for secondary use, and data collectors and users would pay 

for the acquisition and use of this information. This idea, however, has not been put into 

practice thus far. Instead, the business of buying, aggregating, and selling consumer data 

has become a multibillion-dollar industry. Major players such as Acxiom and Datalogix 

actually do not interact with individual consumers; instead, they acquire consumer data 

from organizations that own large collections of customer data (FTC, 2014). There are also 

small startups (e.g., Datacoup, Handshake, and Meeco) that serve as intermediaries between 

individual consumers who are willing to accept payment in exchange for their personal data 

and companies that are interested in purchasing these data (Palet, 2014). A sound approach 

to value personal data will be useful for government regulators to establish effective privacy 

policies and for businesses in the data economy to be transparent about their customer data 

collection and sharing practices.

From a privacy research perspective, measuring the value of personal data is an important 

topic of research in multiple disciplines, including marketing, management, information 

systems, and decision science (Syed, Dhillon, & Merrick, 2019). To scientifically study 

the relationships between information privacy and other observable or latent constructs, it 

is necessary to measure and quantify the value of personal information. In some privacy 

research domains that are closely related to the advances in information technology, 

measuring the value of personal information is an essential part of the research objectives. 

These research areas will benefit greatly if a mechanism exists to comprehensively measure 

the economic value of personal data. An example of such an active research topic is privacy 
calculus, which asserts that personal data have value and thus considers privacy-related 

decision-making as a rational process where individuals assess or measure the expected 
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costs/risks of disclosing personal data against the potential benefits (Phelps, Nowak, & 

Ferrell, 2000; Culnan & Bies, 2003; Dinev & Hart, 2006).

Privacy calculus measures the trade-off between the costs/risks and the benefits of disclosing 

and sharing personal information (Hui & Png, 2006). Although efforts have been made to 

measure and value personal privacy, the issue remains to be one of the most challenging 

problems in information privacy research (Bélanger & Crossler, 2011; Pavlou, 2011). 

According to a review of information privacy literature (Smith, Dinev, & Xu, 2011), 

“almost all empirical privacy research in the social sciences relies on measurement of a 

privacy-related proxy of some sort.” Most often, measurements of privacy concern and 

attitude are used as the proxy (Smith et al., 2011). Privacy measurement scales widely used 

in research and practice include Westin privacy indexes (Kumaraguru & Cranor, 2005), 

the concern for information privacy (Smith, Milberg, & Burke, 1996), and Internet users’ 

information privacy concerns (IUIPC) (Malhotra, Kim, & Agarwal, 2004), among others. 

These measurement scales rely on survey responses to quantify and assess privacy. However, 

studies have found that individuals’ stated privacy concerns and attitudes do not necessarily 

match up to their actual behaviors in disclosing private information. Thus, it is important 

to have a mechanism that better characterizes and reveals individuals’ actual privacy cost/

benefit concerns in the context of privacy calculus.

From an economics standpoint, personal information is considered as a commodity with 

economic values that can be measured in monetary terms (Laudon, 1996). More specifically, 

personal information is viewed as a nonmarket commodity as consumers generally do 

not trade their personal information in markets, i.e., in a direct or first exchange setup 

(Culnan & Bies, 2003). To assess economic value of nonmarket commodities, researchers 

typically conduct an experimental economics study that facilitates a setting where a direct 

or first exchange of nonmarket commodities (e.g., personal data) and monetary payoff 

takes place (List & Gallet, 2001). Individuals’ economic valuation of their personal data 

in this exchange setting is considered a more valid and reliable measure of their privacy 

dispositions than their stated privacy preferences (List & Gallet, 2001). This work responds 

to the challenging issue of determining consumers’ real privacy concerns and examines 

whether a direct exchange approach for economic valuation of personal data is a better 

proxy for measuring their information privacy concerns than the survey-response-based 

methods.

The research question of this study is how to measure economic value of personal data 

with privacy consideration. The primary objective of this study is to develop an economic 

valuation mechanism to measure the value of personal data. Our study explores an auction 

mechanism to measure the value of personal data with privacy consideration. As a secondary 

objective, this research also examines if the results of our auction-based approach are 

consistent with the empirical findings on the relationships between economic valuation of 

personal data and a set of variables representing individuals’ self-disclosure behaviors, their 

stated privacy preferences, and their demographic characteristics. Our work contributes 

to information privacy research in several aspects. First, we propose using an auction 

mechanism to elicit individuals’ valuation of their personal data in an economic exchange. 

The specific mechanism is the generalized second-price (GSP) auction, which is easy 
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to implement and effective in determining a large number of winners simultaneously, 

overcoming the limitations of the auction mechanisms used in prior studies. We use the 

GSP auction to acquire personal data and assess the value of the identity, demographic, and 

private information. Second, we find that individuals’ valuation of personal data is consistent 

with their actual self-disclosure behaviors. The valuation approach also produces results 

that are consistent with some well-accepted observations about individual demographics 

and privacy. On the other hand, individuals’ stated privacy preferences and attitudes are 

not consistent with their economic valuation of personal data. Finally, our valuation model 

provides important insights into valuing personal information for practical uses with several 

implications to policy decision makers, corporate executives and managers, data analysts, 

and decision science and privacy researchers.

The rest of the article is organized as follows. The next section reviews related work on 

consumer privacy with a focus on economic valuation of personal information. Following 

that, we present our research framework, including our model for valuing personal 

information. We then describe our research methodology and procedure. Subsequently, we 

provide the results of data analysis, which is followed by some in-depth discussions. The 

final section concludes our findings and provides future research directions.

RELATED WORK

Individuals’ valuation of their personal data depends on the ownership of the data. If the 

person owns the data, the appropriate value measure is her willingness to accept (WTA) 

compensation to sell her data; otherwise, the appropriate value measure is her willingness 

to pay (WTP) to protect her information (Horowitz & McConnell, 2002; Lusk & Shogren, 

2007, p. 35). Prior empirical studies have found that WTA value is usually higher than WTP 

value (Horowitz & McConnell, 2002). Research on economic valuation of personal data has 

focused largely on the WTA case (as we describe in this section) because WTP more likely 

depends on a specific context (e.g., the dependability of the data owner, the security and 

accessibility of the data to a third party, etc.). Our study also focuses on the WTA scenario.

An early attempt to quantify monetary value of personal data was undertaken in Hann, Hui, 

Lee, and Png (2002, 2007). One of the important findings of their research is that individuals 

are generally willing to accept economic benefits for sharing their personal information. 

Using conjoint analysis on survey data, the authors find that, for the U.S. participants, 

protection against errors, improper access, and secondary use of personal information is 

worth between $30.49 and $44.62. A critical limitation of their study was that it did not 

involve actual exchange of personal data for a payment. Essentially, the dollar amount found 

by the study is a “stated” value of personal data, rather than the actual value. Another study 

(Morey, Forbath, & Schoop, 2015) using similar methodology reports the prices on various 

personal data, including government ID, location, health history, digital communication, and 

so on. However, all prices were obtained via survey responses. So, the prices found by the 

study are again “stated” values, not actual values.

The value of individuals’ location data was examined in Cvrcek, Kumpost, Matyas, and 

Danezis (2006) and Danezis, Lewis, and Anderson (2005). In both studies, participants were 
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provided with deceptive information that they might be paid by allowing their mobile phone 

location to be monitored for a certain period. They were asked to submit quotes for the 

payment they would require if their locations were to be monitored. The results show a 

mean value of £27.4 in Danezis et al. (2005) and €43 in Cvrcek et al. (2006). However, 

both studies terminated after receiving the quotes. So, the actual exchange of location data 

and payment did not take place. As a result, the amounts found in the studies are again 

“stated” values, not the actual values. This is problematic because prior studies on consumer 

valuation of nonmarket goods have found that people’s valuation can be quite different in 

hypothetical settings than in situations when money is truly on the line (List & Gallet, 2001; 

Lusk & Shogren, 2007).

Auctions have been recognized in the literature as an effective way to facilitate exchange of 

personal information and payment (Preibusch, 2013; Dandekar, Fawaz, & Ioannidis, 2014; 

Ghosh & Roth 2015). An experimental auction to study the monetary value of people’s 

age and weight information was conducted in Huberman, Adar, and Fine (2005). The study 

involves 127 participants, including students and full-time employees. The participants were 

paid based on the reverse second-price auctions (where the individual bidding the lowest 

price wins an auction and is paid the second lowest price). The study finds the average 

valuation of $57.56 for age data and of $74.06 for weight data. In another study of location 

data valuation (Staiano et al., 2014), 60 participants were given smartphones that not only 

can record their location and other usage data but also allow them to enter bid price to 

sell the data. The reverse second-price auction was also used to determine the winner and 

the winning price. The experiment went on for six weeks. Overall, the median price for 

daily location data was about two euros (€2). These studies involved actual exchange of 

personal data and payment, which confirms that individuals are willing to trade their private 

information for monetary rewards, indicating that auctions are a practical mechanism to 

value personal data.

Another study using experimental auction assesses the monetary value of personal 

information on 168 general Internet users, using again a reverse second-price auction 

(Carrascal, Riederer, Erramilli, Cherubini, & de Oliveira, 2013). Data items examined 

include users’ basic personal data, such as age, gender and address, as well as their online 

activity data, including searching, shopping and social-networking data. Different data items 

were auctioned separately. The data were collected using a plugin application installed 

in participants’ browsers during a 2-week study period. The median value for the basic 

personal data is found to be €25 ($36), which is higher than that of any other category of 

online activity data. However, the study focused more on some specific online behavior data 

than general personal data such as identity and demographic data.

The studies that use auctions to elicit participants’ valuations (Huberman et al., 2005; 

Carrascal et al., 2013; Staiano et al., 2014) all use a single-item second-price auction, which 

is incentive compatible (or truth telling) in that there is no incentive for a bidder to submit 

a price that deviates from the bidder’s true valuation. However, because each second-price 

auction has only one winner, it is difficult to attract a large pool of participants to bid in the 

study. Therefore, these studies were conducted by running multiple second-price auctions 

sequentially; each auction normally included between 10 and 20 bids. The use of multiple 
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sequential auctions has some limitations. It is well documented that sequential auction 

prices tend to follow a declining pattern, making valuation inconsistent (Ashenfelter, 1989; 

McAfee & Vincent, 1993; Krishna, 2010). In addition, with sequential auctions and repeated 

bidding activities, participants in the above studies knew that they were in an experiment. 

Due to the Hawthorne effect (Adair, 1984; McCambridge, Witton, & Elbourne, 2014), the 

bid price might not reflect well the actual trade-off between privacy and monetary incentive 

in a real-life setting. To accurately assess the value of personal information, it is desirable to 

use an auction mechanism that is reliable for estimating the price value in an experiment as 

close to real-life scenarios as possible.

Another common limitation of existing studies on personal data valuation is that they are 

all value data items in isolation. For example, Carrascal et al. (2013) assess the individual 

values of many items, such as age, gender, address, search keywords, and online browsing 

activities. But they do not consider the combined value of these items. Clearly, the combined 

value is not a simple sum of the individual values. For example, the combined value of 

a person’s name, email, and phone number is unlikely to be the sum of the three items’ 

individual values because knowing one or two of them should be sufficient to find the 

other items. On the other hand, if the name is associated with the person’s financial or 

medical information, the combined value will be much higher. This work aims to assess the 

combined value of different types of personal data items. To the best of our knowledge, this 

problem has not been studied in literature.

RESEARCH FRAMEWORK

As the primary objective of this research is to develop an economic mechanism for valuing 

personal information, we first describe our personal information valuation model. We then 

discuss a set of related variables representing the individuals’ self-disclosure behaviors, their 

stated privacy preferences and attitudes, and their demographic characteristics.

Personal Information Valuation Model

Unlike the behavioral privacy models that typically include latent constructs, economic 

valuation of personal information typically uses variables that are observable or 

measureable, as described in the related work in the previous section. The personal 

information valuation model proposed in this study also consists of variables that are 

directly observable or measureable. More specifically, our model considers personal data 

that are generally collected and stored in the databases of various organizations, including 

the original data owner organizations or data brokers. These data can be distributed as 

information goods and different attributes of the data have different values and privacy 

implications. To make our research more generalizable, we use attributes that are not 

dependent on specific application contexts. These attributes include individuals’ name, 

phone number, email address, home address, age, gender, race, education, occupation, 

marital status, income, and so on.

In our model, personal information is valued as a combined aggregate of the numerous data 

attributes of an individual. We use experimental auctions to elicit individuals’ valuation of 

their combined data. To carry out the study, it is necessary to consider what attribute values 
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an individual needs to provide for participating in the auction and how bid prices are related 

to the attributes. On the one hand, it may not be appropriate to ask an individual to submit 

a single bid for all values of the requested attributes, as some of the attributes might not be 

applicable to the individual or the individual may be unwilling to bid for some attributes. 

On the other hand, it is also not suitable to ask a person to specify a price for each attribute 

independently. For example, it is not interesting to assess the value of a person’s name 

without other information or the value of a person’s salary information without the person’s 

identity, because these values independently do not have meaningful privacy context.

A type of auction, called combinatorial auctions, appears to be useful to deal with the 

above situation. Combinatorial auctions allow bidders to place bids on combinations of 

items, rather than just individual items (Cramton, Shoham, & Steinberg, 2006). Using 

combinatorial auction, it is possible for a participant to submit a bid for a combination 

of attributes that the participant is willing to disclose. Although theoretically appealing, 

sophisticated combinatorial auctions are not suitable for our study for several reasons. First, 

it is well recognized that the winner determination problem for combinatorial auctions is 

computationally intractable in general (de Vries & Vohra, 2003). Second, although there 

exist some special tractable cases of the winner determination problem (Rothkopf, Pekeč, & 

Harstad, 1998), it is difficult to explain to the participants in an experimental study setting 

how solution algorithms work. Third, even if a combinatorial auction can be implemented 

for the study, the data collected may not be useful for analysis due to an exponentially large 

number of valuation outcomes. For example, if a study includes 15 attributes, then there will 

be as many as 215 − 1 = 32,767 possible attribute combinations. The number of bids for each 

combination is likely to be small unless the number of participants is sufficiently large or 

the number of bids submitted from each participant is sufficiently large. Perhaps, because of 

these reasons, none of the existing auction studies of personal data valuation implemented 

combinatorial auctions.

To simplify the valuation scenario, we group the personal data into a few categories. In the 

data privacy literature, the attributes of personal data are often classified into four categories 

(Sweeney, 2002; Fung, Wang, Chen, & Yu, 2010; Li & Sarkar, 2011; El Emam, 2013; EU, 

2016 ): (i) direct identifiers, such as name, phone number, and social security number (SSN); 

(ii) quasi-identifiers, which can be used to potentially identify an individual, such as date 

of birth and zip code; (iii) nonprivate attributes, which can often be obtained from public 

sources and are normally not considered sensitive, such as age, gender, race, and other 

demographic data; and (iv) private attributes, which contain sensitive private information, 

such as salary, disease, mobile location, and online activity data. Based on this classification 

in the literature, we have designed the auction that asks a bidder to submit a price for 

each of the following four categories: Identifiers (I), Quasi-identifiers (Q), Demographics or 

nonprivate (D), and Private (P) information. Specific data items included in the four types 

are given in Table 1.

In the identifier type, we do not include SSN due to legal concerns. In the quasi-identifier 

type, we include two attributes, date of birth, and five-digit zip code, based on two grounds: 

(i) The Privacy Rule in HIPAA (Health Insurance Portability and Accountability Act) 

specifies 18 categories of patient information that must be removed before the health data 
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are released to a third party (DHHS, 2000). Sixteen of them are direct identifiers such as 

name and SSN; the other two are date of birth (which must be truncated to year of birth) 

and five-digit zip code (which must be truncated to keep the first three digits only). (ii) A 

well-known study (Sweeney, 2002) found that 87% of the population in the United States 

can be uniquely identified with three attributes—date of birth, five-digit zip code, and gender

—which are accessible from voter registration records available to the public. Date of birth 

and zip code are also interesting in that they can also be used as demographic attributes. As 

such, we include their HIPAA-compliant format (age and first three digits of zip code) in the 

demographics category. For the private information category, there can be many attributes, 

including health and medical information, financial and tax information, online purchase 

activities, sexual orientation, and so on. However, they are mostly context-dependent and 

some of them are overly sensitive to collect for this study. To make our research easily 

generalizable, we avoided context-dependent attributes and selected only income and credit 

scores, which are common to most consumers.

The four types of attributes above have different usage values and privacy implications. 

Identifiers are generally used by organizations to contact individuals and to send marketing 

and promotion materials. Quasi-identifiers can be used as both potential identifying 

attributes and demographic attributes. Demographic and private attributes are very useful 

for business analytics applications, as well as for social science and business research. While 

demographic attributes are generally not considered privacy sensitive and can be obtained 

with relatively low cost, private attributes are often highly valued by the individuals due to 

their sensitive nature.

In our valuation model, the value of personal information for an individual, V, is considered 

a composite function of the values of the four types of attributes. That is,

V = f V I, V Q, V D, V P , (1)

where VI, VQ, VD, and VP are the value of the identifier, quasi-identifier, demographics, and 

private attributes, respectively. An important characteristic of this valuation function is that it 

is hard to independently assess the individual value of each type, VI, VQ, VD, or VP, without 

information on at least another type. For example, a person’s income and credit score data 

alone without identity or demographic information do not seem to have much value. We 

have also explained earlier that identity information alone has little value. To deal with this 

issue, our auction study requires the participants to submit their personal information and 

corresponding bid for at least two types. In this way, one type of information is tied to at 

least another type and related bid prices represent a meaningful valuation of the personal 

information.

There is not any existing work that studies this functional form for personal information 

valuation. We thus begin with a simple scenario. In this study, we consider the value of 

personal information as a linear combination of the values of the four types of attributes. 

That is,

V =kIV I+kQV Q+kDV D+kPV P . (2)

Li et al. Page 8

Decis Sci. Author manuscript; available in PMC 2021 November 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



As explained, we require function (2) to have at least two Vj (j = I, Q, D, P) terms.

The Westin Index for Privacy Preferences and Attitudes

Consumer privacy preference and attitude have been studied extensively in the literature. 

There are various survey-based instruments for measuring privacy attitude and preference. 

One of the well-known instruments is the Westin privacy segmentation index (Kumaraguru 

& Cranor, 2005). This index evaluates individuals’ privacy attitudes and preferences based 

on their answers to three simple questions related to their personal data disclosures and 

organizations’ collection and use of personal data. The three questions succinctly represent 

three important dimensions of consumers’ privacy preferences and attitudes, which are: (i) 

consumers’ ability to control the disclosure of their personal information, (ii) organizations’ 

privacy awareness and practice in handling personal data, and (iii) effectiveness of existing 

laws and policies in protecting consumer privacy (Kumaraguru & Cranor, 2005). The 

instrument was developed and used by Dr. Alan Westin and his colleagues for three decades 

in more than 30 privacy surveys and studies for measuring privacy preferences and attitudes 

in academic research and practical context (Kumaraguru & Cranor, 2005). The Westin 

survey has widely been used as a benchmark against which other privacy researchers can 

compare their own study results (Jensen, Potts, & Jensen, 2005; Kumaraguru & Cranor, 

2005; Krasnova, Hildebrand, & Guenther, 2009; Woodruff et al., 2014). In this study, we 

have chosen the Westin index survey instrument because of its simplicity, longevity, proven 

validity, extensive use, and not limited to a specific context.

The Westin segmentation survey includes the following three questions/statements:

Q1. Consumers have lost all control over how personal information is collected and used by 

companies.

Q2. Most businesses handle the personal information they collect about consumers in a 

proper and confidential way.

Q3. Existing laws and organizational practices provide a reasonable level of protection for 

consumer privacy today.

In Westin’s privacy segmentation survey, the participants were requested to provide an 

answer to each question from four possible choices: (i) Strongly Disagree, (ii) Somewhat 

Disagree, (iii) Somewhat Agree, and (iv) Strongly Agree. Based on the participants’ 

responses, they are classified into three segments: privacy fundamentalists (who have the 

highest privacy concerns), privacy pragmatists, and privacy unconcerned (who have the 

lowest privacy concerns). These segments can then be used for direct marketing or privacy 

research purposes.

Many prior studies have shown that consumers with higher privacy preferences and attitudes 

have higher valuation of their personal data. Krasnova et al. (2009) have clustered the 

individuals into three categories based on the Westin segmentation survey and other survey 

questions and measured their valuation of personal data. They found that individuals 

with stronger privacy preferences and attitudes have higher valuation of their personal 

data than those with weaker preferences and attitudes. Schreiner and Hess (2015) found 
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that individuals’ WTP for privacy is positively related to their privacy intensions and 

attitudes. Grossklags and Acquisti (2007) observed that privacy-concerned individuals 

request higher payments for their information and are willing to expend more money to be 

protected than privacy-unconcerned individuals. Similarly, Hann, Hui, Lee, and Png (2007) 

found that “privacy guardians” (fundamentalists) attach higher values to their information 

than “information sellers” (privacy unconcerned). Related to Q2 of the Westin survey, 

Spiekermann and Korunovska (2017) found that higher organizational privacy concerns are 

positively related to individuals’ valuation of their personal data. Based on these empirical 

research findings, we have

Stylized Fact 1: Consumers with more conservative privacy preferences and 

attitudes have higher valuation of their personal information than consumers with 

less conservative privacy preferences and attitudes.

We should point out that several privacy studies (Jensen et al., 2005; Premazzi et al., 2010; 

Woodruff et al., 2014) have found results that are inconsistent with Stylized Fact 1. These 

studies found that individuals’ stated privacy preferences and attitudes do not necessarily 

align with their privacy valuation, a phenomenon called privacy paradox. This issue will be 

further discussed later in the article.

Self-Disclosure and Privacy Control Behaviors

In survey research and practice, it is well known that participants with high privacy concerns 

tend to refuse to respond to questions involving personal information (Korkeila et al., 2001; 

Shoemaker, Eichholz, & Skewes, 2002; Joinson, Paine, Buchanan, & Reips, 2008). This 

leads us to study the relationship between consumers’ data hiding/disclosing behavior and 

economic valuation. Spiekermann and Korunovska (2017) found that less privacy controls 

over personal data generally lead to higher economic valuation of the data and suggest that 

consumers with high valuation of their data may withdraw from the data market by not 

providing their data for valuation. Premazzi et al. (2010) found that consumers’ disclosure 

behaviors tend to be conservative when monetary incentives are insufficient. Goldfarb and 

Tucker (2012) used consumers’ refusals to provide personal information in surveys to 

measure consumers’ privacy values for their study of shifts in privacy concerns. Likewise, a 

participant with high valuation of their data in our study can also choose not to submit a bid 

for selling certain types of their data. Thus:

Stylized Fact 2: Consumers who choose not to provide their personal information 

have higher valuation of their information than those who provide the information.

Privacy researchers have observed that consumers are willing to pay for better self

disclosure controls. Schreiner, Hess, and Faranak (2013) found that consumers are willing 

to pay for a premium version of Facebook or Google that has better privacy controls if such 

a premium version is offered. The price they are willing to pay depends on the perceived 

privacy control functionalities. Krasnova et al. (2009) found that privacy-concerned social 

network users are willing to pay more for privacy controls than privacy-unconcerned users, 

and better self-disclosure control features have higher valuations. The self-disclosure and 

privacy control behaviors can be measured based on individuals’ responses to the related 

questions (John, Acquisti, & Loewenstein, 2011; Woodruff et al., 2014). Krasnova et al. 
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(2009) and Hallam and Zanella (2017) have developed survey instruments for studying 

self-disclosure and privacy control behaviors. Their privacy surveys include privacy behavior 

scenarios and action-based questions regarding how users self-disclose their personal 

information with their friends and online social community. We have therefore adapted our 

self-disclosure behavior questions from their questionnaires to form our next three questions.

Q4. (ShareInfo) How often do you share your salary (or grade for student) information with 

your friends?

1. Always 2. Often 3. Don’t remember 4. Not often 5. Never

Q5. (Facebook) On Facebook, I share my posts, photos, or email address with

1. Public 2. Friends-of-friends 3. I don’t use Facebook 4. Friends 5. Nobody

Q6. (Twitter) On Twitter, my privacy setting allows

1. Show location 2. Let others find me 3. I don’t use Twitter

4. Approved followers 5. Protect my Tweets

In the above answers, one represents the least conservative self-disclosure behavior, while 

five represents the most conservative behavior. The responses to these questions are used to 

examine the following relationship:

Stylized Fact 3: Consumers with more conservative self-disclosure behaviors have 

higher valuation of their personal information than those with less conservative 

self-disclosure behaviors.

Observations about Consumer Demographics and Privacy

Prior studies have investigated the relationships between consumer privacy and some 

demographic attributes. In general, studies have consistently found that older consumers 

tend to be more concerned about privacy than younger consumers (Graeff & Harmon, 2002; 

Janda & Fair, 2004; Varian, Wallenberg, & Woroch, 2005; Zukowski & Brown, 2007; Laric, 

Pitta, & Katsanis, 2009; Joinson, Reips, Buchanan, & Schofield, 2010; Goldfarb & Tucker, 

2012), and women tend to be more privacy-sensitive than men (O’Neil, 2001; Graeff & 

Harmon, 2002; Janda & Fair, 2004; Laric et al., 2009; Hoy & Milne, 2010; Joinson et al., 

2010). Some studies have also examined the relationships between consumer privacy and 

income, education, and race, but the results are inconsistent or inconclusive (Li, 2011).

The above relationships between privacy and age or gender were found in a variety of 

privacy contexts, including direct marketing, social networking, online shopping, health data 

sharing, mobile activity, and so on. The observations and findings on the relationships are 

consistent and well accepted in the privacy literature (Li, 2011). In this study, we examine 

whether the economic valuation of personal data is consistent with these observations.

Stylized Fact 4: Older consumers tend to have higher valuation of their personal 

information than younger consumers.

Stylized Fact 5: Female consumers tend to have higher valuation of their personal 

information than male consumers.
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We use “tend to” in the above two statements because while the above relationships between 

privacy and age or gender have been observed in the majority of the studies, a small number 

of studies have nevertheless found the opposite relationships. We should point out that the 
purpose of Stylized Facts 1 through 5 is to help to examine if the results of our economic 
valuation approach are consistent with the empirical findings from prior related studies, 
rather than to build new theories.

METHODOLOGY AND DATA COLLECTION

As discussed in the related work section, an auction is an appropriate and practical method 

for valuing personal information. However, existing auction studies typically use multiple 

sequential auctions, which may not measure well individuals’ actual value of their personal 

data in real life scenarios. Therefore, we consider using a single auction mechanism in 

this study. To attract a sufficient number of participants, this single auction should be 

able to result in multiple winners. One of the auction mechanisms with this feature is the 

classic Vickrey–Clarke–Groves (VCG) auction. The VCG auction is a theoretically ideal 

mechanism because it is incentive compatible. However, the VCG mechanism is hard for 

participants to understand. There are also other various reasons that make it impractical to 

implement the VCG auction in a valuation study (Rothkopf, 2007). Another well-known 

incentive-compatible mechanism is the Becker–DeGroot–Marschak (BDM) auction, where 

the winning price depends on a randomly drawn number. Under the budget constraints, 

however, it is difficult to determine the distribution to be used for the random price 

generator. It is also difficult to explain to participants why a certain distribution is used. 

BDM auctions have been used to value Facebook user data in Bauer, Korunovska, and 

Spiekermann (2012) and Schreiner and Hess (2015). However, both studies terminated after 

receiving the bids. So, the bid prices were hypothetical and the values found in the studies 

are “stated” values. To avoid the limitations of the VCG and BDM auctions, we propose 

using GSP auction mechanism (Edelman, Ostrovsky, & Schwarz, 2007; Varian, 2007), 

which is a single auction mechanism that is relatively easy to implement.

The GSP mechanism is widely used in sponsored search auctions (Edelman et al., 2007; 

Lahaie, Pennock, Saberi, & Vohra, 2007). It has been used by Google and some other search 

engines to draw keyword advertisements online and to determine the payment prices of 

advertisers when their advertising links get clicked (Lahaie et al., 2007; Ghose & Yang, 

2009). GSP is not an exactly incentive-compatible mechanism (Edelman et al., 2007; Varian, 

2007). However, it has been shown that GSP is approximately an incentive-compatible 

mechanism in large sample cases (Liu & Li, 2016). Practically, GSP is very easy to 

implement. It can be used to award a large number of bidders at one go. In our problem 

context, the bidders participate in an auction to sell rather than to buy. So, the original GSP 

auction is reversed, as well as the method of winner determination. In a reverse GSP auction 

for purchasing data, the bidders submit bids that represent the minimum payment amount 

they can accept for selling their data. The winners are selected by the bids from the lowest to 

the highest. The person with the lowest bid is paid an amount equal to the second lowest bid, 

the person with the second lowest bid is paid an amount equal to the third lowest bid, and 

so on. This continues until the budget of the auctioneer/buyer for acquiring data runs out. In 

this way, all data can be acquired in a single auction.
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We sent a recruiting letter by mail and email to individuals whose contact information was 

collected from various sources, including the voter registration lists of several states in the 

United States, a consumer email list from a data aggregation company, and several email 

lists from a university. We then developed a Web site for the study and provided an access to 

the site for potential participants. An important message on the study Web site was that we 

were contacted by several marketing companies and data vendors to help them to identify 

consumers who were willing to sell their personal data to the companies for legitimate 

business use. This information is deceptive because we had not been contacted by any third 

party. This deceptive scenario, however, is necessary because the objective of the study is to 

obtain the participants’ valuation of their personal data that will be truthfully reported under 

such a scenario. Because the deception was involved, the study plan was subject to a full 

review by the Institutional Review Board (IRB) and eventually received the IRB approval. 

The study was conducted in two phases: phase 1 with student participants and phase 2 with 

nonstudent participants. As students tend to bid with lower prices than nonstudents, this 

two-phase procedure allows nonstudents to have a better chance to win than a single-phase 

experiment. The participants did not know there were two phases; they also did not know the 

information about the other participants.

The study procedure was designed as follows. First, the participants were presented with 

the instructions for the study, which explains the background of the study (i.e., several 

data collectors were interested in purchasing data collected in this study), what specific 

information is requested in the study, and how the participants are paid (which is explained 

using an illustrative example of a reverse GSP auction). Then, the participants were required 

to complete a personal information form, which includes the data items listed in Table 1. To 

reduce the chance of participants providing false information, they were required to attest 

that all the information provided is true and correct; they were also told that the information 

they provide in this study will be verified to win the auction. The participants then entered 

the bid price, one price for each of the four categories, as the requested compensation 

for providing their personal data (they were asked to complete and bid for at least two 

categories).

The participants were told that the total budget amount that the data collectors would spend 

for each category is $500, and the participants were paid based on their bids in each category 

from the lowest to the highest until the budget was used up. The $500 budget for each 

category was set based on the results of prior studies (Hann et al., 2002, 2007; Danezis et 

al., 2005; Huberman et al., 2005; Cvrcek et al., 2006; Carrascal et al., 2013; Staiano et al., 

2014). As described in the related work section, the valuations of personal data from the 

participants in these prior studies were all significantly lower than $500.

As part of this study, we also mentioned that the data collectors are interested in purchasing 

the following information items about the participants: (i) SSN, (ii) total federal income tax 

paid last year, (iii) total medical claims last year, and (iv) body weight and height. This is 

an optional part and the participants were asked to specify a price for each item. Because 

these data are very sensitive, we did not intend to collect them but would like to get some 

idea about how consumers would value these data. We clearly instructed the participants not 
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to enter the actual information (i.e., SSN, income tax, etc.) and emphasized that no payment 

would be involved in this part.

This study also intends to examine the relationships between individuals’ valuation of 

personal data and individuals’ stated privacy preferences and attitudes and their self

disclosure behaviors. Therefore, the participants were required to provide answers to survey 

questions Q1 through Q6, in addition to providing personal data and price information. To 

provide sufficient time for participants to consider the situation, the study Web site was 

open 10 days for submission. Overall, 225 people participated in the auction study, but data 

entered by a few participants were invalid. As a result, there were 218 records useful for the 

study. Among them, 88 participants received payments based on their bids.

DATA ANALYSIS AND RESULTS

We first provide descriptive and summary statistics. We then present the results of 

correlation and multiple regression analysis, followed by the results of partial least squares 

(PLS) regression.

Descriptive and Summary Statistics

Summary statistics about the participants are given in Table 2. In general, the demographic 

distributions of the participants (sample) compare fairly well to those of the general public 

(population). A few statistics appear to have some bias, such as relatively high percentages 

of Asian and Never Married, and low average Age, which are likely caused by a sizable 

proportion (36.2%) of the student participants. Nevertheless, the participants appear to 

reasonably represent the general public. It can be seen that the race distribution is highly 

unbalanced, and thus, its values are grouped into two categories (white and others) in later 

analysis. Similarly, marital status values are also grouped into two categories (never married 

and others) in later analysis.

Summary statistics for some attributes are difficult to report in the table format and 

thus are described in words here. In terms of location, the participants were located 

in 22 states in the United States; one participant was in Canada. The occupation data 

were entered by participants instead of precategorized. It thus includes a wide range of 

occupations, including managers, engineers, teachers, police officers, health professionals, 

human resource staff, IT professionals, as well as students. We attempted to group the 

occupation data into a few categories in different ways but they were still not very useful for 

analysis. Therefore, the occupation data were not used for further analysis. In retrospect, the 

data could be more useful if participants were restricted to selecting from limited predefined 

categories of occupation. There are many missing values for credit score (a participant was 

allowed to not enter a credit score if an explanation was provided). As a result, the credit 

score data were used for descriptive analysis only.

Table 3 provides average bid prices for each of the four data types, including those grouped 

by gender, race, marital status, and student status. It is observed that, in general, the average 

bid prices for all four data types are lower for males (than females), nonwhites (than whites), 

never married (than others), and students (than nonstudents). A multivariate analysis of 
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variance (MANOVA) was performed for each of these cases. The results indicate that the 

differences are significant for the student status case (at α = .01). They are not significant 

for the other three cases in the MANOVA test (at α = .1). We also performed two-sample 

t-tests, as well as their nonparametric counterpart Mann–Whitney tests, on each price type 

considering gender, race, marital status, and student status, respectively. The results of 

these tests were similar to those of MANOVA, although price differences in gender were 

somewhat more significant for some types in Mann–Whitney test. It is clear that among the 

four types of information, the private information (which includes income and credit score) 

has the highest valuation on average.

More than 80% of the participants specified prices for the four optional items, i.e., prices 

for SSN, total income tax paid last year, total medical claims last year, and body weight 

and height. These prices exhibit very large variations, however. The median prices are $350 

for SSN, $100 for tax data, $75 for medical data, and $30 for weight and height. As these 

items were not subject to auction, they are not included in further analysis. However, the 

information may be useful for future studies that focus on the related context, e.g., medical 

or financial data privacy.

As mentioned earlier, given that some participants may not want to bid to sell certain 

types of data, we allowed the participants to enter and bid for a minimum of two data 

types. It is interesting to examine which types of data consumers are less willing to bid. 

Table 4 shows the percentage of incomplete data by the participants. The type of data 

having the highest percentage of incomplete values is the private data (16.06%), which 

includes income and credit scores, followed by identifier data (12.84%). This suggests that 

the participants perceive these two types of information to be most sensitive and/or most 

difficult to assign an economic value. Indeed, revealing these two types of information leads 

to direct disclosure of a participant’s private information with identity, which appears to be 

more sensitive than disclosure of any other combination of two data types. To compare the 

bid price with the possible price from those who did not bid, we required that a participant 

who did not bid for certain types of data enters a price that the participant would have 

specified if he or she had participated in the bidding. We call this price “nonbidding” price 

(because the participant did not provide relevant data to bid). The last two columns of 

Table 4 show the bidding price and nonbidding price for each type of data. It is clear that 

nonbidding prices are substantially higher than the bidding price for each type. MANOVA 

and two-sample t-tests confirm that all differences are significant at α = .05. This suggests 

that consumers who avoid bidding tend to have higher valuation of their related data than 

those who bid.

Correlation and Multiple Regression Analysis

Table 5 provides the correlations of all variables effectively considered in the valuation 

model. It is observed that the four types of prices are highly correlated. The correlations 

between Income and the four prices are very low and are in mixed directions. Prior studies 

on the relationship between income and privacy concerns have provided mixed results: 

some found that consumers with higher income tend to have a higher level of privacy 

concerns (Graeff & Harmon, 2002; Varian et al., 2005), while others found the opposite 
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result (O’Neil, 2001; Zukowski & Brown, 2007). Our result also demonstrates that there is 

no clear relationship between income and valuation price. We have thus removed Income 

from further consideration. Note that after grouping, Race (with White = 0, Others = 1) 

and Marital Status (with Never Married = 0, Others = 1) are binary variables. We include 

them and Gender (Male = 0, Female = 1) in the correlation analysis mainly to examine their 

directions of correlations with prices.

We now consider estimation of the valuation model. As discussed earlier, it is not 

appropriate to simply add the prices of the four data types to form a “total price” for 

estimation (in fact, some participants did not bid for all four types). Thus, we first consider 

estimating each of the four price values individually, using ordinary least squares (OLS) 

regression. A separate OLS regression was formed, each using one of the four prices as the 

dependent variable. Independent variables for each regression include Age, Gender, Race, 

Marital Status, and Education. It follows from the previous discussion that whether or not 

participants provided information for a given data type considerably affects the estimation of 

the related price. Thus, the independent variables also include a binary variable, Complete 

(where Complete = 1 indicates that the participant provided completed data of a given type). 

The distributions of the original prices are not normal. So, a square root transformation 

was applied to the prices (we also performed logarithm transformation but it is not as 

effective as square root transformation in normalizing the values). The pairwise relationships 

between transformed prices and the numeric independent variables are approximately linear. 

Consequently, the OLS regression models are:

SqrtPricej = β0 + β1 Age + β2 Gender + β3 Race
+ β4 Marital + β5 Edu + β6 Completej, (3)

where j = I, Q, D, and P, respectively. For comparison purposes, we have also performed the 

OLS regression using the original price values. The regression results based on model (3) are 

reported in Table 6. Related discussion is given later, together with the results from the next 

model.

Next, we examine the relationships between price values and all variables of interest, 

including privacy attitude variables (i.e., Fundamentalist, Pragmatist, and Unconcerned, 

related to Q1 through Q3) and self-disclosure behavior variables (i.e., ShareInfo, Facebook, 

and Twitter, related to Q4 through Q6). The OLS regression models are:

SqrtPricei = β0 + β1 Age + β2 Gender + β3 Race + β4 Marital + β5 Edu
+ β6 Completej + β7 Fundamentalist + β8 Pragmatist
+ β9 ShareInfo + β10 Facebook + β11 Twitter

(4)

where Fundamentalist and Pragmatist are binary variables (i.e., Fundamentalist = 1 for a 

Fundamentalist, Pragmatist = 1 for a Pragmatist, and if both values are zero, the person is an 

Unconcerned). The Cronbach’s alpha for the questionnaire items is .74, which suggests an 

acceptable reliability.

The regression results based on model (4) are reported in Table 7. Some important 

observations can be made based on the results in Tables 6 and 7. First, we observe that 
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the positive relationships between Age and the prices of the quasi-identifier, demographic, 

and private data types are statistically very significant, which is consistent with Stylized Fact 

4 that older consumers value their personal information higher than younger consumers. 

Second, the positive relationships between gender and those prices are statistically 

significant for most cases, which is consistent with Stylized Fact 5 that females value 

their information higher than males. Race is significantly related to only one price type—

white consumers tend to value their demographics data (which include their race) somewhat 

lower than the others. Also, education is somewhat significantly related to only one price 

(for identifier type data). Both results may explain why prior studies on these aspects 

are inconclusive. Marital Status is not significantly related to any price. We observe that 

the R-squared values for all cases are fairly low, suggesting that a large portion of price 

variations are not explained by the variables considered. However, this does not affect 

our interpretation above regarding the relationships between the prices and independent 

variables.

It is interesting to observe from the coefficients of the Complete variable that the 

relationships between individuals’ data hiding behavior and most of the prices are 

statistically very significant. The negative coefficients of this variable indicate that 

participants who submitted their personal data tend to have a lower price than those who 

did not. This result, together with the price comparison results shown in Table 4, are 

consistent with Stylized Fact 2 that consumers who hide their personal information have 

higher valuation of their personal data than those who disclose. Note that the coefficient of 

this variable for the price of demographic data cannot be estimated because there is no data 

for the independent variables (e.g., Age, Gender, etc., which are all demographic) for those 

who chose not to bid for this type. It is also observed from Table 7 that the relationships 

between most of the prices and individuals’ self-disclosure behaviors in Facebook and 

Twitter are statistically significant. The relationships between prices and ShareInfo do not 

look statistically significant. We believe that this is caused by the ambiguity in the words 

designed to answers Q4 (“often” and “not often” is not defined and thus can be interpreted 

differently by different participants). In general, there are strong evidences (incomplete data, 

and Facebook and Twitter settings) to support that consumers’ valuation of personal data is 

consistent with their self-disclosure behaviors (Stylized Facts 2–3).

On the other hand, Table 7 shows that there is no statistically significant relationship 

between stated privacy preferences and any price. The negative coefficients associated with 

the Pragmatist variable implies that Privacy Pragmatists value their personal information 

lower than the Privacy Unconcerned, which is opposite to what Stylized Fact 1 states. 

Therefore, stated privacy preferences are not consistent with the economic valuation of 

personal data in this study. This is not particularly surprising because, as we mentioned 

earlier, some empirical studies have found results that are inconsistent with Stylized Fact 1.

Partial Least Squares Regression for Valuing Personal Information

While OLS regression can estimate the components of the valuation function, VI, VQ, VD, 

and VP in Equation (2), it cannot estimate the composite valuation function V. To develop 

a valuation model for measuring the composite value, we turn to PLS regression. PLS is 
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a regression technique that can handle multiple dependent variables (Wold, Sjöström, & 

Eriksson, 2001; Hastie, Tibshirani, & Friedman, 2009).1 It is particularly effective when the 

dependent and/or independent variables are highly correlated. This capability is achieved 

by extracting from the data a few latent components that have the best predictive power. It 

can be seen from Table 5 that the correlation between each pair of the dependent variables 

(prices) is very high. So, PLS is an appropriate method to estimate the composite valuation 

function.

Let n be the number of observations, p be the number of independent variables, and X be an 

n × p data matrix for the independent variables (which is the same as the X in OLS). Let q 
be the number of dependent variables and Y be an n × q matrix for the dependent variables 

(while the OLS counterpart y is n × 1). The PLS model can be essentially written as

Y = XB + E, (5)

where B is a p × q coefficient matrix (while the OLS counterpart β is p × 1) and E represents 

errors. In OLS, solution for the regression coefficients β can be written as a closed-form 

expression. In PLS model (5), however, B is estimated iteratively by considering some latent 

components T (similar to factors or principal components in multivariate statistics). More 

specifically, B can be decomposed as B = WC, where W and C represent the weights of 

X and Y on the latent components T, respectively. The values of W and C and thus B, as 

well as latent component scores, can be derived iteratively one component at a time. In our 

problem, we consider only one latent component that generalizes the four types of prices. 

This component, which can be called the composite price, is expressed as a weighted sum of 

the four prices as in Equation (2), and the weights can be found from the PLS solution.

Applying the PLS procedure for the data, we obtain the following composite valuation 

function:

V = 0.497V I + 0.405V Q + 0.447V D + 0.624V P . (6)

It is clear that the combined value of personal data is not a simple sum of the value of 

each data type, either in the scale of the total amount or in the weights of different data 

types. Model (6) represents the combined valuation with all four types of data. To build a 

valuation model involving fewer types of data, we can run the PLS procedure using only the 

price data corresponding to the relevant types. Model (6) suggests that private data have the 

highest weight in the composite valuation function, followed by identity data. Demographic 

and quasi-identifier data have relatively lower weights. This result is rather (though not 

completely) consistent with the results in Table 4 in terms of relative importance of the four 

types of data. It is also consistent with the results of some prior studies (Phelps et al., 2000).

1PLS regression used here is different from PLS path modeling. The former is a prediction technique, while the latter is a research 
method for testing research hypotheses. There are some concerns about using PLS path modeling as a research method, which are 
irrelevant to the use of PLS regression for prediction and estimation in our study.
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Based on the estimated model (6) and average price value for VI, VQ, VD, and VP given in 

Table 3, the overall average price value for the participants who provided all four types of 

personal data is:

V = 0.497($89.76) + 0.405($88.94) + 0.447($78.91) + 0.624($117.78)
= $189.40 . (7)

A recent study by IBM and Ponemon Institute (2017) reported that the average cost incurred 

for each lost or stolen record containing sensitive information was $225 in the United States. 

Our estimated value ($189.40) is quite comparable to this amount, as well as to the amount 

specified in the bill introduced by senators Warren and Warner (2018).

Performance Evaluation

To evaluate the effectiveness of the proposed GSP auction mechanism, we conducted a 

performance evaluation study on the collected data. Based on our literature review, prior 

studies have used the reverse second-price auction (Huberman et al., 2005; Carrascal et al., 

2013; Staiano et al., 2014) and the BDM auction (Bauer et al., 2012; Schreiner & Hess, 

2015) for valuing personal data. As the BDM auction can result in multiple winners in 

a single auction while the second-price auction cannot, we used the BDM auction as a 

baseline for comparison. Because both BDM and GSP auctions are approximately incentive 

compatible truth-telling mechanisms, a participant is expected to bid with the same price 

under either auction.

As mentioned earlier, our data set includes 218 participants, of which 88 participants 

received payments based on their bids in the GSP auction. We were authorized by all 218 

participants to use their data for this research even though many of them did not receive 

payment. If the GSP auction were carried out by a data vendor/purchaser for commercial 

purposes, the vendor with the same budget could only obtain the subset of the 88 records 

(the unpaid individuals would not provide their data free for commercial use). An effective 

way to compare the performances of different auction mechanisms is to examine how 

well the subset of the data acquired by each auction with the same budget represents the 

entire reference data set of the 218 participants (i.e., the “population” who participated in 

the study). Thus, we applied a BDM auction with the same budget to the reference data 

set, which selected a subset of 62 records. The subset obtained by the BDM auction was 

then compared with that obtained by the GSP auction, based on the performance measures 

defined next.

The first performance criterion is the closeness between the summary statistics of the 

selected subsets and that of the reference data. We have provided summary statistics 

for the reference data in Table 2, including the frequency distributions of the categorical 

attributes Gender, Race, and Marital Status, and the mean values of the numeric attributes 

Age, Education, and Income. For a categorical attribute with C categories, the closeness is 

measured by the average difference in frequency (ADF), defined by
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ADF = 1
C ∑

k = 1

C
fk − Fk ,

where fk and Fk are the relative frequency (in percentage) for the kth category in the subset 

and reference set, respectively. For a numeric attribute, the closeness is measured by the 

average difference in mean (ADM), defined by

ADM = x − X /X,

where x and X are the mean of the numeric attribute in the subset and reference set, 

respectively. Clearly, a small ADF or ADM value indicates a small deviation in the summary 

statistic from the reference data, which is desirable.

The second performance criterion is prediction error with OLS regression. We divided the 

reference data into two subsets: the records obtained by an auction served as the training 

set to build the regression model, and the remaining records served as the test set. The 

prediction error is measured by the root mean squared errors (RMSE) as follows:

RMSEj = 1
n ∑

i = 1

n
yij − yij

2,

where n is the number of records in the test set, yij is the bid price from the ith record in the 

test set for data type j (j = I, Q, D, P), and yij is the predicted value for yij, calculated using 

the regression model (3) built on the training data. The average RMSE values over the four 

data types are then calculated and reported.

The results are shown in Table 8. It can be seen that the frequency distributions of Age, 

Race, and Marital Status from the data collected with GSP are closer to those distributions 

from the reference data than those collected with BDM. Similarly, the means of Age and 

Education from the data collected with GSP are also closer to those from the reference 

data than those collected with BDM. In addition, the prediction error with GSP is smaller 

than that with BDM. It is clear that the proposed GSP auction mechanism outperforms the 

BDM auction mechanism in all measures, suggesting that the subset obtained by the GSP 

auction better represents the reference data than that by the BDM auction. Note that the 

BDM auction pays the same amount (the winning price) to those whose bids are below the 

winning price, while the GSP auction pays each participant an amount approximately equal 

to the participant’s bid price. Thus, with the same budget, GSP can acquire more records 

than BDM, which may explain why the GSP subset represents the reference data better than 

the BDM subset.

DISCUSSION

Digital economy and business analytics are increasingly relying on the use of consumer data 

to derive business insights. However, consumers today are increasingly reluctant to share 
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their personal data due to their privacy dispositions. The Facebook-Cambridge Analytica 

data scandal has created consumers’ backlash to misuse of their personal data without 

consent (Granville, 2018). To protect consumer privacy, governments in the United States 

(DHHS, 2000; FTC, 2014) and European Union (EU, 2016) have established regulations 

and rules, such as HIPAA and General Data Protection Regulation (GDPR), which requires 

a consent from the consumers and more transparency in the data acquisition and sharing 

process. The tension between the capability and need for collecting consumer data and legal 

and ethical responsibilities for protecting data privacy has presented a great challenge for the 

digital economy companies. A plausible approach to ease this tension is to provide financial 

reward for consumers to share their data. If consumers are able to exchange their data for a 

monetary value, they will be more aware of what they are providing consent for secondary 

use. This study explores and validates the feasibility of this approach.

A key challenge in the consumer privacy research and practice is measuring the value of 

personal data. This study proposes using the GSP auction to elicit and measure consumers’ 

economic valuation of personal data and in the process to obtain consent from them to use 

the data. We find that consumers’ valuation of their personal data is consistent with their 

self-disclosure behaviors. The valuation approach also produces results that are consistent 

with some well-accepted observations about consumer demographics and privacy. The 

findings suggest that it is theoretically appealing and practically viable to measure the value 

of personal information using an auction approach.

This study also finds that consumers’ stated privacy preferences and attitudes are not 

consistent with their valuation of personal data. Prior studies have found that people’s 

assessment and valuation are less reliable in hypothetical and inconsequential settings than 

in situations when money is truly on the line (List & Gallet, 2001; Lusk & Shogren, 2007). 

This suggests that economic valuation is likely to serve better for measuring information 

privacy than stated privacy preferences and attitudes. Consequently, this study can have 

a promising impact on some important privacy research areas such as privacy calculus 

and privacy paradox, where assessing the value of personal information is vital. By using 

economic value of personal information for measuring the benefit component in the privacy 

risk/benefit analysis, it is reasonable to expect some more reliable privacy calculus models 

to emerge and new insights to be revealed. For example, the willingness to provide personal 

information construct in the privacy calculus model in Dinev and Hart (2006) could be 

substituted with the actual economic valuation of personal information.

The proposed personal information valuation model provides firms with a way to estimate 

the values or costs of consumer data with privacy consideration. In today’s data-rich 

environment, firms usually own a large amount of customer data or can purchase prospects’ 

data from data vendors at very low cost. Consequently, there tends to be a misconception 

that customer data are so cheap that their acquisition cost is not really a noteworthy factor in 

making business decisions. However, customers generally value the worth of their personal 

data much higher than firms due to their privacy concerns. Data breach and privacy violation 

can incur substantial financial loss and have a negative impact on a firm’s bottom-line 

performance (Ponemon Institute, 2017). Facebook stock lost $80 billion or 18% in market 

value within 10 days after its data scandal was reported (La Monica, 2018, March 23). 

Li et al. Page 21

Decis Sci. Author manuscript; available in PMC 2021 November 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Therefore, organizations collecting and storing consumer data should consider the cost 

associated with protecting the security and privacy of customer data in assessing the value of 

customer data.

This study also offers valuable insights for policy decision makers to assess the values 

of personal data and to charge a justifiable amount of penalty for a data breach and 

privacy violation. The average value of personal data found in this study is comparable 

to the amount of penalty specified in the bill introduced by senators Warren and Warner 

(2018). This is understandable because most of the data attributes acquired in this study 

(shown in Table 1) are also collected and reported by a credit-reporting agency. This study 

can be valuable for the government agencies like FTC to assess the financial cost and 

damage incurred to the consumers affected in a data breach, such as those in the Facebook

Cambridge Analytica case (Sydell, 2018). The proposed economic valuation method can be 

used in this regard by using data attributes relevant to the Facebook context.

Prior research on personal data access has shown that firms relinquishing personal data 

sharing control to consumers increase the consumers’ trust and their willingness to share 

data (Bélanger & Crossler, 2011; Smith et al., 2011). Our research supports this finding 

by showing that consumers are willing to share their personal information when offered 

a fair value. By selling their data, consumers grant consent to firms to use their data for 

marketing and personalization. This has important implications under the tightened new 

laws and regulations for protecting consumer data. For example, the new GDPR regulation 

has increased data protection for individuals from all European Union countries, giving 

extensive control of data back to consumers. It requires explicit consent from consumers 

for data collection and sharing, and regulates how the data can be used by firms (EU, 

2016). Companies that acquire data through direct purchase from consumers will garner 

more consumer trust and brand loyalty over others that do not. Our study provides a 

viable approach to acquire consumer data with their consent through economic exchanges. 

Consumers in our study were willing to provide quasi-identifier and demographic data 

at relatively low costs, which are very useful for business analytics. Therefore, instead 

of collecting consumer data from secondary sources without the consumers’ consent, 

practitioners can get the data directly through personal data acquisition where consumers 

willingly share their data, with consent, in return for a value in an economic exchange. We 

foresee that in the future, personal data exchanges could be formed with an auction-type 

platform to purchase individuals’ personal data.

Our findings provide privacy researchers and practitioners with insights into the effect 

of data hiding, i.e., consumers who choose not to provide their information have higher 

valuation of their personal information than those who provide the information. Our study 

not only confirms the previous findings qualitatively, but also quantifies the amount of 

difference in monetary terms. As observed from Table 4, the valuations from consumers 

who chose not to bid are, on average, about twice as much as those from consumers who 

placed a bid. Importantly, our finding provides an interesting idea for data surveyors and 

researchers to measure privacy concerns more accurately. Instead of asking consumers to 

rate their privacy concerns with a Likert-scaled survey, it may be more effective to ask a 

number of sensitive questions, each with different degrees of sensitivity and invasiveness, 
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and to allow nonresponse to the questions. A good survey design along this line can be 

found in John et al. (2011). Such a survey design can encourage truthful response and reduce 

the problem of privacy paradox where consumers’ stated privacy concerns do not match up 

to their actual behavior in disclosing private information.

A word of caution is in order regarding the overall average estimated value of the 

participants in Equation (7). It should be noted that the estimated amount cannot be directly 

compared to various price values of personal data in prior studies and in practice because the 

elements of the data and application contexts are different. For example, we mentioned that 

Datacoup paid its customers $8 a month for their personal data, but it is not clear what exact 

information was acquired and how many months the customers were paid by Datacoup.

CONCLUSIONS AND FUTURE RESEARCH

Our study looks into a quantitative valuation of personal data from the supply side, i.e., 

from the perspective of individuals releasing personal information in an economic exchange. 

There is a value gap between individuals’ valuations of their personal data and the data 

brokers’ valuations for secondary data. The value gap between what users wish to protect 

and what social media sites offer was examined recently using a design science approach 

(Syed et al., 2019). Our investigation on how personal data is valued economically from 

the perspective of data users instead of the data sellers or brokers could provide valuable 

insights on consumer data valuation research in the regulatory environments (EU, 2016).

We assess the value of personal data in a broad context, in order to make our research 

easily generalizable. Therefore, we have used the Westin index to measure consumer’s stated 

privacy preferences and attitudes because it is not limited to a specific context. When the 

problem context is specifically given, appropriate instruments specific to the context should 

be more effective for measuring the stated privacy concern. For example, in studying the 

Internet users’ privacy concerns, the IUIPC measure (Malhotra et al., 2004) has been widely 

used. Future research may focus on some context-dependent privacy problems using more 

specific measures.

One limitation with our results is that the R-squared values are low, which suggests that a 

large portion of price variations are not explained by the independent variables. To some 

extent, this is not surprising because the variables considered in the regression analysis 

(e.g., Age, Gender, Race, Marital Status, and Education) may only be able to explain a 

small portion of the value of personal information. Future research should consider more, 

perhaps context-dependent, explanatory variables. It is also worthwhile considering the use 

of nonlinear models for the valuation of personal information.
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Table 1:

Types and attributes of personal data.

Type Identifiers (I) Quasi-Identifiers (Q) Demographics (D) Private (P)

Attributes Full name
Phone number
Email address
Home address

Date of birth
5-digit zip code

Age
Gender
Zip code’s first three digits
Race/Ethnicity
Marital status
Education (in years)
Occupation

Income
Credit scores
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Table 2:

Summary statistics of participants.

Categorical Attributes Category Percentage Numeric Attributes Mean Min. Max.

Gender Female 51.8% Age 32.1 19.0 64.0

Male 48.2%

Race/Ethnicity African American
Asian

5.9%
17.1%

Education (in years) 16.3 12.0 30.0

Hispanic 6.9% Income ($) 61,922 0 300,000

Other 2.9%

White 67.2%

Marital Status Never Married 62.2%

Married 28.4%

Divorced/Separated 7.4%

Other 2.0%
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Table 3:

Average bid prices (in dollars).

Gender Race Marital Status Student Status

Data Type Overall Female Male White Others Never Married Others Student Others

Identifier 89.76 90.04 89.45 86.39 81.28 68.46 111.62 28.34 125.18

Quasi-id 88.94 109.49 67.41 90.36 78.60 70.31 112.73 21.67 127.24

Demographic 78.91 90.65 66.38 70.46 77.59 62.17 90.13 25.53 109.46

Private 117.78 130.20 104.53 117.80 91.04 88.99 141.66 27.73 169.33
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Table 4:

Percentages of incomplete data and price comparisons.

Data Types Percentage of Incomplete Bidding Price Nonbidding Price

Identifier 12.84% $79.16 $163.96

Quasi-identifier 8.72% $84.95 $135.41

Demographic 6.42% $72.78 $167.79

Private 16.06% $100.97 $208.24
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Table 8:

Results of performance evaluation.

ADF-Gender ADF-Race ADF-Marital ADM-Age ADM-Education ADM-Income RMSE

GSP 3.85% 4.60% 1.86% 0.33% 0.01% 3.83% 15.86

BDM 8.68% 9.29% 2.41% 4.25% 0.52% 9.38% 16.75
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