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Abstract:  Smart mobile devices have fostered new learning scenarios that demand sophisticated interfaces. Multimodal conversational
agents have became a strong alternative to develop human-machine interfaces that provide a more engaging and human-like relationship
between students and the system. The main developers of operating systems for such devices have provided application programming
interfaces for developers to implement their own applications, including different solutions for developing graphical interfaces, sensor
control and voice interaction. Despite the usefulness of such resources, there are no strategies defined for coupling the multimodal interface
with the possibilities that these devices offer to enhance mobile educative apps with intelligent communicative capabilities and adaptation to
the user needs. In this paper, we present a practical m-learning application that integrates features of Android application programming
interfaces on a modular architecture that emphasizes interaction management and context-awareness to foster user-adaptively, robustness
and maintainability.
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1. Introduction

As a generalized phenomenon, technology integration is an
increasingly crucial element of teaching and learning
(Blevins et al., 2014; Boe et al., 2015; Duta and Martinez-
Rivera, 2015; Lakkala and Ilomaki, 2015). Devices such as
smartphones, tablets and wearable’s are becoming
widespread, and the fact that increasingly more individuals
have always with them a device with numerous displays,
sensors and connectivity possibilities, opens new learning
scenarios that demand more sophisticated interfaces with
multimodal capabilities (O’Halloran, 2015; Salse et al.,
2015; Callahan et al., 2014; Pérez-Marin and Pascual-Nieto,
2011).

Multimodal conversational agents (Pieraccini, 2012;
McTear and Callejas, 2013; Griol et al., 2014) can be defined
as computer programmes designed to emulate communication
capabilities of a human being including natural language and
several communication modalities (such as speech and visual
information). These interfaces employ a variety of techniques
to engage students in learning. Using natural language in
educational software also allows students to spend their
cognitive resources on the learning task, rather than in how
to use the interface of the application (Beun et al., 2003). Also,
as a complement to teacher—student communication in online
scenarios and out of school studying hours, dialogue and
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anthropomorphic characteristics of pedagogical multimodal
systems may help supporting the social dimension of the
learning activities, and the social context has been argued to
help the cultivation of, and motivation for, knowledge (Baylor
and Kim, 2005; Fryer and Carpenter, 2006). One of the
advantages of mobile apps at the educative level is the
personalization and students involvement in their learning by
means of the development of new activities and even new
pedagogical models around mobile devices. However, because
of this variability and the huge amount of factors that must be
taken into account, these systems are difficult to develop and
typically are developed ad-hoc, which usually implies a lack
of scalability (Rouillard, 2007; Paek and Pieraccini, 2008).
Multimodal conversational systems developed to provide these
functionalities typically rely on a variety of components, such
as speech recognition and synthesis engines, natural language
processing components, dialogue management, databases
management and graphical user interfaces. Laboratory
systems usually include specific modules of the research teams
that build them, which make portability difficult. Thus, it is a
challenge to package up these components so that they can be
easily installed by novice users with limited engineering
resources.
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To tackle the challenges discussed, it is necessary to
perform careful user modeling and effective dialogue
management. Statistical approaches are suited for this
purpose, as the application of such techniques to user
modeling and dialogue management makes it possible to
consider a wider space of dialogue strategies in comparison
to engineered rules (Young, 2002; Griol et al., 2014). The
main reason is that statistical approaches can be trained
from real dialogues, modeling the variability in user
behaviours. Although the parameterization of the model
depends on expert knowledge of the task, the resulting
conversational agents have a more robust behaviour, better
portability and are easier to adapt to different user profiles
or tasks (Seneff ez al., 2007; Kartakis, 2010). In addition,
the combination of conversational interfaces and mobile
devices has lead to a new paradigm in which they can collect
information from the user pervasively. This can help to
build more complex user and dialogue models to be
employed not only to provide the system functionality, but
also to boost its performance.

In our previous work (Griol and Molina, 2014), we
proposed a general-purpose framework to develop
conversational interfaces for mobile devices. It provides a
modular and scalable architecture to develop such systems
efficiently for Android-based mobile devices. Android, the
most popular alternative among developers of mobile Apps,
offers libraries to build interfaces including different
resources for graphical layouts as well as speech recognition
and text-to-speech synthesis. Currently more than 82% of
smartphones and tablets operate with Android OS
(Corporation, I. D., 2015). Also, there is an active
community of developers who use the Android Open Source
Project and have made possible to have more than one
million applications currently available at the official Play
Store, many of them completely free. For these reasons,
our framework makes use of different facilities integrated
in Android-based devices.

The proposed framework integrates the facilities of the
Android application programming interfaces (API) in a
modular architecture that emphasizes interaction
management and context-awareness to build sophisticated,
robust and maintainable educative applications. Our
proposal for context awareness is based on the definition
of a statistical methodology for user modeling that estimates
the user intention during the dialogue. In our contribution,
the information provided by the user model can also
enriched by considering information related to the external
context of the interaction.

The internal and external context, respectively related to
the prediction of the user intention by the user model and
the information provided by the sensors supported by
mobile devices, make it possible to adapt the system
dynamically taken into account these valuable information
sources. To do this, a statistical dialogue model based on
neural networks is generated taking into account the
contextual information and the history of the dialogue up
to the current moment. The next response of the

Expert Systems, xxxx 2016, Vol. 00, No. 00

conversational agent is selected by means of this model.
The codification of the information and the definition of a
data structure which takes into account the data supplied
by the user throughout the dialogue makes the estimation
of the dialogue model from the training data and practical
domains manageable.

In this paper, we show how this framework can be easily
integrated into mobile learning applications that provide a
range of functionalities covering the provision of
personalized information, access to social networks,
resolution of different kinds of educative exercises, etc. As
a proof of concept, we have designed the Your-University
App, which demonstrates the feasibility of our approach
with a variety of pedagogic objectives, restrictions and
demands. In the app, the first set of functionalities is focused
on the generation of practical educative exercises that
promote autonomous learning and self-assessment. Our
proposal to develop pedagogic conversational interfaces
improves the interaction to solve the proposed exercises,
personalize the selection of the different learning activities
considering the student’s preferences using the system and
their previous uses, and allows the provision of immediate
feedback by means of the automatic assessment of the
learning activities.

The second set of functionalities is focused on the
provision of user-adapted information and services. Among
the different educational application domains, these
functionalities have been sclected to develop advanced
digital libraries (Griol et al., 2015), which extend the
concept of Library 2.0. To do this, we have relied on the
recommendations for the development of University Digital
Libraries (Vassilakaki and Garoufallou, 2013) compiled by
recent studies (Chen and Albee, 2012; Moreno et al.,
2014), which propose using new open-source technologies
to build complex systems at less cost, increasing the
efficiency and sharing of bibliographic records for all
libraries, maximizing the use of these libraries, providing
new types of multimedia contents and interaction
possibilities and transferring library efforts into higher-value
activities.

The remainder of the paper is as follows. Section 2
describes the motivation of our proposal and related work.
Section 3 describes the framework used to develop adaptive
multimodal conversational agents and how it has been
adapted to mobile learning scenarios. Section 4 describes
the development of the Your-University App based on the
framework. Section 5 shows the results of the evaluation
of this system using a variety of measures. Finally, Section
6 presents some conclusions and future research lines.

2. State of the art

Several recent studies describe the great potential of mobile
devices to transform the traditional classroom to one that is
more interactive and engaging (Ferdousi and Bari, 2015;
Mouza and Barrett-Greenly, 2015; Goémez-Domingo and
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Badia-Garganté, 2016; Zydney and Warner, 2016). Mobile
devices offer a number of features especially important for
the design of educative applications: technology-based
scaffolding, location-aware functionalities, visual/audio
representations, differentiated roles, digital knowledge-
construction tools, digital knowledge-sharing mechanisms,
portability, interactivity, context sensitivity, connectivity,
individuality and social media.

The positive impact of mobile learning (m-learning)
applications is related to new ways of learning
(Furio et al., 2015), engaging students in the learning
process (Lu et al., 2014), reinforcing students’
learning (Churchill and Wang, 2014), increasing motivation
(Adegbija and Bola, 2015), generating autonomous and
personalized learning (Gerger, 2014), encouraging pupils
to take control of their own learning (Boticki et al., 2015),
helping learners to manage their self-directed learning
(Lu et al., 2014), encouraging students to be supportive
coaches for their classmates (Gerger, 2014), facilitating
access to information (Yang et al., 2015) and promoting
collaborative learning (Murphy, 2011).

Research on mobile learning has rapidly increased in
different kinds of applications, such as mobile learning
games (Avouris and Yiannoutsou, 2012), mobile
computer-supported collaborative learning (Hsu and Ching,
2013), or mobile apps (Jeng et al., 2010). Taking into
account the studies described (Gomez-Domingo and
Badia-Garganté, 2016), three main types of educative Apps
can be identified: Learning Skills Apps, Informational
Management Apps and Content Learning Apps. Learning
Skills Apps enable students to create their own knowledge.
Informational Management Apps have the ability to work
within the specific context and environment of the learning.
Finally, Content Learning Apps are considered to
proportionate students’ different activities that allow them
to rehearse, reinforce, practice and assess curricular content.

The requirement of usability and design of educational
materials adapted to the teaching contexts are usually seen
as key factors in order to succeed when learning via mobile
devices (Klenner, 2015). Giménez et al. describe different
methods of adapting educative digital content for its
delivery via mobile devices (Giménez-Lopez et al., 2009).
Magal-Royo et al. extends this description by means of a
proposal of new paradigms in education regarding the use
of audiovisual contents adapted to mobile devices (Magal-
Royo et al., 2010). According to their proposal, the main
differences between e-learning and m-learning environments
are related to technical validation, creation, development
and analysis of students’ results, as the most important
components of an autonomous learning process.

Yue and Zin proposed a design model for the development
of mobile application games adapted to hearing handicapped
children (Yue and Zin, 2013). The proposed model, which
integrates voice recognition capabilities, can be adapted using
some strategies for increasing interest of learning, fostering
motivation, self-efficacy and impacting handicapped students’
attitude to study.
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King et al. have recently investigated mobile app
development as a means of engaging students in creating
historical narratives (King et al., 2014). The MIT
Applnventor constructivist learning tool' is proposed to
help students with no programming experience to design
apps through a drag-and-drop visual programming
language. The main results of the study suggest that this
kind of apps increase students’ abilities to think, analyze,
critique, cultivate their ideas and seek out opportunities to
refine and share them with others.

Nordin et al. proposed a mobile learning framework for
lifelong learning (Nordin et al., 2010). The set of general
requirements that are described includes to be highly
portable, unobtrusive, available, adaptable, persistent,
useful, user-friendly and support individual learning. These
aspects are also described in (Ferdousi and Bari, 2015) as
the main outcomes that can be achieved by introducing
m-learning into undergraduate courses. These aspects can
be addressed by means of conversational multimodal
systems that establish a more engaging and human-like
relationship between the students and the m-learning apps.

Current possibilities to employ multimodal conversational
agents for educative purposes include tutoring applications
(Pon-Barry et al., 2006), question-answering (Wang et al.,
2007), conversation practice for language learners (Fryer
and Carpenter, 2006), pedagogical agents and learning
companions (Cavazza et al., 2010), storytelling educative
games and applications (Padilla-Zea et al., 2014), and
dialogues to promote reflection and metacognitive skills
(Kerly et al., 2008a). These agents may also be used as role-
playing actors in immersive learning environments (Griol
et al., 2012).

Conversational systems as personal coaches integrate
information about the application domain. Systems of this
kind are characterized by the possibility to represent and
continuously update information that models the cognitive
and social users’ state. The main objective is to guide and
monitor users in the learning process, providing suggestions
and other interaction functionalities not only with the
developed application but also with the rest of students. In
order to achieve this goal, these applications usually
integrate realistic and interactive interfaces.

For example, Grigoriadou et al. (2003) describe a system
where the learner reads a text about a historical event before
stating their position about the significance of an issue and
their justification of this opinion. The answers are classified
as scientific, towards-scientific or non-scientific, and a dialogue
generator produces ‘appropriate reflective diagnostic and
learning dialog for the learner’. Similarly, in the CALM system
(Conversational Agent for Learner Modeling) (Kerly et al.,
2008b), the users answer questions on the domain and state their
confidence in their ability to answer correctly. The system infers
a knowledge level for the student based on their answers and
encourages the learner to engage in a dialogue to reflect on their

'http://appinventor.mit.edu/explore/
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self-assessment and any differences between their belief and that
of the system about their knowledge levels.

Another example of natural language tutoring is the
Geometry Explanation Tutor (Aleven et al., 2004), where
students explain their answers to geometry problems in their
own words. Additionally, the Oscar conversational
intelligent tutoring system (Latham et al., 2012), aims to
mimic a human tutor by implicitly modeling the learning
style during tutoring, personalizing the tutorial to boost
confidence and improving the effectiveness of the learning
experience. The system uses natural language to provide
communication about specific topics with the users and
dynamically predicts and adapts to a student’s learning
style.

Other conversational systems provide a visual
representation through an animated bot with gestures and
emotional facial displays. These bots have shown to be a
good interaction metaphor when acting in the role of
counsellors (Gratch et al., 2002; Marsella et al., 2003),
personal trainers (Bickmore, 2003), or healthy living
advisors (de Rosis et al., 2005; Callejas et al., 2014); and
have the potential to involve users in a human-like
conversation using verbal and non-verbal (Cassell ef al.,
2012).

The combination of gamification and conversational
interfaces is one of the most innovative trends to develop
educative applications (Seaborn and Fels, 2015; Urh et al.,
2015; Kuo and Chuang, 2016). Educational games benefit
making decisions, promote problem-solving abilities and
creativity, improve the ability to cooperate and respect for
others, increase motivation and arouse interest in learning,
strengthen knowledge and can also be used to propose roles
and improve skills required by specific works (Pedreira
et al., 2015; Urh et al., 2015).

Blemins et al. propose the use of these applications to
enhance citizenship education and increase students’ civic
engagement with very positive results (Blevins et al., 2014).
Lee and Molebash have recently completed a study of the
main design factors that must be considered to design this
kind of applications (Lee and Molebash, 2014). Among
them, we find original intent, student project models and
the scaffolding story and delivery method.

To cover them, we have adapted our general framework
for the development of mobile conversational agents to the
m-learning scenario. As will be described in the following
section, its capabilities to support comfort and user
awareness, rich dialogue model and intent adaptation make
it a very relevant choice for the development of mobile
learning apps.

3. Application of our general framework for the
development of mobile conversational agents to the
m-learning domain

Figure 1 shows our framework for the development of
adaptive multimodal conversational agents for mobile
devices that was presented in (Griol and Molina, 2014). A
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multimodal conversational agent providing spoken
interaction integrates five main tasks to deal with user’s
spoken utterances: automatic speech recognition, natural
language understanding, dialogue management, natural
language generation and text-to-speech synthesis (TTS).

Discarding the simplest case, these agents require a
sequence of interactions between the user and the system
to achieve their final purpose. Therefore, the user’s goal is
gradually reached during several dialogue turns. To do this,
it is necessary to endow the system with the abilities to
reference information that has appeared previously during
the dialogue, take the initiative to recover the dialogue after
a failure, request information that is necessary to fulfil the
objective, or require clarification if it is not confident about
the information provided by the user.

During the communication process, the system initially
generates a message to welcome and inform the user about
the features and functionalities of the system. Then, the
system must perform a basic set of actions that are cyclically
repeated after each user utterance: recognize the sequence of
words mentioned by the user; extract the meaning of these
words (i.e. understand the information that is useful for
the system domain), access web services and databases to
extract the information required by the user, adapt the
interaction to the context features described earlier, decide
what action or actions should be performed after each user
request and play a spoken message to provide a response
to the user.

Our proposal integrates the Google Speech API to
include the speech recognition functionality in a multimodal
agent. Speech recognition services are available on Android
since Android 2.1. Android 4.0 introduced voice input
capacity to transcribe the recognition results as the user
speaks, without waiting until it has finished, and Android
4.1 Jelly Bean enabled offline voice recognition, making it
possible to use speech recognition without the need for
Internet access.

This makes our framework very well filled for a variety of
m-learning scenarios that require user inputs of different
complexity, from isolated commands (e.g. predefined
options to respond to a question) to open speech (e.g.
elaborated explanations).

Once the conversational agent has recognized what the
user uttered, it is necessary to understand what he said.
Natural language  processing  generally  involves
morphological, lexical, syntactical, semantic, discourse and
pragmatical knowledge (Wu er al., 2010). Lexical and
morphological knowledge allow dividing the words in their
constituents distinguishing lexemes and morphemes. We
propose the use of grammars in order to perform the
semantic interpretation of the user inputs (Wang and Acero,
2006; Kaufmann and Pfister, 2012).

In our framework, we model the context of the interaction
as an additional valuable information source to be considered
along with the semantic representation of the user input. In
order to do so, we consider external and internal contextual
information sources.
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Figure 1: The general-purpose framework for the generation of m-learning multimodal conversational agents.

We acquire external context by using sensors currently
supported by Android devices. Most Android-powered
devices have built-in sensors that measure motion,
orientation, position and various environmental
conditions.

This rich approach for external context acquisition
provides very interesting opportunities to foster the
potential of mobile learning to move from isolated, silenced
and immobilized learning spaces to new scenarios of
conversation, freedom of movement and independence.

Regarding internal context, our framework is based on
the traditional view of the dialogue act theory, in which
communicative acts are defined as intentions or goals. Our
technique is based on a statistical model to predict user’s
intention during the dialogue, which is automatically
learned from a dialogue corpus. This model is used by the
system to anticipate the user’s needs by dynamically
adopting their goals and also providing them with
unsolicited comments and suggestions, as well as responding
immediately to interruptions and provide clarification
questions. The model takes into account the complete
history of the interaction and also the information stored
in user profiles.

The information in the user profile can be classified into
three different groups:

e General user information. User’s name and machine
identifier, gender, preferred language, pathologies or
speech disorders, age, current location, date and time.

e Skill level: This level is estimated by taking into account
variables like the number of previous sessions, dialogues
and dialogue turns, their durations, time that was necessary
to access a specific web service, the date of the last interaction
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with the system, etc. A low, medium, high or expert level is
assigned using these measures.

e Usage statistics: They store the count of each action over
the system that a user performs. Users’ preferences are
automatically evaluated considering the user’s most
required services during the previous dialogues, date
and hour of the previous interactions, most frequent
objectives and restrictions, and preferred output
modality.

As can be observed, the user profile is very focused on the
user technical skills and system usage statistics. To make the
internal context more meaningful in the pedagogic domain,
it is also possible to include the initial level and intermediate
and final results of the students, as illustrated in the app
implemented (Section 4).

The dialogue manager decides the next action of the
system (Traum and Larsson, 2003; Williams and Young,
2007), interpreting the incoming semantic representation of
the user input in the context of the dialogue. This module
deals with different sources of information such as the
natural language understanding results, database queries
results, application domain knowledge and knowledge
about the users and the previous dialogue history to select
the next system action. We use a statistical methodology
that combines multimodal fusion and dialogue management
functionalities. To do this, a data structure is introduced to
store the information provided by the user’s inputs, the
user’s intention model and the context of the interaction.

In the m-learning domain this dialogue management
approach can be used at a ‘local’ level to control specific
dialogues (e.g. series of system questions and students
responses), and at a ‘global’ level to use conversation as a
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dialectic framework to construct knowledge within a
subject.

Finally, the modality fission module receives abstract,
modality independent presentation goals from the dialogue
manager. The multimodal output depends on several
constraints for the specific domain of the system, for
example, the current scenario, the display size and user
preferences like the currently applicable modality mix. This
module applies presentation strategies that decompose the
complex presentation goal into presentation tasks. It also
decides whether an object description is to be uttered
verbally or graphically. The result is a presentation script
that is passed to the Visual Information and Natural
Language generation modules.

The visual generation module creates the visual
arrangement of the content using dynamically created and
filled graphical layout elements, while a text-to-speech
synthesizer (we use the built-in Android engine) is used to
transmit the voice message.

The multimodal output is very important to generate a
rich and engaging m-learning experience, and its flexibility
is especially relevant to ensure that students with functional
diversity have access to the app and learning materials.

4. Practical m-learning multimodal application: the
your-university App

To verify that our framework has the real potential of being
used in m-learning, we have applied it to develop the Your-
University App, a practical mobile learning application
covering the main functionalities of m-learning scenarios,
which are related to the provision of user-adapted educative
exercises, information and services. As a multimodal
application, the system allows users to interact by means
of the tactile mode, by voice or by combining both modes.

In addition to the technologies described in the previous
section, the application uses different data repositories,
several of them arranged in an external Web server in order
to allow access to the application and user identification
using mobile devices. A specific web service has been
developed to transmit a request from the Android
application to a web server, which accesses the MySQL
database and returns the requested information to the
Android application in JavaScript Object Notation format
(JSON). A JSON clement consists of two structures: a
collection of pairs of name-value and an ordered list of
values. The Android application extracts information from
these elements using the org.json.JSONObject and org.
json.JSONArray classes. The Android application also
accesses an internal SQLite database to store locally specific
user information.

The application also includes features that require
extracting information from different web pages (e.g. to
access the catalogue of books or check the regulatory
requirements in a library). To perform this query, the
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Android application uses the JSoup Java library to connect
the web page and extract the HTML contents.

The following subsections summarize the main
functionalities of the application, which can be classified
into the design of educative activities and the provision of
user-adapted information and services related to a
University Digital Library.

4.1. Design of educative activities

The first block of the application makes it possible to
interact with students to propose them educative questions
and practical exercises, obtain their answers, automatically
process the responses provided, inform students whether
the answers provided are correct or not and provide them
an appropriate feedback depending on the responses
provided. The design of this functionality of the application
is oriented to promote autonomous learning and increase
and self-assess the knowledge acquired by University
students.

The users of the application must firstly register (see
Figure 2, first image). There are different permissions and
functionalities associated to students and teachers. In the
registration process, students select their username and
password and complete a questionnaire with questions
related to their university studies and preferences when
interacting with the application. This information is
required to personalize the application and configure a wide
range of options related to the main functionalities that are
provided (see Figure 2, second and third images).

After providing a valid username and password, there
appears a screen where students can select the educative
activities corresponding to a specific subject and unit (see
Figure 3, first and second images). To make this selection,
students can use the visual elements on the screen, which
are dynamically generated according to the information
provided in the registration process and the set of units
and activities associated to each one of the subjects, or by
means of speech interaction using one or more steps. To
do this, different grammars have been designed for the
SLU module to recognize and understand sentences like ‘I
would like to carry out the Test 1 of Unit 1 for the subject
Automata Theory’, ‘Show me the activities available for
the Unit 2 of Artificial Intelligence’ (step 1), ‘Exercise 3’
(step 2). Such grammars are not used during recognition
because of the restrictions posed by the Android speech
recognizer. Thus, recognition is performed openly (every
phrase in the target language is recognized), and we employ
the grammars during a post-processing phase in the
language understanding unit to discard non-appropriate
inputs and obtain the semantics of the valid utterances.

As a tool to foster autonomous learning, our app does not
only provide access to the learning resources by demand,
but also gives facilities to the students to establish weekly
plans and thus help them to organize their work and keep
engaged in their learning helping them to achieve regularity
in their study (see Figure 3, third image). In addition, the
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application provides a list of recommended activities
according to the previous uses of the application. The set
of recommend exercises is dynamically generated to include
the ones that the student has not completed yet according to
the weekly planning and the exercises with which the student
has experienced more difficulties during previous
interactions with the application. This way, the system has
an effective influence on the correction of errors and also
considers the specific evolution of each student. This
approach is being used in successful language learning apps,
such as Duolingo,” in which the exercises in which the user
has committed mistakes are more frequently posed.

The application allows to configure and complete three
types of activities, which can be selected and alternated to
design an educative exercise. The first activity is related to
questions in which the only possible answers are true or false
(see Figure 4, first image). Students can complete these
questions by selecting the corresponding option on the
screen or directly uttering ‘“True’ or ‘False’. A specific
feedback message can be configured for each one of the
options in the question. This message, which has been
especially designed for the cases in which a wrong option
is selected, is provided to the students by means of a text-
to-speech synthesized voice or an audio file. The next and
previous spoken commands and buttons facilitate the
interaction to complete an exercise including more than
one activity.

The second type of activities allows defining multiple
choice questions for which students must select the option
(s) that are correct (see Figure 4, second image). As in the
previous type of activity, students can select the option(s)
using the visual elements on the screen or uttering the letters

*https://en.duolingo.com/
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associated to each one of the options. A feedback message
can also be specified to be provided to the students for each
one of the options in each question.

The last type of activities corresponds to practical
exercises for which the student must provide a valid
solution. By means of these activities, it is possible to
incorporate the wording of the exercise and also different
kinds of image and video file formats, as Figure 4 - third
image shows. This type of exercises incorporate a field to
provide the result and allows to display the correct solution
and also reproduce a text-to-speech synthesized voice or
audio file with a feedback message each time a proposed
result is provided.

Each time students complete an exercise containing the
previous types of described educative activities, they can
access a screen showing the mark obtained for the exercise
(see Figure 5, first image). It is also possible to access the
results for all the exercises already completed. It is possible
to filter these results by selecting only a specific subject, each
one of the units of a subject, or each one of the activities (see
Figure 5, second image). This module of the application also
allows accessing the different exercises as they were
completed by the student (see Figure 5, third image). The
information provided to the student includes the mark of
the exercise, the option selected for each activity in the
exercise, and the correct option for each one of them. It is
also possible to access a list with the exercises corresponding
to the selected criteria that have not completed yet.

4.2. Provision of user-adapted information and services
related to a university digital library

The second block of the Android application consists of a
multimodal virtual assistant that provides information and
services related to a University Digital Library. The main
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Figure 4: Screenshots of the different types of educative activities.

functionalities provided by the multimodal application can
be classified into five main modules.

The first module offers access to the library catalogue
stored in different databases. Users can provide their query
orally or using the tactile elements. The application provides
the completed information of the requested resource, their
current state (available, borrowed or waiting list) and
images with a visual description extracted from the web
repository of the university library (see Figure 6).

The application can also guide the user through the
UC3M Library at the Leganés Campus. To do this, the user
can provide the name of a specific location, a service offered
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by the library, the title of a bibliographical resource, or
subject in the catalogue. The application uses images;
photographs and synthesized speech that convey specific
step by step instructions to reach the required location
starting from the main door of the library (see Figure 7, first
and second images).

The third module of the application is related to the
frequently asked questions. The set of questions that the
application is able to answer has been extracted from the
lists provided by the university libraries of the University
of Leon, University of Alcala de Henares, University of
Granada, Carlos III University of Madrid, University of
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Additional Information

Figure 6: Screenshots of the library catalogue module.

Almeria, University of Murcia, Autonomous University of
Barcelona, University of Cordoba and University of
Alicante.

This set of questions has been classified into 13 categories
(General, University Identity Card, Services and
Infrastructure, Books, Borrowing and Renewing,
Interlibrary Loan, Finding Information and Access to
Resources,  Search, Electronic  journals, eBooks,
Institutional Repository, Training courses, Impact and
quotations and Acquisitions), encompassing more than
250 frequently asked questions asked by users of these
libraries. A specific response adapted to the infrastructure
and regulations of the libraries at the Carlos IIT University

© 2016 Wiley Publishing Ltd

Turing's far-sighted plans for the digital era
forged ahead into a vision for Artificial
Intelligence. However, in 1952 his
homosexuality rendered him a criminal and he
was subjected to humiliating treatment. In
1954, aged 41. Alan Turina committed suicide

of Madrid has been designed for each question (see
Figure 7, third image). An example of a query and the
corresponding response provided by the application is
shown below:May I renew my books online, or by
telephone?
Response: Yes, books and other items that you
have checked out may be renewed online, with
some exceptions. To renew online, use the My
Library Account link and log in using your
currently valid University Network ID and
password. You can renew an item up to 10
times from the original check-out date unless
another borrower has requested it, an instructor
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Figure 7: Screenshots of the find location and frequently asked questions modules.

needs it for course reserves, or your borrowing

privileges are suspended. You may not renew

books by telephone.

The fourth module of the application provides
information on how to contact the Library. This module
provides access to a web form to request information
directly to university staff, transmit suggestions, complaints,
or compliments.

Finally, the Help & Quick Find module of the application
provides a detailed help about the different functionalities of
the application, as well as a shortcut to each of them. This
information is provided by means of screenshots of the
application, instructional videos, use cases, synthesized
speech and practical examples explaining how to use the
previously described functionalities. Also, users can access
a wide range of Web 2.0 tools provided by the Carlos III
University of Madrid (website of the UC3M Library,
Twitter account, Facebook and institutional repository of
news and weekly schedule).

5. Evaluation

Task-oriented multimodal conversational systems are usually
evaluated in terms of interaction parameters and subjective
judgments (Dybkjaer et al., 2004; Kanto et al., 2004; Moller
et al., 2006; Callejas and Lopez-Cozar, 2008). Interaction
parameters include the technical robustness and core
functionality of the system components as well as system
performance measures such as task completion rate; whereas
subjective usability evaluations estimate features like
naturalness and quality of the interactions, as well as user
satisfactionreportedinquestionnairesandinterviews.

We have followed this method to evaluate the previously
described practical m-learning application with 42 students
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attending to the Formal Languages and Automata Theory
course of the Computer Science Degree at the Carlos III
University of Madrid over the three-month period between
September and December 2015. This subject covers
theoretical and practical contents about Finite Automata,
Push-DownAutomata, TuringMachinesandthedesignand
analysis of programming languages. Each student had at
his/her disposal a mobile device and interacted with the
applicationduringthecourse. Beforethelecturesstarted, the
tutorsguidedthestudentsthroughthedifferentfunctionalities
ofthem-learningapplicationand provided them with alittle
trainingsessionontheavailablemultimodalcommunication
features.

A total of 125 questions and exercises were designed
combining the teaching contents and proposed exercises
provided by the Moodle server at our university (Aula
Global®). For the generation of these educative activities
for the subject, we considered the following types of
exercises:

Test questions concerning theoretical contents as a review of
methodologies and concepts (e.g. what is a grammar?, what
is the difference between a language and a grammar?, which
abstract machine recognizes Type-2 languages?, what is a
token?, which are the main modules that make up a
compiler? and which are the main methodologies studied
to develop a syntax analyzer?);

Exercises with practical cases proposed to the student to
obtain conclusions about the appropriate processes for
resolve specific problems (e.g. detect the language
recognized by a Finite Automaton, design a Push-Down
Automaton to recognize a specific part of a programming

3https://aulaglobal.uc3m.es/
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language, detect reserved words in a text by means of
regular expressions and select a parsing grammar to detect
valid if-then-else statements);

Use of the contents learned at the lab sessions and software
programmes (like the JFLAP software* (Durham, NC, USA)
for experimenting with formal languages topics). These
activities were used to propose students to deal with
practical implementations and detect which would be the
results generated after code execution.

The completed evaluation of the practical m-learning
multimodal application is focused on two main aspects.
The first one is usability, measuring the benefits of
multimodal interaction compared with unimodal interfaces
(only spoken or tactile interaction). The second main aspect
is the assessment of the technical quality and didactic
potential.

5.1. Usability assessment

The methodology used to evaluate the multimodal
interaction with the developed application is based on the
work presented in (Metze et al., 2009), which points out that
the usability assessment of a multimodal system requires the
evaluation of the different interaction modalities. To do this,
we have developed the assessment questionnaire shown in
Table 1, which is based in standard questionnaires like
AttrakDiff (Hassenzahl et al., 2003) and SASSI (Hone,
2014).

As it can be observed, the questionnaire consists of nine
questions. Each question has five possible answers from
which only one is selected. The main aspects that are
evaluated are students previous experience using
multimodal interfaces, the degree to which the student finds
that the system understood them and they understood the
system, the perceived interaction rate, the perceived
difficulty level of the interaction with the system, the
presence of errors, the certainty of the student of what to
do at each time, and the global level of satisfaction with
the system.

Firstly, the students evaluated the application using the
tactile mode. Subsequently, they evaluated the application
using the spoken interaction. Finally, they evaluated the
multimodal mode combining the wuse of traditional
interfaces (screen and keyboard) with spoken interaction.
The students freely chose the actions to be taken and
modules and sub-modules to be accessed during the
evaluation.

Table 2 shows the results of the subjective evaluation
using the described questionnaire. We can observe that the
participants’ previous experience using multimodal
interfaces is very varied, which made possible to evaluate
the system with users with different degrees of familiarity
with these systems.

*http://www.jflap.org/
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Table 1: Results of the evaluation of the objective and
subjective interaction parameters

Minimum/ Standard.
maximum Average deviation

TQOI 3/5 4.18 0.67
TQO2 3/4 3.66 0.49
TQO3 4/5 4.81 0.41
TQO4 4/5 4.90 0.08
TQO5 4/5 4.63 0.46
TQO6 4/5 4.85 0.35
TQO7 4/5 4.82 0.39
TQO8 4/5 4.51 0.52
TQO9 4/5 4.81 0.39
TQI10 4/5 4.71 0.44
TQIl1 3/5 4.52 0.75
DPO1 4/5 4.88 0.09
DP02 4/5 4.62 0.47
DP03 4/5 4.86 0.37
DP04 4/5 4.86 0.07
DPO05 4/5 4.64 0.43
DP06 4/5 4.83 0.35
LCO1 4/5 4.46 0.22
LC02 3/5 4.13 0.68
LCO03 4/5 4.77 0.31
LC04 4/5 4.81 0.38
Co1 3/5 4.01 0.41
C02 3/5 3.73 0.75
A0l 4/5 4.67 0.51
A02 4/5 493 0.12
A03 4/5 4.78 0.27
PO1 4/5 4.17 0.54
P02 4/5 4.13 0.31
P03 4/5 4.07 0.56
SR CR ECR

96.62% 12.80% 93.21%

CR, confirmation rate; ECR, error correction rate; SR, success rate.

With respect to the extent to which the students feel that
the system understood them, it is possible to see that the
recognizer had a very good performance. Tactile mode
was perceived as more accurate than oral as expected, but
the oral mode was punctuated very high by the users, with
4.64 over 5 respectively. As can be observed, students felt
that the system understood them better with the multimodal
than with the tactile mode.

The students also felt that the system responses were
comprehensible, especially with the tactile and multimodal
modes. The results of the oral mode were lower probably
because of the quality of the synthesized voice. We used
the Standard English voice provided by Android. The
results were higher when using better synthesizers like the
voices of IVONA TTS. Also with the library catalogue
functionality, sometimes the data of the bibliographical
resources were in languages that differed from the one
selected for TTS which reduced the intelligibility of the
results in these particular cases.

Regarding the interaction rate, it was found adequate in
most cases, though in some cases the participants reported
they were expecting barge-in mechanisms in the oral mode.
The multimodal mode was found very useful to for the
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Table 2: Questionnaire employed for the assessment of the
technical  quality,  didactic  potential,  collaboration,
authenticity and personalization functionalities

Technical quality

TQO1. The application offers enough interactivity.

TQO2. The application is easy to use.

TQO3. It is easy to know what to do at each moment.

TQO04. The amount of information that is displayed on the screen is
adequate.

TQOS. The arrangement of information on the screen is logical.
TQO6. The application is helpful.

TQO7. The application is attractive.

TQO8. The application reacts in a consistent way.

TQO09. The application complements the activities without
distracting or interfering with them.

TQO10. The application provides adequate verbal feedback.
Didactic potential

DPO1. The application fulfils the objective of assimilating the
learning contents.

DPO02. The contents worked in the activities are relevant for this
objective.

DPO03. The design of the activities was adequate for the contents
of the subject.

DPO04. The activities support significant learning.

DPOS. The feedback provided by the agent improves learning.
DPO06. The system encourages continuing learning after errors.
Learning contents

LCO1. The activities were easy to understand.

LCO02. The activities were easy to answer.

LCO03. The application help me to learn new things.

LCO04. The activities are in agreement with the contents learned
at class.

Collaboration

CO01. The application encourages me face-to-face discussion
using my mobile device.

C02. The application encourages online discussion using my
mobile device (e.g., via email, SMS, Skype, social media such as
a Twitter or Facebook ‘conversation’).

Authenticity

AO01. The mobile device is used in a suitably realistic learning
setting.

AO02. The application improves the resolution of exercises and
information access.

A03. The application allows to use your mobile device in a better
way.

Personalization

PO1. The application can be customized according to your
preferences.

P02. The proposed activities can be tailored for you.

P03. The application allows you to control the content and
learning goals of the activities.

students to interact with the system at an adequate pace, as
they could switch between interaction modes. This is in
consonance with the fact that the multimodal mode has
reported the maximum perceived easiness of use.

Generally, the students have not perceived errors during
their interactions in the tactile mode, while in the oral and
multimodal modes more errors were detected though they
did not imply a fail in the interaction and in every case they
could complete the task. In particular, the participants
reported that the multimodal mode was more useful than
the oral mode for reporting errors to the users.
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About the certainty of what to do at each moment of the
interaction, participants felt more security in the multimodal
mode, which also received the better punctuation in the
overall satisfaction as it brings more flexibility to the user.

5.2. Technical quality and didactic potential

The second part of the evaluation was focused on the
assessment of the naturalness, pedagogical potential and
technical quality of the system. The opinion survey
shown in Table 3 was defined for the evaluation taking
into account recent studies for the evaluation of these
important aspects in educative e-learning and m-learning
initiatives (Lucia er al., 2009; Kearney et al., 2015;
O’Bannon and Thomas, 2015; Schmitz et al., 2015). The
responses to the questionnaire were measured on a
five-point Likert scale ranging from 1 (strongly disagree)
to 5 (strongly agree). The students were also asked to rate
the system from 0 (minimum) to 10 (maximum), and
there was an additional open question to write comments
or remarks.

Also, from the interactions of the students with the
system, we completed an objective evaluation of the
application  considering the following interaction
parameters:

Question success rate. This is the percentage of successfully
completed questions: system asks — user answers — system
provides appropriate feedback about the answer;
Confirmation rate. It was computed as the ratio between the
number of explicit confirmations turns and the total of
turns;

Error correction rate. The percentage of corrected errors.

The results of the questionnaire are summarized in
Table 4. As can be observed from the responses to the
questionnaire, the satisfaction with technical aspects was
high, as well as the perceived didactic potential. The
m-learning application was considered attractive and
adequate and the teachers felt that the system is appropriate
and the activities relevant. The global rate for the system
was 8.7 (in the scale from 0 to 10).

From the results of the evaluation, it can be observed that
students positively evaluated the facility of obtaining the
data necessary to complete the exercises and found the
interaction rate suitable. The suggestions that they
mentioned for the improvement of the system include the
correction of system errors and a better clarification of the
set of actions expected by the application at each time.
Another interesting consideration concerns the correlation
between the student background and the rest of scores. We
verified that the questionnaire results are not influenced by
the sample characteristics: user impressions are positive also
when students did not have a previous experience with the
use of m-learning applications.

The students highlighted the fact that the use of the
application helped them to easier understand the contents
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Table 3: Results of the usability assessment

Previous experience using multimodal interfaces

Question Avgerage value
Q1 3.41

Q2 3.27

User understood by the system

Question Avgerage value
Q3 (tactile mode) 4.81

Q3 (oral mode) 4.67

Q3 (multimodal mode) 4.85
System understood by the users

Question Avgerage value
Q4 (tactile mode) 493

Q4 (oral mode) 391

Q4 (multimodal mode) 4.51
Interaction rate

Question Avgerage value
Q5 (tactile mode) 3.65

QS5 (oral mode) 2.87

Q5 (multimodal mode) 4.79
Easiness of the interaction

Question Avgerage value
Q6 (tactile mode) 4.34

Q6 (oral mode) 3.65

Q6 (multimodal mode) 4.84
Absence of errors

Question Average value
Q7 (tactile mode) 4.82

Q7 (oral mode) 3.81

Q7 (multimodal mode) 4.46

Certainty of what to do at each moment

Question

Average value

Q8 (tactile mode) 4.02
Q8 (oral mode) 4.40
Q8 (multimodal mode) 4.84

Global satisfaction with the system

Maximum value

Minimum value

Standard deviation

5 1 1.32

5 1 1.53
Maximum value Minimum value Standard deviation

4 5 0.38

4 5 0.48

4 5 0.36
Maximum value Minimum value Standard deviation

4 5 0.28

3 5 0.71

4 5 0.49
Maximum value Minimumvalue Standard deviation

3 5 0.64

2 5 1.06

3 5 0.52
Maximum value Minimum value Standard deviation

3 5 0.56

3 5 0.69

3 5 0.37
Maximum value Minimum value Standard deviation

4 5 0.47

2 5 1.02

4 5 0.52
Maximum value Minimum value Standard deviation

3 5 0.46

3 5 0.63

4 5 0.37

Question Average value Maximum value Mininum value Standard deviation
Q9 (tactile mode) 4.43 4 5 0.49
Q9 (oral mode) 3.67 3 5 0.76
Q9 (multimodal mode) 4.85 4 5 0.38

1, worst; 5, best evaluation

of the subject. Students also positively evaluated the
personalization functionalities of the application by means
of the possibility of not only adapting the configuration
options related to the interaction, but also for the
customization of content and proposed activities based on
the previous uses of the application. This point was found
as a very important aspect related to the students’
satisfaction and involvement in the educative experience.
The students were very satisfied with the experience, not
only because it facilitated learning but also because it was
amusing for them. Additionally, the marks obtained in the
partial assessments improved with respect to previous three
years in which the m-learning application was not used.
Although the results were very positive, in the open
question the students also pointed out desirable
improvements. One of them was to make the system listen
constantly instead of using the push-to-talk interface.
However, we believe that this would cause many recognition
problems, taking into account the unpredictability of
environments in which the application can be used.
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Although the students liked the amount of options and tools
that they had at their disposal to work in the application, for
some of them it had a negative effect as sometimes they felt
disoriented. Despite these minor negative impressions, a
majority of students said that they would repeat the
experience for other courses.

The results of the objective evaluation for the described
interactions show that the developed application could
interact correctly with the users in most cases, achieving a
question success rate of 96.62%. Additionally, the
approaches for error correction by means of confirming or
re-asking for data were successful in 93.02% of the times
when the speech recognizer did not provide the correct
answer.

6. Conclusions and future work

The ubiquity, flexibility and increasingly diverse capabilities
of mobile devices have created considerable interest from
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Table 4: Questionnaire designed for the usability assessment of the application

Previous experience using multimodal interfaces

QI. Assess on a scale of 1-5 your previous experience using
voice interfaces.

Q2. Assess on a scale of 1-5 previous experience using
multimodal interfaces.

Understanding of user responses

Q3. How well did the system understand you?
Understanding of system responses

Q4. How well did you understand the system messages?
Interaction rate

Q5. In your opinion, the interaction rate was...

Difficulty level using the system

Q6. Indicate the difficulty level of the system.

Presence of errors

Q7. Have you noticed errors during the interaction?
Certainty of what to do at each moment

Q8. Was it easy to decide what to do after each system turn?
Global satisfaction with the system

Q9. In general, are you satisfied with the system?

(1="Low’, 5="High’)

(1="Low’, 5="High’)

Never, Seldom, Sometimes, Usually, and Always
Never, Seldom, Sometimes, Usually, and Always
Very slow, Slow, Suitable, Fast, Very fast

Very difficult, Difficult, Normal, Easy, Very easy
Never, Seldom, Sometimes, Usually, and Always
Never, Seldom, Sometimes, Usually, and Always

Very dissatisfied; Dissatisfied; Satisfied; Quite satisfied; Very satisfied

educators in using them to enhance pedagogy with m-
learning initiatives. Multimodal interactive systems offer
users combinations of input and output modalities for
interacting with these devices, taking advantage of the
naturalness of speech. Different vendors offer APIs for the
development of applications that use speech as a possible
input and output modality, but developers have to design
ad-hoc solutions to implement the interaction management.

In this paper, we have demonstrated the feasibility to use
a general-purpose conversational framework to develop
context-aware m-learning multimodal systems that can be
easily integrated in hand-held Android mobile devices. The
framework is comprised of an architecture in which different
systems and modules cooperate to provide adapted services,
and a representation mode for knowledge sharing between
the components of the architecture. By means of our
framework it is possible to develop multimodal interfaces
that are a useful alternative to graphic user interfaces for
mobile devices, allowing the use of other communication
as an alternative to tapping through different menus.

To show the pertinence of our proposal, we have
implemented an evaluated an Android m-learning app that
provides practical educative exercises to promote
independent learning and self-assessment. The application
improves the interaction to solve the proposed exercises,
personalizes the selection of the different learning activities
considering the student’s preferences using the system and
their previous uses, and allows the provision of immediate
feedback by means of the automatic assessment of the
learning activities. The application also allows students to
provide a first-person view of their activities to their
classmates, record all learning interactions and instruction
for replay and reflective reprocessing, and for professors
collecting assessment data and monitoring and assessing
student performance. We also provide context-aware
information and services related to University Digital
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Libraries. To develop this system we have defined the
complete requirements for the task and developed the
different modules, and the necessary information to be
incorporated for user’s adaptation.

We have completed an evaluation of the developed
application to assess the benefits of the multimodal
interaction. To do this, the users employed the system with
visual only, voice only and multimodal modes. The results
show that the maximum satisfaction rates were achieved
by the multimodal mode, as the users were able to switch
between modalities and found this flexibility very useful.
We have also assessed the naturalness, pedagogical
potential and technical quality of the application. The
results of this evaluation show a high satisfaction with
technical aspects, as well as the perceived didactic potential.

We are currently undergoing the next phases in the
deployment of the application. First, we want to conduct a
more comprehensive evaluation of the system’s
functionalities during the next academic courses. We also
plan to study the effect of using different pedagogical
approaches that are adapted to different learning styles
and use the student responses to generate models of frequent
mistakes to provide more detailed automatic feedback to
students and teachers. In addition, we are interested in
studying the benefits that could be derived from including
additional features in the user intention recognition model
related to the user emotional state. With the results of these
activities, we will optimize the system and make it available
in Google Play.
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