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Abstract

Most existing studies are focused on popular languages like English, Spanish, Chinese,
Japanese, and others, however, limited attention has been paid to Urdu despite hav-
ing more than 60 million native speakers. In this paper, we develop a deep learning
model for the sentiments expressed in this under-resourced language. We develop
an open-source corpus of 10,008 reviews from 566 online threads on the topics of
sports, food, software, politics, and entertainment. The objectives of this work are bi-
fold (a) the creation of a human-annotated corpus for the research of sentiment anal-
ysis in Urdu; and (b) measurement of up-to-date model performance using a corpus.
For their assessment, we performed binary and ternary classification studies utilizing
another model, namely long short-term memory (LSTM), recurrent convolutional neu-
ral network (RCNN) Rule-Based, N-gram, support vector machine, convolutional neu-
ral network, and LSTM. The RCNN model surpasses standard models with 84.98%
accuracy for binary classification and 68.56% accuracy for ternary classification. To
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. . ) facilitate other researchers working in the same domain, we have open-sourced the
Department of Computing and Mathematics,

Manchester Metropolitan University,
Manchester, UK

corpus and code developed for this research.
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1 | INTRODUCTION

With the worldwide web's increasing adaptation, social media networks have become a critical means of sharing knowledge and contact across
the globe (Borgman et al., 2019; Yu et al., 2020; Sarwar et al., 2021). The world wide web has transformed into a dynamic collection of user and
corporate generated contents, where anyone can contribute (Hassan et al., 2017; Muneer et al., 2019). Millions of users use blogs, fora and social
networking websites to express their views about personalities, events, places, and products (Edara et al, 2019; Jahangir et al., 2017). Sentiment
analysis (SA) is of great importance in providing an understanding of people's attitudes and giving insights into the behavioural analysis (Martinez-
Camara et al., 2014; Hathlian & Hafez, 2017; Liu et al., 2019). It is beneficial both in discouraging the spread of misinformation from extremist ele-
ments and in promoting commercial interests (Alotaibi et al., 2020). It is used to understand customers' behaviours for devising marketing
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strategies. Moreover, customer service, campaign success and product dissemination can be improved by analysing the sentiments (Asghar
et al., 2019; Asghar et al., 2018; Hassan & Haddawy, 2015; Jarwar et al., 2017; Lee et al., 2019).

SA is referring to the subjective interpretation behind a user's phrase. It uses the techniques of natural language processing computa-
tional linguistics, text analysis, and machine learning (ML) to determine whether the term is positive, negative, or neutral (Imran et al., 2018;
Melo et al., 2019; Smieja et al., 2019). SA s also used in opinion mining for determining the attitudes of people towards products, places, and
other entities. The significance of SA can be appreciated by our need to know the attitudes of people towards various issues (Alotaibi et al.,
2020). More recently, the methods around SA have attracted the interest of practitioners with advancements in technology and the wide-
spread use of social networking websites and online marketing (Arshad et al., 2019; Safder et al., 2018; Safder et al., 2017; Sarwar &
Hassan, 2015). For instance, in the US presidential elections 2012, the Obama administration used SA to gauge public opinion to campaign
messages and policy announcements. Moreover, companies can improve their reputation by determining customers' satisfaction or dissatis-
faction towards their products and services using SA. Furthermore, SA is important in forecasting marketing trends through the sentiments
extracted from news, blogs, and fora. Many organizations are affected by comments on social media and blogs. They depend on client reviews
and try to incorporate the application of SA into their systems to get its benefits (Nagarajan & Gandhi, 2019; Safder & Hassan, 2018; Sarwar &
Nutanong, 2016; Shardlow et al., 2018; Zheng et al., 2019). The primary requirement in carrying out SA efficiently is the availability of a cor-
pus. It is the key in understanding how sentiments are conveyed on various fora, blogs or websites. The purpose of a corpus in SA is to train
the machine learning models with high accuracy. Unfortunately, most of the corpora available as a resource for SA are in English or other pop-
ular languages (Ananiadou et al., 2013; Batista-Navarro et al., 2013; Hassan et al., 2020; Hassan et al., 2020; Hassan et al., 2017; Lim-
konchotiwat et al., 2020; Sarwar et al., 2020).

Urdu is a member of the Indo-Aryan language family. Urdu is the national language of Pakistan and is widely spoken in the Indian subconti-
nent. It uses Arabic script in cursive format (Nastaliq style) with the segmental writing system. Specifically, the Urdu language is based on an
‘abjad’ system where the long vowels and consonants are necessarily written while the short vowels (diacritics) are optional. It is a bidirectional
language where the numerals are written from left-to-right, while the characters are written from right-to-left. When characters are joined to
make the words, they develop different shapes based on the context. Specifically, a character can have a maximum four shape variants known as
initial, medial, final and isolated. The characters that can develop all four shapes are known as joiners, while the characters that can only have two
shapes (final and isolated) are known as non-joiners. A large number of online resources, such as blogs and various websites, enable users to
express their views or opinions in Urdu. In addition, a significant number of people worldwide, particularly in Southwest Asia, use Urdu to interact
in real life and on social media sites such as Twitter and Facebook (Asghar et al., 2019; Sarwar et al., 2018; Sabah et al., 2019; Sarwar et al., 2020).
The challenge of performing SA in Urdu has not been thoroughly explored due to its grammatical and morphological characteristics. Nonetheless,

implementations for SA in Urdu are still limited, primarily because of the following challenges.

o Lack of consideration. The present internet resources are preponderated by popular languages like English, Chinese, Spanish and others. There-
fore, these prevalent languages have been the primary academic subject in recent decades. Moreover, the inimitable obstacles raised by the
inherent features of Urdu have impeded the delayed study interests for the Urdu script.

o Differences from other languages. There are numerous intrinsic differences between Urdu and other popular languages, making the existing
Sentiment Analysis techniques inapt to Urdu. For instance, lack of capitalization, grammatical and morphological characteristics, and free word
order.

e Lack of a large Sentiment Analysis corpus. While few Urdu SA corpora have been created yet either these corpora are not openly accessible or
not as huge as other popular languages. Hence, it is impeding the developments and assessment of Urdu SA techniques.

Contributions of this investigation:

1. Thus, keeping all the above narrated challenges in the view, this study aims to contribute a large benchmark corpus for SA of Urdu, hereafter
called the SAU-18 Corpus. This proposed corpus was constructed by collecting 10,008 reviews from various domains, including sports, food,
software, politics, and entertainment. Human annotators manually tagged the reviews into positive (n = 3662), negative (n = 2619), and neu-
tral (n = 3727) categories.

2. We demonstrate how the SAU-18 corpus can be used for Urdu SA growth and evaluation. It is expected that the SAU-18 corpus will help
(a) promote research in Urdu, a language which is under-resourced; (b) to make a clear comparison of contemporary SA methods in Urdu; and
(c) create and test new methods in Urdu SA.

3. We present a solution that relies on a state-of-the-art deep learning model. We performed comprehensive experimental studies to compare
our solution against the competitive methods.

The remainder of the paper is arranged as follows; Section 2 introduces a formal literature review followed by a thorough debate on the gen-
eration of corpus (see Section 3). The Section 4 focuses on the characteristics of the corpus. Section 5 discusses the employed approaches for the
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task of SA. Section 6 discusses results and the evaluation of employed deep learning model with classic machine learning and deep learning
models. Eventually, the paper is completed and guidance for the future is given in the Section 7.

2 | LITERATURE REVIEW

Recent years have seen an overwhelming research on sentiment analysis and opinion mining. Additionally, enormous reports and competitions
have been carried out to develop benchmark corpora and techniques for SA. Therefore, we categorize the related work into three sections; the
first section presents the details of different corpora developed for open competitions. The second one discussed machine learning techniques
developed for SA. The last section covers the studies and techniques designed for Urdu SA.

2.1 | Benchmark corpora

Efforts have been made in literature to establish SA benchmark corpora, the most conspicuous being the series of SemEval competitions.* These
competitions have helped us in understanding the semantics of various natural languages. Different tasks are set at each competition, using multi-
ple corpora to evaluate semantic analysis systems. Which have resulted in a range of standard corpora along with the contemporary SA tech-
niques. Such corpora were developed specifically for English and Arabic (Kiritchenko et al., 2016).

Each year SemEval generates corpora of different sizes and characteristics from multiple data sources. Twitter and SMS datasets were
included in the 2014 version. The Twitter dataset made up about 15,000 tweets, and the SMS dataset consisted of about 2000 messages. The
tasks 4 and 9 were related to SA. The interest in SA grew over time, as in 2015 four tasks (9-12) were related to SA. In 2016 tasks 4-7, in 2017
tasks 4-8, in 2018 tasks 1-3, in 2019 tasks 3-6 and finally in 2020 tasks 7-10 were related to SA or related topics (Ayata et al., 2017; Nakov
et al., 2016).

In addition to SemEval competitions, SA was also run for other languages such as Indonesian, Korean, Italian and German. The Korean corpus,
KOSAC, comprises of approximately 8000 sentences chosen from the annotated Sejong corpus newspaper papers using Korean subjectivity
markup language (Jang et al., 2013). A corpus for German product reviews was assembled by securing Amazon product reviews using Amazon's
review parser.2

Growing sentences in the corpus are annotated based on their specific frame of reference. Sixty-three thousand sixty-seven sentences
were derived from different commodity domains (Boland et al., 2013). Using the Twitter Streaming API, an Indonesian tweet corpus con-
sisting of 5.3 million tweets was developed. The deployed model used the Tweets geo-location to process tweets in Indonesian
(Wicaksono et al., 2014). In addition, an Italian corpus composed of 2648 movie-related sentences has been established for aspect-based
SA (Sorgente et al., 2014).

2.2 | Sentiment analysis techniques

The literature has suggested different approaches for SA (Khan et al., 2016; Aung et al., 2019; Masood et al., 2020, Osmani et al., 2020, Basiri
et al., 2020). Turney (2002) developed an unsupervised methodology for the semantic interpretation of the film genre entitled Thumbs up or
Thumbs down. The proposed approach emphasizes on determining which particular polarities of the phrases have adjectives or adverbs. Another
approach used artificial neural networks with recursive least squares back-propagation training algorithm for SA (Safder et al., 2020; Safder &
Hassan, 2019). In the SemEval 2014 edition, Wagner et al. (2014) used both unsupervised (a rule-based approach) and supervised (support vector
machine [SVM]) machine learning for SA. They developed a rule-based method to identify polarity in feelings using a lexicon and then turned
them into features used by supervised machine learning algorithms.

Likewise, in the SemEval 2016, Kiritchenko et al. (2016) used three supervised machine learning algorithms random forest (RF), Linear Regres-
sion and Gaussian Regression to provide a score between 0 and 1 indicating the term's strength of association with the positive sentiment. These
scores were evaluated through usage of Kendall's rank correlation coefficient and Spearman's rank correlation. Moreover, in SemEval 2017, two
systems were deployed for classification (Ayata et al., 2017). The first one was based on word embeddings for the feature representation and clas-
sification of tweets, using SVM, RF and Naive Bayes (NB). The second module focused on long short-term memory (LSTM), which uses word
indexes to describe features as input sequences. In addition, Dos Santos and Gatti (2014) and Attardi and Sartiano (2016) proposed a deep con-
volutional neural network that uses phrase-level information to perform SA. El-Beltagy et al. (2017) used a series of Convolutional Neural Net-
work, Multilayer Perceptron and Logistic Regression models for the classification and tweet quantification of the subject-based message polarity.
Ali et al. (2019) proposed a Word2Vec model with a fuzzy ontology-based semantic knowledge in order to improve the transportation features
extraction task and text classification using Bidirectional LSTM approach. Fuzzy ontology help describe the semantic knowledge about entities,
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features and their relation in transportation domain. Moreover, in order to store and analyse healthcare data and improve the classification accu-
racy Ali et al. (2020) developed a healthcare monitoring system which relies on the cloud environment and a big data analytics engine. This engine
relies on ontologies, data mining methods and Bi-LSTM. Li et al. (2020) proposed conversational sentiment analysis system which is faster, com-
pact and parameter-efficient. This system relies on a generalized neural tensor block which is followed by a two-channel classifier and is designed

to perform sentiment classification and context compositionality, respectively.

2.3 | Sentiment analysis for Urdu

Researchers have also attempted to establish corpora and methods for Urdu sentiment analysis (Mahmood et al., 2020; Mukhtar et al., 2018).
Nevertheless, SA's task in the Urdu language was not discussed in detail. Syed et al. (2010) performed SA in Urdu, focused on lexicons. The pro-
posed technique worked in two phases: 1st for creating a sentiment annotated lexicon, then making a classification model which would process
alongside classify text. A dataset of 753 reviews (361 positives and 392 negatives) was used for experimentation, comprising 435 movie reviews
and 318 product reviews. The intended approach was based on the identification and extraction of senti-units, using shallow parsing, to identify
words that convey the sentiment of the whole sentence.

Almas and Ahmad (2007) applied SA on financial trading texts for English, Arabic, and Urdu. For Urdu, a 1.03 million token corpus was devel-
oped; comprising financial news items published between 2006 and 2007 in a major daily newspaper in Pakistan. To identify sentiments for text,
they used a local grammar, constructed using a bottom-up approach. Moreover, a classification mechanism was proposed to distinguish subjective
sentences from objective sentences, using linear SVM and the vector space model. The corpus was obtained from BBC Urdu and parsed using an
in-house HTML parser to produce cleaned data. The sentences were annotated according to the Multi Perspective Question Answering standards
set for English® (Mukund & Srihari, 2010).

Mukund et al. (2011) used sequence kernels to identify opinion entities in an Urdu corpus consisting of news articles from BBC Urdu.* Firstly,
they constructed opinion-entity candidates and combined them with opinion expressions to generate candidate sequences. Secondly, they used
SVM with a combination of linear and sequence kernels. Structural correspondence learning was also used in another work to move SA learning
from Urdu newswire data to Urdu blog data. Furthermore, they validated their approach by using machine learning algorithms (Mukund &
Srihari, 2012).

Rajput (2014) constructed an annotation framework to annotate Urdu texts. The framework used a domain-specific ontology created manu-
ally using the domain knowledge and context keywords. Their corpus constituted 350 online car advertisements obtained from a popular Urdu
newspaper Jang.®> Additionally, Syed et al. (2014) proposed a lexicon-based classification approach for Urdu data SA by extracting senti-units.
Each sentence was divided into the source, senti-unit (appraisal) and the target of the appraisal. Each sentence was associated with its target to
avoid misclassification. Zafar et al. (2016) performed SA on tweets corpus of controversial topics in Pakistan. Using Twitter Streaming, a data col-
lection of around 6000 random Twitter users across Pakistan was obtained. API. Hashtags from tweets on four controversial topics covering
media, foreign policy, politics, and religion were used to collect tweets. Furthermore, a retweet graph was constructed from the data, which was
further divided into two communities.

Rehman and Bajwa (2016) attempted to build a lexicon-based SA using a publicly available lexicon consisting of 2607 positive and 4728 nega-
tive sentiment words. The polarity of a sentence was calculated using the tokens of the comment and the sentiment lexicon. The corpus was gen-
erated by extracting data from Urdu news websites® and user opinions from a blog.” Khan et al. (2017) conducted SA in Urdu using an English
lexicon. For this purpose, four sentiment lexicons were built from four English lexicons: Affective Norms for English Words; English lexicon devel-
oped by Finn Arup Nielsen; SenticNet; and National Research Council Canada (NRC) Word-Emotion Association. Each lexeme in each lexicon was
translated into Urdu using Google Translator. The results showed that the NRC Word Emotion Association Lexicon gave better results, with
60.24% accuracy.

Mukhtar and Khan (2018) carried out an Urdu SA study using three supervised machine-learning techniques: decision trees (DT), K-nearest
neighbours (KNN) and SVM. The results were compared and improved using feature extraction. It was observed that KNN performed better than
SVM and DT. The dataset used for this purpose was constructed from 14 topics and was annotated by two annotators. Hassan and Shoaib (2018)
used a method of analysing sub-opinions in Urdu text to determine the overall polarity of a sentence. For this purpose, two datasets were col-
lected: the first consisted of 443 reviews related to cars and cosmetics and the second consisted of 401 reviews related to electronic appliances.
In comparison to the baseline bag-of-words technique, their proposed method increased precision by 8.46%, recall by 37.25% and accuracy
by 24.75%.

Note that Urdu is an under-resourced language lacking publicly available corpora and lexicons. It has morphological complexity that makes SA
for Urdu more challenging. Riaz (2007) stated that very few researches in the Information Retrieval (IR) community have focused on the chal-
lenges in Urdu stemming and many of the techniques developed for SA in other languages are not applicable to Urdu. Moreover, existing anno-
tated corpora are not large enough, cover only a few topics and have binary classes (positive and negative). The lack of large-scale resources is a
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significant obstacle in carrying out research on SA in Urdu. Therefore, in this paper, we present a novel contribution by generating an Urdu lan-
guage corpus of data covering five topics extracted from multiple social media platforms. We classify data into three classes: positive, negative,
and neutral. Besides, we have applied a state-of-the-art deep learning method (RCNN) on this corpus. Recurrent convolutional neural network
(RCNN) has not been used in Urdu for SA, to the best of our understanding.

3 | CORPUS GENERATION

This segment discusses the measures involved in developing the SAU-18 Corpus including raw data processing, annotation method (annotation
guidelines, annotations and inter-annotator agreement), corpus standardization and corpus characteristics.

3.1 | Datacollection

We collected data from online websites in order to create a gold standard SAU-18 corpus for Urdu SA that provides free access to its contents.
The main reasons for selecting online data repositories are: (a) they are free and readily available; (b) data scrapping is not prohibited from their
platforms (c) since Urdu is an under-resourced language, therefore it is difficult to collect a large amount of data from online resources; (d) text on
online websites is available in a digital format that is easy to use for corpus generation; and (e) reviews are available for various genres, which
helps to create a more realistic and challenging benchmark corpus. In our case, the data was gathered from genres which are popularly discussed
and have wide coverage such as dramas, films, along with chat shows; meals in addition to ingredients; politics; sports; plus apps, websites, semi-
nars, together with tools.

The research team manually extracted the reviews from websites mentioned in Table 1. This data is publically available; therefore, it does not
come under any violation in terms of services of these websites. A total of 10,008 reviews were collected from 566 online threads. Initially, each
review (a collection of sentences) was stored in an Excel file, along with the following information: (a) review ID; (b) review theme; (c) the review's
URL; (d) the date of compilation; and (e) annotation tag. The corpus was later also translated into XML format.

3.2 | Annotation process

This section explains the annotation process, including the preparation of the annotation instructions, the manual annotation of human annota-
tor's feedback and the calculation of the inter-annotator agreement (IAA).

3.2.1 | Annotation guidelines
Firstly, we prepared the annotation guidelines and separated sentences from each review. Next, we tagged each sentence of the review. The

polarity of each sentence was calculated by applying the criteria for the annotation, adapted from those of the different current corpora for SA as
mentioned below. Table 2 provides several instances of reviews of a positive, negative and neutral type.

TABLE 1 Web sources of data collection

Genre Sources No of reviews

Films, chat www.reviewit.pk, www.tweettunnel.com, www.urduweb.org, www.dramasonline.com, www.dailydose.pk, 2000 Reviews
shows, plays www.fashionuniverse.net, www.hamariweb.com, www.zemtv.com, www.siasat.pk

Meal and www.urduweb.org, www.paksitan.web.pk, www.friendskorner.com, www.facebook.com, www.kfoods.com 1507 Reviews
Ingredients

Civics www.siasat.pk, www.twitter.com 2000 Reviews

Apps, forums, www.baazaug.blogspot.com, www.dufferistan.com, www.mbilalm.com, www.urduweb.org, www.urdupoint. 2501 Reviews
gadgets com, www.itdarasgah.com, www.urdudaan.blogspot.com, www.itforumpk.com, www.itdunya.com,

www.achidosti.com, www.mobilesmspk.net, www.tafrehmella.com, www.sachiidosti.com

Games www.urduweb.org, www.tafrehmella.com 2000 Reviews
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TABLE 2 Examples of the negative, positive, and neutral review instances

Examples of the positive review (translation) Examples of the negative review (translation) Examples of the neutral review (translation)

(it's a good attempt) (there are errors in the software) (I think it will rain during the match)
(Very interesting app) (This plugin is not functional with Wordpress) (I have watched Shawshank redemption)
(Congratulations) (This is not working) (National game of Pakistan is hockey)

e Positive rules:
o A sentence is classified as positive if it communicates a good feeling about all the terms of the aspect or the context on which the statement
is made (Pontiki et al., 2016).
o If a sentence expresses both neutral and positive sentiment, then positive feeling overcomes over the neutral one. This phrase is declared
as a good sentence.
o Agreements and approvals are labelled positive (Abdul-Mageed & Diab, 2012).
o lllocutionary Speech Acts-actions such as apology, gratitude, appreciation and a constructive statement (Abdul-Mageed & Diab, 2012).
o Negative rules:
o A statement is defined as negative because it communicates a bad feeling about the word element (Maynard & Bontcheva, 2016).
o If the sentence contains more negative terms and fewer positive ones, it is known to be negative.
o Direct un-softened disagreements are considered as negative (Abdul-Mageed & Diab, 2012).
o Banning, bidding, penalizing and evaluating makes derogatory sentences (Rehman & Bajwa, 2016).
o When a negative word comes with a positive adjective, then the sentence is considered as negative (Ganapathibhotla & Liu, 2008).
o If a simple negation happens without a positivity or negativity in a sentence, then it is called a negative sentence.
e Neutral rules:
o When a sentence includes some truthful details than it is marked as neutral (Boland et al., 2013).
o When in a sentence, thought is exchanged, then it is marked as neutral (Boland et al., 2013).
o Terms such as possibly (shayad) minimize the degree of certainty and liability; thus, these words are called neutral (Abdul-Mageed &
Diab, 2012).
o A phrase with many attributes and sources that convey both positive and negative attitudes or emotions is defined as neutral (Pontiki
etal., 2016).

3.22 | Annotation and inter-annotator agreement

We conducted manual annotation on sentence-level for each review with the help of three independent annotators (A, B and C). The annotators
were all graduates, Urdu native speakers and acquainted with SA's mission. The annotation process was carried out in two steps. In the first step,
an initial set of 100 reviews was manually annotated by Annotators A and B on a sentence level, using the annotation guidelines. Conflicting pairs
were discussed, and the annotation guidelines were duly revised. The updated annotation guidelines were used by Annotators A and B to anno-
tate the sentences from the remaining 9908 reviews. Following annotation of the entire corpus, Annotator C annotated the contrasting sen-
tences. In order to measure the IAA, we computed a standard metric such as Cohen's Kappa (Artstein & Poesio, 2008; Cohen, 1960) to evaluate
the quality of the annotated data. Note that IAA simply computes the agreement between annotators; while Cohen's Kappa also added a chance
adjustment to determine how much better the annotators did than chance (see Equation (1)).

Pr(a) —
Coherls Kappa = 1-Pr(e) 1)

Although Pr(a) is the probability of consensus between the two annotators, Pr(e) is the possibility that the two annotators decide by
chance. In our case, we found 0.66 Cohen's Kappa score. Furthermore, we also computed the IAA percentage by simply calculating the agree-
ment between annotators and achieved a 78.01% IAA score. These scores are good, considering the differentiation between the three classes.
This also highlights the fact that the annotation guidelines were well defined and adhered to by the annotators during the annotation process.
Our conflict review found that most conflicts existed when differentiating between the positive and neutral classes (11.01%) and the negative
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and neutral classes (7.79%). Also, note that we have a verbal consent of annotators to use this dataset without any restrictions. Annotations
are the co-authors of this study as well.

4 | CORPUS CHARACTERISTICS AND STANDARDIZATION
Our proposed SAU-18 Corpus comprises 10,008 Urdu reviews: 36% positive instances; 26% negative instances; and 37% neutral instances, as

seen in Table 3. From these statistics, it can be noted that our proposed corpus comprises a good class balance. Also, SAU-18 Corpus is free and
publicly available for research purposes.®

5 | DATA AND METHODS
This segment demonstrates the implementation of a deep learning model named RCNN (Lai et al., 2015; Safder & Hassan, 2019) using SAU-18

corpus. Two methods were used to test the model: binary classification, and ternary classification. The following sections describe the dataset
details for the experiments, the applied techniques, the evaluation methodology and finally the evaluation measures are discussed.

5.1 | Datasets

The datasets used to conduct experiments of SA belong to five genres as mentioned in the above section. For the binary
classification, we only withdraw and segmented the positive and negative reviews from our dataset. For ternary classification, we identified
reviews in the positive, negative, and neutral classes of the dataset. The explanations of the datasets used for the two experiments are given in
Table 4.

5.2 | Employed approaches

This section contains the detail of the RCNN model that we deployed on our SAU-18 corpus along with details of the rule-based and N-gram

based techniques used for the comparative analysis.

TABLE 3 Corpus statistics of Urdu dataset

Type Statistics

No of positive reviews 3662 reviews
No of negative reviews 2619 reviews
No of neutral reviews 3727 reviews
Total no of tokens 175,399 tokens
Total no of types 16,487 types
Minimum length of reviews 1 word
Maximum length of reviews 208 words
Average length of reviews 18 words

Total no of reviews 10,008 reviews

TABLE 4 Dataset split for sentiment analysis experiments

Dataset Class Train set Test set
Binary classifier 2 (positive and negative) 5024 instances 1257 instances

Ternary classifier 3 (positive, negative and neutral) 8000 instances 2008 instances
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521 | Main method: Deep sentiments by recurrent convolutional neural network

Firstly, we performed pre-processing on review sentences to remove any junk characters that may come during data parsing. Afterward, the pre-
processed sentences are fed to the RCNN model that classify them either positive or negative for binary classification and positive or negative or
neutral for ternary classification (see Figure 1). Lai et al. (2015) have published detailed information on RCNN, its development, learning, and eval-
uation. Briefly, the RCNN model is a combination of the recurrent neutral network (RNN) and convolutional neural network (CNN) model. RNN
has the ability to analyse word-by-word text and to store text contextual information in a hidden layer. It is called a biased model, though, because
it prefers recent words, and this may influence a text's semantics. CNN was intended to address the drawback. CNN extracts relevant and valu-
able words in a text through a max-pooling layer utilizing a fixed convolutional kernel-like fixed window size, which makes learning more difficult.
The RCNN model was then implemented to address the shortcomings of both RNN and CNN versions.

This model's main idea is to construct a representation of a word by adding a bi-directional RNN followed by the max-pooling layer. The
actual word description comprises of the left context, resulting from the forwarding of RNN, the word embedding and the correct context,
derived from the backward RNN. This unique property helps to perform much better than conventional neural network models that use a lesser
part of the information about a text. The following are the architectural details of the deployed RCNN model.

a(wy) :f((W'>C| (Wi—1)+<‘/VSI) e(fol)) (2)

¢ (wi) =fF(W"ewiz1) + (W )e(wi1)) @)

¢(w)) is defined here as the left context of the word w; and c,(w;) as the right context of the word w;. The left and right meaning of a term w; is
determined using Equations (2) and (3) where e(w;_4) is the word embedding of the word w;_4, which is a vector of real value. ¢|(w;_1) is the left
context of the preceding word w;_4.

W' is a matrix that converts the hidden layer into the next layer hidden up. W* is a matrix that blends the current word semantics with the left
meaning of the next word. f is a non-linear activate function. The meaning on the right side c,(w;) is also measured in a similar way as shown in
Equation (3). The meaning matrix incorporates the semantics of both left-and right-side contexts. For instance, at Figure 1, ¢;(wg) encodes the
left-hand meaning semi context from word wq to wg.

Equation (4) defined the word w;, which is the concatenation of the left- context vector ¢;(w;), the word embedding e(w;), and the right-
context vector c{w;). It's Equation (4) introduces the final input vector x; for term w; which is then passed into a regular layer where a linear trans-

formation is used to it along with the tanh function.

xi= (W) :ewi);cr (W) (4)

The resultant vector y represents a semantic vector having the most useful textual features used for the text representation. When all word
representations are determined, a max-pooling layer is used, as seen in the Equation (5).

){.1) = max"[tanh(W(i)x,- +b(1))] (5)

FIGURE 1 Overview of our deep sentiment recurrent convolutional neural network architecture: The pre-processed Urdu sentences are fed
to the recurrent convolutional neural network (RCNN) model that classify them either positive or negative for binary classification and positive or
negative or neutral for ternary classification

"[1202/90/8T] & [1SLT1ASXS/TT11°01/4Pdo/10P/ - TE0'€80°0L 1 61 - Ausioatup) uepjodonay 1)saydueN] Aq pajud



SAFDER ET AL.

5 Binary Classification b Ternary Classification
—— Training Accuracy —— Training Accuracy
—— Test Accuracy ~— Test Accuracy
0.94 0.9
— o=
0.8 1 0.8+
5071 0.7 1
= o o
- | 3
o o
2061 <0.61
0.5 1 0.54
0.4 4 0.4
0.3 T T T T T T T 03 : s ; : : ; :
0 5 10 15 20 25 30 ' 0 5 10 15 20 25 30
# Epochs # Epochs

FIGURE 2 Recurrent convolutional neural network (RCNN) model training accuracy for binary and ternary classification: The x-axis shows the
epochs and Y-axis represents the training accuracy

Note that the max-pooling layer takes the most important features of each word representation. The max function is an element-wise func-
tion which takes as much as possible from all the elements of a word representation i. The last part of the model is output layer y*, a fully con-
nected layer of the neuron, is then finally passed through softmax activation function which converts the output numbers into probabilities as
shown in Equation (6).

2
P (yé ))
p(i)ii

iexp(yf‘;)
k=1

One of the most appealing features of the aforementioned model is that it will retain longer contextual details and produce less noise. Hence
it is considered useful for languages with low resources. Furthermore, we have fine-tuned the model parameters such as learning rate = 0.001 for
Adam optimizer, word embedding vector size = 50, neurons in hidden layers = 1000, size of context vector =1000.

Figure 2 displays our RCNN model's training accuracy for the Binary and Ternary classification for 30 epochs to reflect the model's behaviour
during training and validation testing. The x-axis shows the epochs and Y-axis represents the training accuracy. We observed that the training
accuracy gradually increased to become stable for the rest of the epochs.

5.2.2 | Baseline methods

Rule-based approach

The rule-based approach that we aim to explore in our study utilizes a manually constructed Urdu lexicon that lists 1000 words, half
positive words, and half negative words. These lexicons were generated by randomly choosing 300 sentences from the entire corpus
while extracting only the positive and negative words. The sentiment of a sentence is determined by the tokens of the review and the
lexicon generated. Firstly, the sentence is tokenized, and the polarity of each token is analysed by matching it with the polarity of the word in the
lexicon. Secondly, the individual polarities of the tokens are established as positive or negative. Lastly, the overall sentiment of the sentence is
determined by weighting negative or positive indications. Furthermore, we consider the following three rules when determining the sentiment of

a sentence:

o If a sentence has a number of positive words than negative words, it is considered as a positive sentence with polarity equals to 1.
o If a sentence has more negative words than positive words, it is considered as a negative sentence with polarity 2.
e |If numbers of positive and negative words are equal in a sentence, we consider it as a neutral sentence with polarity equals to 0.
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The proposed pseudo-code for the Rule-based approach is shown in Algorithm 1.

Algorithm 1
1 procedure RULE-BASED USING URDU LEXICON(ARGS)

2 PositiveCounter = 0
3 NegativCounter = 0
4 Sentiment = null
5 for each word in the lexicon do
6 if word = negative then
7 positiveCounter = positiveCounter+1
8 end if
9 if word = negative then
10 negativeCounter = negativeCounter+1
11 end if
12 if word is not in Lexicon then
13 word = Neutral
14 end if
15 end for
16 overAllPolarity = positiveCounter - negativeCounter
17 if overallPolarity >0 then
18 Sentiment = Positive
19 endif
20 if OverAllPolarity <0 then
21 Sentiment = Negative
22 endif
23 if OverAllPolarity = O then
24 Sentiment = Neutral
25 endif
26 end procedure

N-gram model

In 1948, Shannon first suggested N-grams which were subject to information theory (Silic et al., 2007). Liu (2007) defined N-grams as word
sequence in a text with a permanent window size N. The N-grams give useful information of the corpus which can be used in different applica-
tions (Adeeba et al., 2014; Bonaccorsi et al., 2017; Hassan et al., 2018). We also implemented character-based N-grams in this research, where
N ranged in length from 2 to 10.

5.3 | Evaluation measures

This section provides descriptions of evaluation methods used to evaluate the efficiency of our deployed techniques. Four performance metrics
were used in this study: (a) accuracy; (b) precision; (c) recall; and (d) F1-score. The specifics for each calculation are below.
Accuracy is the ratio of correctly expected instances and the actual number of instances (see Equation (7)).

TP+TN

A - 7
Y = TP L TN FP+FN @)

TP is the count of true positive cases, the correctly categorized positive cases; TN is the count of true negatives, the accurately categorized
negative cases; FP is the count of false positives, the wrongly graded cases that are negative; and FN is the count of false negatives, the incorrect
instances that are actually good.
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Precision is the fraction of correctly estimated positive instances (see Equation (8)), and recall is the fraction of correctly classified positive
examples (see Equation (9)).

. TP
Precision= P4 FP (8)
TP
Recall= TP4EN (9)

F1-score is the harmonic mean of Precision and Recall that takes False Positives (FP) and False Negatives (FN) into account. (see explanation
in Equation (10))

Precision * recall
F; —score =2x .. (10)
Precision+ recall

6 | RESULTS AND DISCUSSION

For the experiments, we applied a binary classification task and a ternary classification task. Furthermore, we have compared the performance of
the RCNN model with two baseline approaches (a) Rule-Based Approach and (b) N-Gram Model. Furthermore, we also performed additional
benchmark analysis against state-of-the-art machine learning models and prevailing deep learning models. The deployed RCNN based model out-

performs existing state-of-the-art models on our designed data corpus.

6.1 | Results using RCNN model

This section presents the results obtained from the RCNN model with Binary and Ternary classification tasks. The primary objective is to gain
insight into which classification paradigm becomes more suitable as uncertainty increase.

Table 5 shows the classification results of RCNN for both binary and ternary tasks. Overall, the highest results are achieved with a Binary
classification task with approximately 85% accuracy along with 84% F1-score. These results exhibit that the number of classes has an impact on
the performance of the RCNN model.

Since binary classification feeds only positive and negative instances as input. Therefore, the model can quickly learn to discriminate between
binary instances. However, in the case of ternary classification as soon as the neutral instances are added, uncertainty increases that causes an
abrupt drop in the accuracy. Moreover, the below-par performance of Ternary classification can be attributed to various factors. Firstly, the per-
formance goes down by increasing the number of classes. Secondly, the number of reviews is not large—a set of 10,008 short text sentences is
not considered a large dataset. Further, reviews differ in size (from 1 to 208 words), but the average number of words is 18—therefore, these
reviews are short by nature. We need to look into other techniques to deal with this common problem of text shortness.

We have contrasted our best findings from the RCNN model with two simple models such as rule-based and character-N-grams model
accompanied by a comparative study of up-to-the-minute machine learning and deep learning models.

6.2 | Results using rule-based models

Table 6 shows the results obtained from the rule-based approach. The results depict that the RCNN model performs better than the rule-based
approach in terms of accuracy, precision, recall, and F1-score. The Precision is somewhat reasonable (64.30%) but Recall is very low (44.40%). The

TABLE 5 Recurrent convolutional neural network (RCNN) classification results
Model Accuracy Precision Recall F1-score
Binary classification 84.98% 84.56% 84.4% 84.48%
Ternary classification 68.56% 69.14% 67.78% 68.21%
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rule-based method did not do well as only the words in the lexicon are used to define the classification. In contrast to the RCNN model, no
semantic information was considered during the sentiment analysis.

6.3 | Results using character N-grams

Another popular approach that we have considered for the comparison is the N-gram model. For the task of SA, we have used character N-grams-
where the length of N varies from 2 to 10. We have extracted character N-grams from our corpus. Table 7 shows the frequency (N) of some of
the top N-grams with 2, 4, 6, 8 and 10 g. The space characters have been converted to “.” for clarity. We evaluate the different values of N for
character N-grams using naive bayes classifier. The parameter settings are available in Table 8. The Table 9 displays the outcomes of the N-gram
features evaluated with the NB algorithm. The NB classifier is a basic probabilistic classifier that determines the likelihood that a given sample
belongs to a specific class. The Naive Bayes classifier is based on the Bayes principle and operates on a conditional independence premise such
that the attribute value of a given class is independent of the values of certain attributes. As can be seen that the character bigrams provide better
performance. Based on the character bigrams we also provide the performance of other well-known machine learning models for sentiment analy-
sis including random forests, DT and SVM in Table 10.

It is also observed that the rise in the size of the N produces inferior results relative to the RCNN model, hence the 2-Gram features work
better in terms of accuracy, precision, recall and F1-score. Overall, we can assume that the RCNN's performance is superior to that of the charac-
ter N-gram features tested in the NB algorithm. Figure 3. gives a description of the accuracy, precision, recall and f-measurement of the RCNN,
the rule-based model and the N-gram model using the binary classification method. Typically, the RCNN outperforms both the rule-based model
and the N-gram model with regard to both sizes.

TABLE 6 Rule-based binary classification results

Model Accuracy Precision Recall F1-score

Rule-Based Model 45.60% 64.30% 44.40% 52.50%

TABLE 7 High-frequency N-grams from the corpus

2-gram Freq. (N) 4-gram Freq. (N) 6-gram Freq. (N) 8-gram Freq. (N) 10-gram Freq. (N)
6145 723 457 16 13
3398 152 143 3 3
1522 111 46 1 2

TABLE 8 Implementations of the machine learning algorithms and their parameters (we used WEKA's implementation. Among these
approaches, LibSVM is not available directly in WEKA, and we included it manually)

Approaches Weka implementation Parameters changed from default setting
SVM * functions.LibSVM kernel: Linear

NB .bayes.NaiveBayes kernel: Radial Basis

DT *.trees.J48 -

RF *.trees.RandomForests -

Abbreviations: DT, decision trees; NB, Naive Bayes; RF, random forest; SVM, support vector machine.

TABLE 9 N-gram model results for 2, 4, 6, 8, and 10 grams using Naive Bayes

Features Accuracy Precision Recall F4-score
2-Gram 0.622 0.598 0.513 0.552
4-Gram 0.332 0.456 0.325 0.379
6-Gram 0.293 0.346 0.292 0.316
8-Gram 0.187 0.221 0.289 0.250

10-Gram 0.163 0.152 0.236 0.184
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TABLE 10 Experimental results using character bigrams

Method Accuracy Precision Recall F;1-score
NB 0.622 0.598 0.513 0.552
SVM 0.614 0.583 0.510 0.540
RF 0.589 0.584 0.496 0.533
DT 0.609 0.592 0.483 0.520

Abbreviations: DT, decision trees; NB, Naive Bayes; RF, random forest; SVM, support vector machine.

ERCNN m®mRule-Based m2-Gram

= Wy =+ =t
% = % %
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T I 3 & s <
| I I c I I I
ACCURACY PRECSION RECALL F-SCORE

FIGURE 3 Comparison of accuracy, precision, recall and F1-score of the recurrent convolutional neural network (RCNN), the rule-based
model and the 2-gram model using the binary classification method

TABLE 11 Comparative analysis of RCNN for other deep/ML models

Model Accuracy Precision Recall F1-score
RCNN 84.98% 84.56% 84.40% 84.48%
LSTM 82.35% 81.95% 82.37% 82.10%
CNN 81.75% 81.40% 81.48% 81.44%
SVM 81.64% 80.96% 80.94% 80.95%
DT 80.12% 81.29% 80.82% 81.09%
RF 80.92% 80.72% 80.55% 80.83%
NB 79.98% 81.03% 81.18% 80.91%

Note: The highest performance values for each evaluation measure are represented in bold.
Abbreviations: CNN, convolutional neural network; DT, decision trees; LSTM, long short-term memory; NB, Naive Bayes; RCNN, recurrent convolutional
neural network; RF, random forest; SVM, support vector machine.

64 | Comparison of RCNN with ML and deep learning models

Furthermore, we have also compared RCNN results for binary class with other known machine learning and deep learning models including CNN,
LSTM, and SVM. Table 11 shows the achieved results for all these classifiers. In case of CNN, we fine-tuned model parameters such as ConviD
(filters = 32, kernel size = 6), activation = ReLU with dropout = 0.5. Likewise, for LSTM, we used 128 memory units with a 0.001 learning rate.
The parameter settings for SVM, DT, RF, and DT is provided in Table 8. We find that RCNN achieved the best accuracy results among all other
Deep/ML models.

7 | CONCLUDING REMARKS

This work builds on the developments in Urdu-language sentiment analysis in the contemporary RCNN model. The results are promising, provid-
ing a path for more in-depth work to develop models for languages that lack enriched corpora. This study raises some opportunities in terms of

"[1202/90/8T] & [1SLT1ASXS/TT11°01/4Pdo/10P/ - TE0'€80°0L 1 61 - Ausiaatup) uepjodonay 1)saydueN] Aq pajuud



14 of 18 SAFDER ET AL.

both corpus development and the application of deep learning for detecting sentiments through social media platforms. Results suggest that the
in-depth learning approach appears to be a good way to work with a morphologically rich language like Urdu. In addition, the lexicon entities
(Nawaz et al., 2013; Wang et al., 2011) must be extended to include the entire Urdu language in order to enhance the accuracy of the sentiment
analysis (Zhu et al., 2013).

In a future study, we would like to examine the role of character-level and word-level representations in the Urdu sentiment analysis. Addi-
tionally, we plan to measure the impact of using texts belonging to specific domains to conduct an unsupervised pre-training phase (Bonaccorsi
et al., 2017; Hassan et al., 2016). We also plan to investigate the effect of the review sizes on the performance of the sentiment analysis task. To
encourage and facilitate researchers who are interested in extending the research related to SA for Urdu, we have open-sourced the corpus and
code developed for this research.”
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