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Methods: The review followed PRISMA guidelines. We identified eight studies
reporting the effects on writing of six AWE systems on 1659 students 11-17 years
of age.

Results and conclusions: Our review supported the usefulness of AWE systems for
writing learning and instruction. Except for one, all studies showed a positive effect
of automated feedback in at least one writing-related measure. The integration of
AWE systems into more extensive instructional programs, the amount of writing
practice provided to students, the type of the control groups, and the role of teachers
are factors influencing their impact on students' writing outcomes.

Relevance: Our review generally supported the value of AWE systems in the teach-
ing/learning process of writing. A closer look into the conditions in which AWE sys-
tems are put to practice suggested that they are particularly effective when
embedded into comprehensive instructional programs providing ample writing
opportunities. Findings from this review expand knowledge on AWE systems as

valuable tools to enhance writing in school settings.
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1 | INTRODUCTION information, entertain themselves and others, and create imaginary

worlds (Graham, 2018, 2019). Additionally, writing is critical for stu-
Writing is a fundamental skill to live in society, as recognized by dents to succeed in school, for workers to succeed in their jobs, and,
UNESCO (2011). Through writing, individuals can express their feel- ultimately, for people to succeed in their everyday lives (Graham,
ings, heal psychological wounds, acquire new knowledge, record 2019). The development of good writing skills is, therefore, a central
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aim of education. Learning to write well requires the mastery of sev-
eral basic and complex cognitive processes (Kellogg, 2008). Early on,
students are expected to acquire the basic processes of transcription
(i.e., handwriting/typing and spelling). Progressively, they develop
more complex processes, such as planning (i.e., idea generation and
organization), translating (i.e., the transformation of ideas into lan-
guage) and revising (i.e., modification and reorganization of writing)
(Graham & Perin, 2007; Limpo & Alves, 2013a). Students struggle to
acquire and develop these processes throughout schooling, and the
use of appropriate instructional practices in the classroom can be a
powerful tool to diminish those difficulties (Graham, 2006; Harris &
Graham, 2016).

An important instructional practice in the classroom is formative
writing assessment. Formative assessment refers to “how judgements
about the quality of student responses (performances, pieces, or
works) can be used to shape and improve the student's competence
by short-circuiting the randomness and inefficiency of trial-and-error
learning” (Sadler, 1989, p. 120). The quality of student responses
relies on writing quality evaluations, which are based either on profes-
sional or personal opinions about what is good writing or on scoring
rubrics gauging specific attributes of good writing (Graham et al.,
2015; Rowntree, 1987; Sadler, 1989).

A key element of formative writing assessment is feedback, which
provides information that students can use to enhance their learning
process, as it closes the gap between what they write and what is
expected of them to write (Biber et al., 2011; Graham et al., 2015).
Feedback is defined as the information provided by an agent regard-
ing aspects of performance or understanding (Hattie & Timperley,
2016). The feedback provided varies in terms of (a) the agent, that is,
the person who delivers the feedback (teachers, peers), technology, or
self-assessment, (b) the mode of feedback delivery, that is, by pen-
and-paper, electronic, or automated, and (c) the types of feedback,
such as commentaries, responses, or corrections (Nurmukhamedov,
2009; Sadler, 1989). Meta-analytic findings showed that formative
writing assessments that provided daily feedback to students
enhanced writing quality in Grades 1-8, regardless of being delivered
by persons or technology (Graham et al., 2015).

2 | TECHNOLOGY AND WRITING

Within educational settings, technology refers to electronic tools
supporting the learning process (e.g., computers, interactive
whiteboards, multimedia, and the internet) (Cheung & Slavin, 2012).
Technological support for writing may be particularly beneficial to
struggling writers as it can help their understanding of spelling and
text organization and thus scaffold writing ability (Peterson-Karlan &
Parette, 2007). However, a meta-analysis including studies from 1992
to 2002 showed that word-processing technology had a low to mod-
erate positive effect on students' writing ability (Goldberg et al.,
2003). Since then, the advantages of including technology into writing
instruction have been observed in several studies (Cheung & Slavin,
2012; Goldberg et al., 2003; Little et al., 2018; Meyer et al., 2010;
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Stevenson & Phakiti, 2014; Wijekumar et al., 2017; Wijekumar et al.,
2018). This kind of technological support promotes writing by scaf-
folding planning, translating, and revising (Peterson-Karlan & Parette,
2007). For example, the effectiveness of planning instruction can be
enhanced when combined with computer-based tools (Cheung &
Slavin, 2012; Little et al., 2018; Meyer et al., 2010; Stevenson &
Phakiti, 2014). A recent meta-analysis confirmed the positive effect of
technology-based writing instruction on writing outcomes in K-12
students (Little et al., 2018). Using technology may also promote posi-
tive attitudes towards writing and enhance motivation to write
(Camacho et al., 2020; Ekholm et al., 2017). Due to recent technologi-
cal advancements, technology is now being used to provide feedback
in formative writing assessments. This form of technology-based feed-
back was made to help teachers assess their students' writing quickly
and cost-effectively (Cotos, 2014). Widely used electronic systems to
provide feedback rely on Automated Writing Evaluation (AWE).

AWE is defined as the capability of a computer technology to
evaluate and score written text (Shermis et al., 2013). AWE systems
were originally developed with a twofold goal: to overcome the cost
in time and effort of having humans evaluate large-scale testing prod-
ucts and to create impartial scoring systems free of human fallibility
(Stevenson & Phakiti, 2019; Wang et al., 2020). Technological evolu-
tion in the last decades allowed this type of technology to go beyond
summative scoring and provide students with detailed feedback in an
interactive format (Hockly, 2019; Shermis & Burstein, 2003). To auto-
matically evaluate the content, structure, and/or quality of writing,
AWE systems use a scoring engine labelled automated essay scoring
(AES) (Shermis & Burstein, 2003). The most well-known types of AES
systems are Project Essay Grade (PEG), Intelligent Essay Assessor™
(IEA™), Electronic Essay Rater (e-rater®), IntelliMetric®, AutoScore,
Bokette, CRASE™, Lexile® Writing Analyser, and LightSIDE (for more
detailed information about these systems see Cotos, 2014; Dikli,
2006; Shermis, 2020). AES systems comprise a set of different com-
puterized methods to assign scores to the written texts. Except for
PEG and LightSIDE, which use statistical techniques, and IEA™, which
is based on latent semantic analysis (LSA), the AES systems mentioned
above rely on natural language processing (NLP) (Shermis, 2020).
Depending on the method, AES systems can focus on a variety of
writing-related features (Shermis, 2020). Whereas LSA methods focus
on content rather than mechanical aspects (e.g., spelling and gram-
mar), NLP methods provide feedback on a large range of aspects, such
as grammar, usage, mechanics, style, discourse structure, vocabulary
usage, sentence variety, source use and discourse coherence quality
(for a review on these methods see Deane, 2013; Landauer et al.,
2003; Landauer & Psotka, 2000; Page, 2003). In addition to the scor-
ing engine that evaluates the text and provides a quantitative holistic
score, AWE systems also include a feedback engine that provides
qualitative feedback on how to improve writing and raise the quanti-
tative score (Allen et al., 2016). The feedback from AWE systems is
generally displayed in an engaging graphic interface, using several
writing assistance tools, such as graphic organizers, text and chart-
based feedback on writing, and online dictionaries (Franzke et al.,
2005; Ware, 2014). Recent tools, such as Writing Pal and Writing
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Mentor, resort to animated agents (Allen et al., 2016; Cahill &
Evanini, 2020).

The use of AWE systems in education gained popularity in school
and university settings (Dikli, 2006). AWE systems designed for the
classroom provide students with many opportunities to plan, write, and
revise with the help of the feedback generated by the system (Cotos,
2014; Grimes & Warschauer, 2010). Several AWE systems have been
developed throughout the years. Some are web-based, such as Crite-
rion, MyAccess!, and WriteToLearn (Allen et al., 2016). Others are add-
ons to existing platforms, such as Grammarly®, which can assist writing
in e-mails and social media, or the Writing Mentor application, which is
a writing revision assistant for Google Docs (Burstein et al., 2020; Cahill
& Evanini, 2020). The last few years have also seen the development of
intelligent tutoring systems (ITS), which provide the most sophisticated
form of computer-based writing instruction, which may or may not
include automated feedback (Allen et al., 2016). For example, Writing
Pal is an ITS that combines individualized formative feedback with writ-
ing strategy instruction and game-based practice (Allen et al., 2016;
Jacovina & McNamara, 2016; Roscoe & McNamara, 2013).

The evaluation of writing by computer-based systems has several
advantages. These systems can analyse students' writing as a human
rater would, without being affected by factors that typically influence
humans such as fatigue or distraction (Weigle, 2013). Moreover, the
feedback can be given as soon as the written product is finished, all-
owing students to receive instant feedback, every time they want,
and not when the teacher is available (Cotos, 2014). As the automated
feedback is anonymous and does not require face-to-face interactions
with feedback agents, AWE systems may also reduce students'
evaluation-related anxiety and allow them to rely on trial and error to
improve their writing (Weigle, 2013). Ultimately, these features of
automated feedback may foster students' motivation to write and
revise, and increase writing practice (Grimes & Warschauer, 2010).
These systems can also help teachers. By using AWE to target writing
mechanics, teachers can focus on higher-level features of writing.
They can adapt the system to provide specific feedback according to
students' age and proficiency level by using grade-appropriate pro-
mpts and scoring models (Cotos, 2014; Dikli, 2006; Jacovina & McNa-
mara, 2016). Online AWE systems can also help second language
writing (L2) (Warschauer & Ware, 2006). Recognizing the differences
between L1 and L2 writers—which vary in their control over syntax,
morphology, and vocabulary, as well as their experience in writing
(Weigle, 2013)—AWE systems have been designed in languages other
than English (e.g., IntelliMetric® provides versions in Chinese, Hebrew,
and Bahai Malaysian) (Shermis, 2020). This is an welcome progress
given that, in the early 2000s, AWE systems for foreign languages
were based on English grading engines (Shermis, 2020).

AWE systems also raise concerns. To effectively score written
material, AWE requires libraries with a large number of essay samples
(Cotos, 2014)—most systems between 300 and 500 (Dikli, 2006; Foltz
et al., 2013)—and because it is trained based on human raters, AWE
scoring can replicate the biases present in the original human ratings
(Deane, 2013). Regarding scoring proper, some systems use prompt-

specific scoring engines, which, despite providing more accurate
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feedback, are less flexible and do not allow teachers to assign custom
prompts (Jacovina & McNamara, 2016). Generic engines are more
flexible and allow teachers to create prompts, but enhanced flexibility
comes at the cost of accuracy (Schneider & Boyer, 2020; Shermis &
Hamner, 2013). Besides prompts, several AWE systems also allow
teachers to customize the level and type of feedback or impose time
limits (Cotos, 2014; Dikli, 2016); however, what is measured by a par-
ticular AWE system is typically not manipulated (Cotos, 2014). A fre-
quent criticism is that these systems tend to overemphasize the
writing product and neglect the underlying processes enacted by
writers to produce the text (Deane, 2013), but this is also true to writ-
ing without technology (Shermis et al., 2013). Another limitation of
automated scoring is that it falls short of the one of a trained human
rater because the scoring engine cannot evaluate contextual aspects
of writing, such as information that depends on shared background
knowledge (e.g., reference to well-known literature or famous people)
or assumptions between readers and writers (e.g., humour and irony)
(Weigle, 2013). Indeed, students can manipulate the AWE by using
their knowledge of technology (Allen et al., 2016). For example, they
were able to trick the system into obtaining higher scores by repeat-
ing the same paragraph throughout the text (Powers et al., 2002).
Finally, an important concern is that AWE systems might inhibit the
social nature of writing by replacing teachers or other feedback agents
(Conference on College Composition and Communication, 2014).
However, as noted by Attali (2013), AWE systems should be taken as
a complement to other types of feedback (e.g., teacher, peers) and not
as a replacement of human scoring.

Previous attempts to gather evidence on the effectiveness of
AWE systems in improving students' writing quality have not been
particularly successful. Morphy and Graham (2012) conducted a
meta-analysis of studies published between 1983 and 2011 examin-
ing the effects of word processors in struggling writers/readers in
Grades 1-12. They found only one study showing beneficial effects
of automated feedback (Franzke et al., 2005). This study was also
located by Little et al. (2018) in a meta-analysis on technology-based
writing instruction (not focused on automated feedback only). To the
best of our knowledge, only one critical review specifically examined
the effects of AWE systems on text quality from Grade 1 to university
(Stevenson & Phakiti, 2014). Findings on the benefits AWE systems
were mixed, probably due to the heterogeneity of the studies exam-
ined, many without peer review. Stevenson and Phakiti (2014) noted
methodological limitations, such as lack of control groups or no
statistical testing in the studies included in their review.

3 | PRESENTSTUDY

AWE systems are promising means to deliver effective and valid feed-
back on students' writing. However, there are no sound evidence syn-
theses of empirical research testing the effects of automated
feedback. Most past meta-analyses addressed the general use of tech-
nology in writing instruction in Grades 1-12, and they only located a

single study testing the effectiveness of AWE systems (Goldberg
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et al., 2003; Little et al., 2018; Morphy & Graham, 2012). The single
review that addressed the effects of computer-generated feedback
(Stevenson & Phakiti, 2014) presents several limitations, namely,
broad inclusion criteria resulting in the inclusion of non-published
studies, without control groups, no reference to having followed PRI-
SMA guidelines (Moher et al., 2009), and no assessment of the risk of
bias in the included studies. These limitations constrain conclusions
emerging from that work.

Given the lack of reliable evidence syntheses in the field and the
increasing use of automated feedback to support writing instruction, a
review of the effects of AWE systems is timely. In the present work, we
conducted a systematic review exclusively focused on research testing
the effects of technology capable of providing writing feedback to stu-
dents in Grades 1-12. Our goal was to examine the effectiveness of
AWE systems to promote Grade 1-12 students' writing quality as well as
other writing-related outcomes targeted by the selected studies. We
developed the following research question using the PICO (Population/
participant, Intervention/indicator, Comparator/control, Outcome; Miller &
Forrest, 2001; Schardt et al., 2007) framework: In students from Grades
1-12 (P), is the use of AWE systems (I), compared to other types of feed-
back or no feedback (C), effective to improve writing quality or other
writing-related outcomes (O)? To better understand the characteristics of
these systems, we examined their features, including how they articulate
with human feedback agents. Generated findings will expand the current
understanding of the use of AWE systems in educational settings. Given
the pandemic situation we are currently living in, which urged relying on
technological tools for writing instruction, knowing whether they work or

not is especially meaningful.

4 | METHOD

4.1 | Search strategies

A comprehensive search was conducted between January and February
2020 using the following databases: EBSCOhost (Academic Search
Complete, Education Source, ERIC, APA PsycARTICLES, Psychology and
Behavioural Sciences Collection, Psychology and Behavioural Sciences
Collection and APA PsycINFO), PubMed, and Web of Science. The search
was also conducted in the web search engine Google Scholar. The
search focused on the last 20 years (2000-2020). Keywords used in
the search were as follows: writing technology OR word processing soft-
ware OR computer-adapted writing technology OR effectiveness of writ-
ing technology OR text composition AND feedback OR technology
feedback OR automatic feedback OR automated writing evaluation AND
intervention OR training OR program AND education OR children OR
school OR classroom.

4.2 | Eligibility criteria

Eligibility criteria were defined with the goal of finding the best avail-

able evidence while overcoming the limitations of previous reviews in
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the field (e.g., large variability of selected studies with poor methodo-
logical rigour). To achieve good scientific validity, empirical studies
should follow three gold standards: manipulation of an independent
variable, comparison between an experimental condition with at least
a control condition, and randomization of subjects to groups
(Thompson & Panacek, 2006). Because this last standard is hard to
follow in studies conducted in school settings, we adopted only the
first two as inclusion criteria: (1) implementation of an intervention
with a technological component providing feedback on writing;
(2) inclusion of an active or a passive control group against which the
intervention was compared. With this set of inclusion criteria, we
aimed to make sure that the selected studies had internal validity,
which is critical to achieving trustworthy findings (Campbell & Stanley,
1963). A key aspect of internal validity when testing the effectiveness
of an intervention is the inclusion of control groups. In intervention
studies without control groups, it is virtually impossible to determine
whether the changes arose from the treatment or from confounding
variables (Slack & Draugalis, 2001). In line with our research question,
four additionally inclusion criteria were: (3) empirical studies with chil-
dren aged 6-18 years (Grades 1-12); (4) inclusion of quantifiable
measures to assess writing quality as an outcome; (5) publication date
between January 2000 and January 2020; and (6) publication written
in English. Exclusion criteria were: (1) reviews, meta-analyses, edito-
rials, opinion papers, dissertations, and book chapters; (2) use of tech-
nology for non-educational purposes and/or outside of the writing
domain and/or without feedback on writing; (3) lack of writing quality

as an outcome measure; and (4) papers not published in English.

4.3 | Selection of the studies

The selection of studies to include in this review followed PRISMA
guidelines (Moher et al., 2009). We used Rayyan, a free website that
assists systematic review authors to expedite the initial screening of
titles and abstracts (Ouzzani et al., 2016). The database search found
2845 articles, and five additional ones were identified through manual
search. After removing duplicates, we obtained 1685 articles. The first
two authors independently read their titles and abstracts in view of
the inclusion and exclusion criteria and agreed on all but two studies,
which were then discussed by both, resulting in the identification of
113 articles. The full texts of these articles were further inspected to
confirm full compliance with the selection criteria. As a result, eight

articles were selected for the current review (see Figure 1).

44 | Study quality

The Cochrane Collaboration's Risk of Bias tools, RoB 2.0 for random-
ized trials (Sterne et al., 2019) and ROBINS-I for non-randomized trials
(Sterne et al., 2016), were used to assess the quality of the studies
included in the review. RoB 2.0 assesses bias due to randomization,
deviations from intended intervention, missing data, outcome mea-

surement, and selection of reported results. ROBINS-I considers
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FIGURE 1 Preferred reporting items in systematic reviews and meta-analyses (PRISMA) flow diagram of study selection

seven types of bias: bias due to confounding, selection of participants,
classification of interventions, deviation from intended intervention,
missing data, measurement of outcomes, and selection of reported
results. For RCT and non-RCT papers, there is a set of questions
(e.g., “Were interventions groups clearly defined?”) and pre-defined
responses (“yes”, “no”, “probably no”, “probably yes”, or “no informa-
tion”) for each domain of risk bias. Based on the responses, risk bias is
classified with a minus (—) indicating a low risk of bias; a plus (+) indi-
cating a high risk of bias; and a question mark (?) indicating the risk of
bias is unclear. The ratings by domain are used to determine the over-
all risk of bias of the study: for RCT, high risk, some concerns, or low
risk; for non-RCT, critical, serious, moderate, low risk, or no informa-
tion. Low overall risk of bias means the study is considered well-per-
formed; high or critical/serious risk of bias indicates that findings from
the study should be interpreted with caution. The two first authors
independently graded the risk of bias, and disagreements were solved

in discussion with the third author.

45 | Coding of included studies

The included studies (Franzke et al., 2005; Mgrch et al., 2017; Palermo &
Thomson, 2018; Tang & Rich, 2017%; Wade-Stein & Kintsch, 2004; Ware,
2014; Wilson & Czik, 2016; Wilson & Roscoe, 2020) were coded in three
categories: characteristics of the studies, AWE systems, and effectiveness
of AWE systems.

451 | Characteristics of the studies

We gathered information about publication settings, such as authors
and year, the scientific journal where the study was published, and
the country where it was conducted. Additionally, we identified the
study's research goals and gathered information about participants,
such as sample size, grade range, and language (English as a native
language—L1, English as a Foreign Language—EFL, and English as a
Learning Language—ELL). We also extracted information on the
study design (viz., inter- or intra-subject design, experimental or
quasi-experimental, conditions, and testing sessions), including the
use of mixed-methods or exclusively quantitative or qualitative
designs. Finally, we coded the intervention duration and agents
(i.e., whether students worked alone with the system or teachers
also delivered the intervention).

452 | AWE systems

We registered the following information: name and developer of the
system, writing tasks used to provide feedback (e.g., argumentative
essays in response to a prompt), description of the system, its engine,
the method used for analysing the meaning of the text (e.g., LSA),
targeted features of writing quality (e.g., organization, style), how
feedback is computed and delivered, and teachers' role—if the teacher

can interact with the AWE system or not.
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453 | Effectiveness of the AWE systems

We collected information about the measures used to test the effective-
ness of the AWE systems along with the results achieved. We noted
how writing quality was measured (e.g., holistic vs. analytic score) and
identified other writing measures (e.g., essay elements). Finally, we sum-
marized the effects of AWE systems on all assessed outcomes.

5 | RESULTS

5.1 | Quality of the studies

All studies except one (Ware, 2014) were non-randomized trials.
The plots obtained from the risk of bias analyses designed with the
robvis web app (McGuiness & Higgins, 2020) are presented in Fig-
ures 2 and 3.

Despite the lack of information on the randomization process and
the intervention not being blind for participants or instructors, the
randomized trial study presented low concerns. Concerning the non-
randomized trial studies, some uncontrolled events interfered with
the instructional schedule in Palermo and Thomson's (2018) study;
the instruction procedures varied between experimental groups, and
there was no information about human raters being blinded or not in
Tang and Rich's (2017) study; missing data were not described in
Mgrch et al.'s (2017) and Wade-Stein and Kintsch's (2004) studies.

Overall, four studies presented a low risk of bias (Franzke et al., 2005;

Domains:

Risk of bias domains

IC D4
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Wade-Stein & Kintsch, 2004;Wilson & Czik, 2016; Wilson & Roscoe,
2020), two presented a moderate risk (March et al., 2017; Palermo &
Thomson, 2018), and one a serious risk (Tang & Rich, 2017).

5.2 | Characteristics of the studies
Below we present the main characteristics of the selected studies (see
Table 1 for details).

Selected studies were published between 2004 and 2020. Only two
were conducted outside the US with L2 writers (in China and Norway).
Six studies focused on middle school (Grades 6-9; n = 1343), and two
focused on high school (Grades 10-12; n = 316). Only one study was
experimental (Ware, 2014); the remaining used quasi-experimental
designs. All studies included evaluations before and after the intervention
(pre- and post-test), but none had a follow-up. The intervention time
ranged between 11 days and 10 months, even though not all studies pro-
vided that information. Six AWE systems were used (see description in
Table Al): PEG Writing (Wilson & Czik, 2016; Wilson & Roscoe, 2020),
NC Write (Palermo & Thomson, 2018), Writing Roadmap (Tang & Rich,
2017), EssayCritic (Mgrch et al., 2017), Criterion (Ware, 2014) and Sum-
mary Street (Franzke et al., 2005; Wade-Stein & Kintsch, 2004). The sys-
tems targeted different types of texts: narrative, informative, and
argumentative essays, memoir writing, and summary writing.

In the intervention groups, the automated feedback was tested
alone (Franzke et al., 2005; Mgrch et al., 2017; Wade-Stein & Kintsch,
2004; Ware, 2014) or complemented by teacher feedback (Tang &

Judgement

D1: Bias arising from the randomization process.

D2: Bias due to deviations from intended intervention.
D3: Bias due to missing outcome data.
D4: Bias in measurement of the outcome.

- Some concerns

. Low

D5: Bias in selection of the reported result.

Bias arising from the randomization process

Bias due to deviations from intended interventions

Bias due to missing outcome data
Bias in measurement of the outcome

Bias in selection of the reported result

Overall risk of bias

0%

25% 50% 75% 100%

| . Low risk D Some concerns |

FIGURE 2 Risk of bias summary and graph for the included randomized control trial
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FIGURE 3 Risk of bias summary and graph for the included non-randomized control trials

Rich, 2017; Wilson & Czik, 2016; Wilson & Roscoe, 2020). In the con-
trol groups, students received feedback from the teacher (Tang &
Rich, 2017; Ware, 2014; Wilson & Czik, 2016; Wilson & Roscoe,
2020), from peers (Mgrch et al., 2017; Ware, 2014) or no feedback
(Franzke et al., 2005; Wade-Stein & Kintsch, 2004). Palermo and
Thomson (2018) compared the use of automated feedback during a
Self-Regulated Strategy Development (SRSD) instruction with tradi-

tional writing instruction with or without automated feedback.

5.3 | Effectiveness of the AWE systems
5.3.1 | Measures

In half of the studies, trained raters evaluated writing quality using
holistic rating scales (Franzke et al., 2005; Mgrch et al., 2017;

Wade-Stein & Kintsch, 2004; Ware, 2014). Three studies used
human and automatic scores (Tang & Rich, 2017; Wilson & Czik,
2016; Wilson & Roscoe, 2020), and one study relied solely on the
overall automatic score. As detailed in Table 2, additional writing
outcomes were assessed in all studies except in Tang and
Rich's (2017).

5.3.2 | Impacton writing

Only one of the eight studies under review did not find any benefit of
the AWE systems. Ware (2014) showed no evidence that using the
Criterion improved writing quality, length, and mechanical aspects of
the written texts compared to online teacher feedback or peer feed-
back. Surprisingly, students receiving automated feedback had poorer

scores than their peers on writing outcomes such as genre elements
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(see Table 2). Three studies found positive effects of AWE systems on
several writing measures but not on writing quality proper. Mgrch
et al. (2017) showed that the feedback provided by the EssayCritic
resulted in a higher number of relevant topics in the essays than the
feedback provided by peers. And Wilson and Czik (2016) and Wilson
and Roscoe (2020) showed that, compared to students who used
Google Docs to receive teacher feedback, students using PEG Writing
had greater writing motivation and writing self-efficacy, respectively.

NC Write (Palermo & Thomson, 2018) produced better, longer,
and more complete essays than students receiving traditional instruc-
tion either with or without NC Write; importantly, among students
receiving traditional instruction, those using NC Write achieved better
results than the ones without it. Tang and Rich (2017) showed that
the Chinese EFL learners using Writing Roadmap improved more from
pretest to posttest than the control group receiving teacher feedback
alone. Franzke et al. (2005) showed that, compared to no feedback,
using Summary Street led to better results in writing quality, content,
organization, degree of detail, and writing style; although it helped all
students, the system was especially beneficial for medium- and low-
performing students. Confirming the effectiveness of Summary Street,
Wade-Stein and Kintsch (2004) found that when students used this
system, they produced better summaries, spent more time on task,
and provided better coverage of summary contents than when they
did not use it. Because this study had an intra-subject design, the
authors also showed that students who used the system first kept
their gains later in the no-feedback condition.

5.3.3 | Users' perceptions

Students who used AWE systems mentioned that the automated
feedback helped them improve writing, made them feel more confi-
dent and motivated to rewrite and revise, kept them focused for lon-
ger, and increased their enjoyment in writing (Palermo & Thomson,
2018; Tang & Rich, 2017; Ware, 2014). Furthermore, they perceived
the systems as valuable, inciting them to reflect upon and be more
aware of their writing process (Franzke et al., 2005; Wade-Stein &
Kintsch, 2004). Teachers mentioned that AWE systems were appro-
priate for students and valuable for their practice by helping them
focus on teaching rather than on correcting errors (Palermo & Thom-
son, 2018; Tang & Rich, 2017). They also mentioned that struggling
writers might need additional attention and support in interpreting
the automated feedback (Palermo & Thomson, 2018; Wilson & Ros-
coe, 2020). A complete summary of users' perceptions is given in
Table A2.

6 | DISCUSSION

Writing is recognized as an essential component of students' aca-
demic development, one that requires a considerable amount of time
and effort from both teachers and students (Dikli, 2010). More and
more research shows the potential of technology to help in the

Journal of Computer Assisted Learning_WlLEyjﬂ

teaching and learning process of writing. Due to technological
advancements and the need to adjust this process to new challenges,
such as those imposed by the current pandemic, technology capable
of providing writing feedback—AWE systems—has gained popularity.
However, little is still known about its added value in educational set-
tings. Here, we conducted a systematic review focused on empirical
research testing the effectiveness of AWE systems in Grades 1-12
published in the two last decades. In what follows, we discuss several
aspects of AWE systems' effectiveness, namely the results obtained
by each system and users' perceptions about them. Additionally, we
present the studies' weaknesses and recommendations for future
research.

6.1 | Effectiveness of AWE systems

Our search revealed that studies testing the effectiveness of AWE
systems in Grades 1-12 are scarce. Only eight studies met the inclu-
sion/exclusion criteria and were included in this review. Generally, our
review supported the usefulness of AWE systems in the teaching and
learning process of writing: all but one study showed a positive effect
of automated feedback in at least one writing-related measure. The
role of teachers in supporting the use of AWE systems, the time to
practice writing, and the type of control groups seem to be critical
determinants underlying these findings, as will be discussed next.

6.1.1 | Effectiveness of AWE systems with teachers
as main agents

Teachers played a leading role in complementing the automated feed-
back of three systems, NC Write and Writing Roadmap (that improved
text quality) and PEG Writing (no effect). Palermo and Thomson
(2018) as well as Tang and Rich (2017) integrated the AWE systems in
longer and comprehensive writing interventions, whereas Wilson and
Czik (2016) and Wilson and Roscoe (2020) integrated them into a
short-length intervention and regular classroom instruction, respec-
tively. The integration of automated feedback in instructional contexts
seems a key factor underlying AWE effectiveness. Positive effects of
writing intervention programs, such as the SRSD used by Palermo and
Thomson (2018), have already been observed (Harris & Graham,
2016; Limpo & Alves, 2013b). This review extends these findings by
showing that these programs provide suitable contexts for AWE sys-
tems to improve writing and motivation to write. Research with older
writers (e.g., university students) has also indicated that providing
comprehensive instructional settings, either led by teachers (Liao,
2016) or run through technology (e.g., ITS; Roscoe & McNamara,
2013), is a means to support the use of the AWE systems and boost
their impact. These instructional contexts provide students with ample
opportunities to practice writing in response to the automated feed-
back, in supportive and tutor-guided learning environments.

Practicing writing during instructional writing programs is an

essential factor to achieve proficiency in writing and boost motivation.
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Writing is a complex problem-solving activity (Bereiter & Scardamalia,
1987; Hayes, 2012) that relies on a set of high-level cognitive pro-
cesses fine-tuned throughout schooling. A considerable amount of
research showed that this fine-tuning could be achieved through
explicit instruction such as teaching writing strategies (Graham &
Perin, 2007). However, explicit teaching is not enough: it must be
combined with scaffolded practice connecting instruction to feedback
in multiple cycles of drafting, revising, and editing (Graham & Perin,
2007). For automated feedback to be effective, students should have
enough opportunity to engage in those writing cycles under the guid-
ance of the AWE system (Kellogg & Whiteford, 2009). This was not
the case in the studies with PEG Writing reviewed here (Wilson &
Czik, 2016; Wilson & Roscoe, 2020), which may explain why using
this system did not improve writing quality (though it improved writ-
ing motivation and self-efficacy). The importance of practice when
using AWE systems was recently made clear in a case study with a
mixed-methods design, in which two undergraduates improved in L2
writing using the Criterion system for one-year, including monthly
moments of writing practice (Lee, 2020).

Even guided by AWE systems, students also need the support of
teachers during writing practice (Graham, 2019; Graham & Harris,
2016). According to the notion of zone of proximal development
(ZPD; Vygotsky, 1978), sufficient exposure to instructional feedback
results in gradual internalization and independent performance. But
for that to happen, teachers must scaffold the use of AWE systems in
the classroom and keep them aligned with instructional goals (Hibert,
2019). Studies with college students showed the added value of
teachers when using automated feedback (Li et al., 2015; Parra &
Calero, 2019). In our review, this added value was apparent in
Palermo and Thomson .'s (2018) and Tang and Rich's (2017) studies.
Also, the integration of AWE systems in a supportive environment
may explain the improvements in motivation and self-efficacy
observed by Wilson and Czik (2016) and Wilson and Roscoe (2020).
Other studies have shown that using AWE systems makes students
more motivated to write (Warschauer & Grimes, 2008), and increases
their independence and writing through self-revisions (Sandolo,
2010); they feel involved and in charge of the writing process and
more confident in their skills (Pajares, 2003). Indeed, previous system-
atic reviews showed that different technological solutions for writing
increased motivation and attitudes towards writing, including stu-
dents' beliefs about their capabilities (Camacho et al., 2020; Ekholm
etal, 2017).

6.1.2 |
isolation

Effectiveness of AWE systems used in

Four studies selected for this review tested AWE systems as the sole
source of writing and revision feedback, not supported by teachers
nor embedded in comprehensive instructional programs (Summary
Street, EssayCritic, Criterion; Franzke et al., 2005; Mgrch et al., 2017;
Wade-Stein & Kintsch, 2004; Ware, 2014).

NUNES ET AL.

Compared to controls receiving no feedback, students using Sum-
mary Street showed higher writing quality and better performance in
several other writing outcomes (viz., organization, content coverage
and adequacy, minimal use of detail, writing style, and time on task) in
Grades 6 and 8 (Franzke et al., 2005). This means that Summary Street
worked better than no feedback, but the question is if students
improved because of the system or simply because they received
some form of feedback. To answer this question, AWE systems should
be compared with active controls receiving feedback from teachers or
peers. The studies examining EssayCritic (March et al., 2017) and Cri-
terion (Ware, 2014) included active control groups, and their results
showed that both systems led to better writing quality in high-school
and Grade 8 students; however, performance at post-test was not sig-
nificantly better than that of the control students who had received
feedback from other agents. It seems that regardless of being given
by computers, teachers, or peers, it is the power of feedback that mat-
ters most (Graham et al., 2015). Studies comparing AWE systems with
passive control groups with no-feedback provide little, if any, evi-
dence of their specific effectiveness. Passive control group designs
are less informative than active control designs because it is difficult
to untangle the contribution of the factors under comparison, such as
AWE vs. teacher feedback, or common factors such as those kept
constant to ensure that conditions are comparable (Lindquist
et al,, 2007).

If the control condition uses interventions known to be effective,
it will not be surprising if outcomes do not differ between experimen-
tal (e.g., AWE) and control groups (e.g., teacher feedback). The auto-
mated system can improve writing outcomes, but these
improvements may be similar to those produced by receiving feed-
back from teachers or peers. Experimental and control conditions
should be as equivalent as possible, with differences limited to the
components under test (Campbell & Stanley, 1963; Higgins et al.,
2021; Lindquist et al., 2007), in this case, limited to feedback provider,
computer vs. human. In the study testing EssayCritic (Mgrch et al.,
2017), in addition to varying the feedback agent (computer vs. peers),
the control group was provided with more teacher assistance than the
experimental group. Differences in the amount of teacher assistance
make it difficult to interpret condition effects unequivocally.

The use of research designs comparing automated vs. human feed-
back is common in the field (Stevenson & Phakiti, 2014). However, this
comparison lacks ecological validity (Palermo & Wilson, 2020) as it con-
trasts two different sources of feedback, system vs. teacher, instead of
two equivalent forms, teacher with or without the system. Moreover,
these designs emphasize a false dichotomy between teacher vs. system
and inadvertently add to the debate pitting the machine against the
teacher. As noted in the introduction, the concern that AWE systems
replace human feedback agents is real. But as noted by Attali (2013) and
confirmed in the current review, AWE systems are more valuable when
used as a complement rather than as a replacement of teachers.
Machines may not be better judges than teachers, who have knowledge
that machines do not, but these are more efficient and productive

(Elliot & Klobucar, 1913). Therefore, writing learning and instruction
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would benefit from the complementary, rather than isolated, strengths
of automated and human raters (Cahill & Evanini, 2020).

6.2 | Users' perceptions of AWE systems

Both students and teachers reported that AWE systems could be of
great use in the classroom. Perceived usefulness is relevant
because users' perceptions impact the adoption, use, and effective-
ness of such tools, as proposed in several theoretical models of
technology acceptance, such as the Unified Theory of Acceptance
and Use of Technology (UTAUT) (Venkatesh et al., 2012). These
models propose that people's intended and effective use of tech-
nology is influenced by their perceptions (for a review see
Venkatesh, 2000). In education settings, a systematic review
showed that students are more willing to accept a technological
learning tool when they perceive it to be useful and easy to use
(Grani¢ & Maranguni¢, 2019). This finding was replicated in another
systematic review targeting AWE systems in college (Na & Ma,
2021). For example, students only utilized the feedback they per-
ceived to be valuable and helpful (Wang, 2015) and perceptions
about technical support, usefulness, ease of use, and attitude
towards AWE systems, influenced how much writing improved in
response to feedback (Tsai, 2014). The students' positive percep-
tion observed in the current review is encouraging because it is
conducive to the effectiveness of AWE systems.

Teachers are key players to foster the effective use of technology
for learning and instruction and stimulate students' acceptance of
technology (Davidson et al., 2014; Roscoe et al., 2017; Teo, 2011).
Studies in university settings have confirmed the effect of teachers'
perceptions on students' acceptance of AWE systems. For example, Li
et al. (2015) concluded that students' perceptions of automated feed-
back depended on their teachers' use and perceptions of AWE. In the
studies included in this review, none of the teachers reported avoiding
automated feedback in their writing instruction. Instead, teachers
relied on these systems to complement their teaching and recognized
their many advantages. Contrary to the view that automated systems
would dehumanize the writing process and replace teachers, we
found no evidence of this concern among teachers. Interestingly,
Grimes and Warschauer (2010) advocated that the humanization, or
not, of writing instruction by AWE systems depends much more on
the teacher than on the machine: if a teacher uses the systems to
facilitate the instruction process and overcome students' reluctance
to write, using AWE systems is unlikely to dehumanize writing instruc-
tion. However, dehumanization could occur if the teacher uses the
automated system only to determine grades without integrating it into
the teaching process. These claims align with our findings, suggesting
that the integration of AWE systems into comprehensive instructional
contexts facilitates their effectiveness.

Despite the generally positive perception, teachers identified
some caveats in the use of AWE systems, which related to students

with more difficulties in writing (Palermo & Thomson, 2018; Wilson,
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2017; Wilson & Roscoe, 2020). They noted that to effectively use and
understand automated feedback, students with writing needs might
require additional attention and proximal assistance from teachers. A
similar conclusion emerged from studies with adults. Liao (2016)
found that low-performing writers had difficulty understanding and
addressing automated feedback. Because struggling writers tend to
produce shorter, less-developed, and more error-filled texts than their
peers, teacher-oriented feedback should complement AWE systems
(Troia, 2006).

6.3 | Studies' weaknesses and future directions
Despite encouraging results, our review also identified weaknesses
related to the implementation of the studies. These are presented
next, along with suggestions for future studies testing the effects of
AWE systems.

6.3.1 | Lack of information

The lack of relevant information was the main problem emerging from
the procedure to evaluate study quality. Studies did not inform on
how participants were allocated to conditions (Ware, 2014), on
coders' blindness to the purpose of the study (Tang & Rich, 2017), and
on the extent of missing data (Mgrch et al., 2017; Wade-Stein &
Kintsch, 2004). This lack of information seems to be a persistent prob-
lem in the field, as noted in a previous review of studies from 1990
until 2011 (Stevenson & Phakiti, 2014). Space constraints in many
journals can be the reason, but adding supplementary materials with
detailed descriptions of the methods is an easy solution, and an
important one, because lack of information impedes research replica-

tion and limits the generalization of findings.

6.3.2 | Grade-related bias

Although our review targeted Grades 6 to 12, most studies were con-
ducted in middle-school grades. The prevalence of middle-grade stud-
ies using AWE systems mimics the writing research field in general
(Graham & Perin, 2007). There is thus a clear need for more studies
testing the effectiveness of AWE systems across all school grades,
namely, high school and primary school. Computer technology to
assist early reading and writing in primary school has been successful.
For example, Carvalhais et al. (2020) showed the effectiveness of
computer-based teaching tools for second graders who struggle to
read, indicating that young writers benefit from computer-assisted
tools as long as they are adapted to their age. Adapting existing AWE
systems to the cognitive and motivational profiles of primary-grade
learners looks like a promising next step. Automated feedback may be
of great value to scaffold teachers and students in the early phases of

writing learning and instruction.
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6.3.3 | Focus on English

All AWE systems were in English, either as native language in US con-
texts (six studies) or as a foreign language (EFL; two studies). This pattern
conforms to writing research in the field, which is biased towards English
as L1 (Graham & Perin, 2007). Of the two AWE systems tested in EFL,
only one (EssayCritic) was developed explicitly for L2 learners. This state
of affairs shows that the field needs more studies focused on L2 learners.
Note that systems used with L2 school-age writers were developed and
tested with native speakers—despite being commercialized for non-
native learners as well (Warschauer & Ware, 2006). This situation is
problematic because the acquisition of the first and second languages is
qualitatively different: L1 is acquired in the early years through naturalis-
tic exposure to language, but L2 learning depends on factors such as age,
motivation, L1 and L2 resemblance, among others (Chenu & Jisa, 2009).
These differences indicate that the effectiveness of automated feedback
on L2 writing should be specifically addressed (Stevenson & Phakiti,
2014) instead of being generalized from L1 studies. Finally, although the
use of AWE systems by L2 writers has been studied in university settings
(Li et al., 2015; Wang et al., 2013), as shown here, there is barely any
research on their effects in earlier educational levels.

6.34 | No examination of long-term effects

All studies employed a pre- and post-test design. However, none
included a follow-up to ensure the maintenance of the effects. We
believe this is a critical limitation of AWE studies. By contrast, in stud-
ies addressing reading there is some indication that effects persist
over time. For example, the effect of feedback from a web-based
instructional tool on reading comprehension persisted after 4 months
(Meyer et al., 2010). Similar studies should be conducted to test the

long-term effects in the field of writing.

6.4 | Limitations of the current review

This systematic review has several limitations. First, we aggregated
findings from independent studies to draw conclusions about the
effects of AWE systems on writing quality. However, the value of
conclusions depends on several factors, and the quality of the
included studies is a major one. Hence, results on the systems' effec-
tiveness should be interpreted considering the weaknesses of the
studies. Second, despite using systematic procedures based on
PRISMA guidelines (Moher et al., 2009), we may have missed some
studies. We defined inclusion and exclusion criteria based on studies
published in scientific journals with peer revision. However, some of
the criteria could have led to the exclusion of some relevant research,
namely, studies published in non-English languages. Third, we selected
studies that assessed writing quality with quantitative measures.
Therefore, we cannot draw conclusions about studies using non-
guantitative measures or studies that targeted non-writing measures

only. Fourth, as in any review, we did not directly analyse any of the
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AWE systems described and based our analysis on second-hand infor-
mation. Functionalities of the systems not addressed by the authors
of the reviewed articles may not have been covered in this review.
Fifth, as this review did not cover all grade levels, we cannot assert
that using AWE systems is effective at specific grade levels. As noted
above, this indicates the need for more research across different
school levels. Finally, given the reduced number of studies testing
each of the AWE systems targeted here, more research is needed

before drawing strong conclusions about their effectiveness.

7 | CONCLUSION

AWE systems are not yet widely adopted by teachers or schools (Graham,
2019). Still, they hold great potential to support writing instruction, mainly
with the recent boom of online classes. Resonating with Grimes and
Warschauer's (2010) “utility of a fallible tool”, we conclude that, despite
limitations, AWE systems deserve consideration as a fallible tool that holds
promise to enhance students' writing. Even though some caution is
needed to interpret the results obtained, our review contributes in three
ways to the field of automated feedback in writing. First, we show that
there is a lack of studies employing rigorous designs that control for alter-
native explanations, which are essential to understand the real effective-
ness of AWE systems. Second, our findings highlight the importance of
the instructional context in which the systems are integrated, which is typi-
cally considered a minor feature of the study rather than an influential vari-
able capable of influencing the effectiveness of the AWE systems. Finally,
this review put together several limitations in the study of AWE systems,
which is helpful to indicate valuable research avenues to move the field

forward and stimulate the development of evidence-based AWE systems.

ACKNOWLEDGEMENTS

This work was supported by the Portuguese Foundation for Science
and Technology (grant UIDB/00050/2020 awarded to the Center for
Psychology at University of Porto; Ph.D. studentship SFRH/
BD/139195/2018 awarded to Andreia Nunes).

CONFLICT OF INTEREST
The authors have no conflicts of interest to declare that are relevant

to the content of this article.

ENDNOTE

1 Tang and Rich (2017) report studies in secondary and university settings.
For this review, we considered only the study with high-school students.

PEER REVIEW
The peer review history for this article is available at https://publons.
com/publon/10.1111/jcal.12635.

DATA AVAILABILITY STATEMENT
Data sharing is not applicable to this article as no new data were cre-
ated or analyzed in this study.


https://publons.com/publon/10.1111/jcal.12635
https://publons.com/publon/10.1111/jcal.12635

NUNES ET AL

ORCID

Andreia Nunes " https://orcid.org/0000-0003-0298-3840
https://orcid.org/0000-0001-8085-314X

https://orcid.org/0000-0002-9903-7289

https://orcid.org/0000-0002-1487-3596

Carolina Cordeiro
Teresa Limpo

Sao Luis Castro

REFERENCES

*References with an asterisk indicate studies included in this

systematic review.

Allen, L. K., Jacovina, M. E., & McNamara, D. S. (2016). Computer-based
writing instruction. In C. A. MacArthur, S. Graham, & J. Fitzgerald
(Eds.), Handbook of writing research (2nd ed., pp. 316-329). Guilford.

Attali, Y. (2013). Validity and reliability of automated essay scoring. In
M. D. Shermis & J. Burstein (Eds.), Handbook of automated essay evalu-
ation: Current applications and new directions (pp. 181-198).
Routledge/Taylor & Francis Group.

Bereiter, C., & Scardamalia, M. (1987). The psychology of written composi-
tion. Lawrence Erlbaum Associates.

Biber, D., Nekrasova, T., & Horn, B. (2011). The effectiveness of feedback
for L1-english and L2-writing development: A meta-analysis. ETS
Research Report RR-11-05 Princeton, NJ- ETS, 2011. https://www.ets.
org/Media/Research/pdf/RR-11-05.pdf i, 99.

Bruning, R., Dempsey, M., Kauffman, D. F., McKim, C., & Zumbrunn, S.
(2013). Examining dimensions of self-efficacy for writing. Journal of
Educational Psychology, 105(1), 25-38. https://doi.org/10.1037/
a0029692

Burstein, J., Riordan, B., & McCaffrey, D. (2020). Expanding automated
writing evaluation. In D. Yan, A. A. Rupp, & P. W. Foltz (Eds.), Hand-
book of automated scoring: Theory into practice (pp. 329-346). CRC
Press/Taylor & Francis Group.

Cahill, A, & Evanini, K. (2020). Natural language processing for writing and
speaking. In D. Yan, A. A. Rupp, & P. W. Foltz (Eds.), Handbook of automated
scoring: Theory into practice (pp. 69-92). CRC Press/Taylor & Francis Group.

Camacho, A, Alves, R. A.,, & Boscolo, P. (2020). Writing motivation in
school: A systematic review of empirical research in the early twenty-
first century. Educational Psychology Review, 33, 213-247. https://doi.
org/10.1007/s10648-020-09530-4

Campbell, D. T., & Stanley, J. C. (1963). Experimental and quasi-experimental
designs for research. Rand McNally.

Carvalhais, L., Limpo, T., Richardson, U., & Castro, S. L. (2020). Effects of the
Portuguese GraphoGame on reading, spelling, and phonological awareness
in second graders struggling to read. Journal of Writing Research, 12(1), 9-
34. https://doi.org/10.17239/jowr-2020.12.01.02

Chenu, F., & Jisa, H. (2009). Reviewing some similarities and differences in
L1 and L2 lexical development. Acquisition et interaction en langue
étrangere, 17-38, 17-38. https://doi.org/10.4000/aile.4506

Cheung, A. C. K., & Slavin, R. E. (2012). How features of educational tech-
nology applications affect student reading outcomes: A meta-analysis.
Educational Research Review, 7(3), 198-215. https://doi.org/10.1016/
j.edurev.2012.05.002

Conference on College Composition and Communication. (2014). Writing
assessment: A position statement. http://www.ncte.org/cccc/
resources/positions/writingassessment.

Cotos, E. (2014). Automated writing evaluation. In E. Cotos (Ed.), Genre-
based automated writing evaluation for L2 research writing (pp. 1-64).
Palgrave Macmillan.

Davidson, L. Y. J,, Richardson, M., & Jones, D. (2014). Teachers' perspec-
tive on using technology as an instructional tool. Research in Higher
Education, 24, 1-25. https://eric.ed.gov/?id=EJ1064110

Deane, P. (2013). On the relation between automated essay scoring and
modern views of the writing construct. Assessing Writing, 18(1), 7-24.
https://doi.org/10.1016/j.asw.2012.10.002

Journal of Computer Assisted Learning_WlLEyjﬁ

Dikli, S. (2006). An overview of automated scoring of essays. Journal of Tech-
nology, Learning, and Assessment, 5(1), 1-36. https://ejournals.bc.edu/
index.php/jtla/article/view/1640

Dikli, S. (2010). The nature of automated essay scoring feedback. CALICO
Journal, 28(1), 99-134. https://doi.org/10.11139/cj.28.1.99-134

Ekholm, E., Zumbrunn, S., & DeBusk-Lane, M. (2017). Clarifying an elusive
construct: A systematic review of writing attitudes. Educational Psychology
Review, 30(3), 827-856. https://doi.org/10.1007/s10648-017-9423-5

Elliot, N., & Klobucar, A. (2013). Automated essay evaluation and the
teaching of writing. In M. D. Shermis & J. Burstein (Eds.), Handbook of
automated essay evaluation: Current applications and new directions
(pp. 16-35). Routledge/Taylor & Francis Group.

Foltz, P. W., Streeter, L. A., Lochbaum, K. E., & Landauer, T. K. (2013).
Implementation and applications of intelligent essay assessor. In M. D.
Shermis & J. Burstein (Eds.), Handbook of automated essay evaluation:
Current applications and new directions (pp. 68-88). Routledge/Taylor &
Francis Group.

*Franzke, M., Kintsch, E., Caccamise, D., Johnson, N., & Dooley, S. (2005).
Summary street®: Computer support for comprehension and writing.
Journal of Educational Computing Research, 33(1), 53-80. https://doi.
org/10.2190/DH8F-QJWM-J457-FQVB

Goldberg, A., Russell, M., & Cook, A. (2003). The effect of computers on
student writing: A meta-analysis of studies from 1992 to 2002. The
Journal of Technology, Learning and Assessment, 2(1), 1-51. https://
ejournals.bc.edu/index.php/jtla/article/view/1661

Graham, S. (2006). Strategy instruction and the teaching of writing: A
meta-analysis. In C. MacArthur, S. Graham, & J. Fitzgerald (Eds.), Hand-
book of writing research (pp. 187-207). Guilford.

Graham, S. (2018). A revised writer(s)-within-community model of writing.
Educational Psychologist, 53(4), 258-279. https://doi.org/10.1080/
00461520.2018.1481406

Graham, S. (2019). Changing how writing is taught. Review of Research in
Education, 43(1), 277-303. https://doi.org/10.3102/0091732x188
21125

Graham, S., & Harris, K. R. (2016). A path to better writing. The Reading
Teacher, 69(4), 359-365. https://doi.org/10.1002/trtr.1432

Graham, S., Hebert, M., & Harris, K. R. (2015). Formative assessment and
writing: A meta-analysis. The Elementary School Journal, 115(5), 523-
547. https://doi.org/10.1086/681947

Graham, S., & Perin, D. (2007). A meta-analysis of writing instruction for
adolescent students. Journal of Educational Psychology, 99(3), 445-
476. https://doi.org/10.1037/0022-0663.99.3.445

Grani¢, A., & Marangunié, N. (2019). Technology acceptance model in edu-
cational context: A systematic literature review. British Journal of Edu-
cational Technology, 50(5), 2572-2593. https://doi.org/10.1111/bjet.
12864

Grimes, D., & Warschauer, M. (2010). Utility in a fallible tool: A multi-site
case study of automated writing evaluation. Journal of Technology,
Learning, and Assessment, 8(6), 1-44. https://ejournals.bc.edu/index.
php/jtla/article/view/1625

Harris, K. R., & Graham, S. (2016). Self-regulated strategy development in
writing. Policy Insights From the Behavioral and Brain Sciences, 3(1), 77-
84. https://doi.org/10.1177/2372732215624216

Hattie, J., & Timperley, H. (2016). The power of feedback. Review of Educa-
tional Research, 77(1), 81-112. https://doi.org/10.3102/003465
430298487

Hayes, J. R. (2012). Modeling and remodeling writing. Written Communica-
tion, 29(3), 369-388. https://doi.org/10.1177/0741088312451260

Hibert, A. I. (2019). Systematic literature review of automated writing eval-
uation as a formative learning tool. In M. Scheffel, J. Broisin, V. Pam-
mer-Schindler, A. loannou, & J. Schneider (Eds.), Transforming learning
with meaningful technologies (pp. 655-658). Springer.

Higgins, J. P. T., Thomas, J., Chandler, J., Cumpston, M., Li, T., Page, M. J., &
Welch, V. A. (2021). Cochrane Handbook for Systematic Reviews of
Interventions version 6.2. www.training.cochrane.org/handbook


https://orcid.org/0000-0003-0298-3840
https://orcid.org/0000-0003-0298-3840
https://orcid.org/0000-0001-8085-314X
https://orcid.org/0000-0001-8085-314X
https://orcid.org/0000-0002-9903-7289
https://orcid.org/0000-0002-9903-7289
https://orcid.org/0000-0002-1487-3596
https://orcid.org/0000-0002-1487-3596
https://www.ets.org/Media/Research/pdf/RR-11-05.pdf
https://www.ets.org/Media/Research/pdf/RR-11-05.pdf
https://doi.org/10.1037/a0029692
https://doi.org/10.1037/a0029692
https://doi.org/10.1007/s10648-020-09530-4
https://doi.org/10.1007/s10648-020-09530-4
https://doi.org/10.17239/jowr-2020.12.01.02
https://doi.org/10.4000/aile.4506
https://doi.org/10.1016/j.edurev.2012.05.002
https://doi.org/10.1016/j.edurev.2012.05.002
http://www.ncte.org/cccc/resources/positions/writingassessment
http://www.ncte.org/cccc/resources/positions/writingassessment
https://eric.ed.gov/?id=EJ1064110
https://doi.org/10.1016/j.asw.2012.10.002
https://ejournals.bc.edu/index.php/jtla/article/view/1640
https://ejournals.bc.edu/index.php/jtla/article/view/1640
https://doi.org/10.11139/cj.28.1.99-134
https://doi.org/10.1007/s10648-017-9423-5
https://doi.org/10.2190/DH8F-QJWM-J457-FQVB
https://doi.org/10.2190/DH8F-QJWM-J457-FQVB
https://ejournals.bc.edu/index.php/jtla/article/view/1661
https://ejournals.bc.edu/index.php/jtla/article/view/1661
https://doi.org/10.1080/00461520.2018.1481406
https://doi.org/10.1080/00461520.2018.1481406
https://doi.org/10.3102/0091732x18821125
https://doi.org/10.3102/0091732x18821125
https://doi.org/10.1002/trtr.1432
https://doi.org/10.1086/681947
https://doi.org/10.1037/0022-0663.99.3.445
https://doi.org/10.1111/bjet.12864
https://doi.org/10.1111/bjet.12864
https://ejournals.bc.edu/index.php/jtla/article/view/1625
https://ejournals.bc.edu/index.php/jtla/article/view/1625
https://doi.org/10.1177/2372732215624216
https://doi.org/10.3102/003465430298487
https://doi.org/10.3102/003465430298487
https://doi.org/10.1177/0741088312451260
http://www.training.cochrane.org/handbook

4 | WILEYournal of Computer Assisted Learning

Hockly, N. (2019). Automated writing evaluation. ELT Journal, 73(1), 82-
88. https://doi.org/10.1093/elt/ccy044

Jacovina, M. E., & McNamara, D. S. (2016). Intelligent tutoring systems for
literacy: Existing technologies and continuing challenges. In R. K.
Atkinson (Ed.), Intelligent tutoring systems: Structure, applications and
challenges. Nova Science Publishers.

Kellogg, R. T. (2008). Training writing skills: A cognitive developmental per-
spective. Journal of Writing Research, 1(1), 1-26. https://doi.org/10.
17239/jowr-2008.01.01.1

Kellogg, R. T., & Whiteford, A. P. (2009). Training advanced writing skills:
The case for deliberate practice. Educational Psychologist, 44(4), 250-
266. https://doi.org/10.1080/00461520903213600

Landauer, T. K., Laham, D., & Foltz, P. W. (2003). Automated essay scoring:
A cross disciplinary perspective. In M. D. Shermis & J. C. Burstein
(Eds.), Automated essay scoring and annotation of essays with the intelli-
gent essay assessor (pp. 87-112). Lawrence Erlbaum Associates.

Landauer, T. K., & Psotka, J. (2000). Simulating text understanding for edu-
cational applications with latent semantic analysis: Introduction to
LSA. Interactive Learning Environments, 8(2), 73-86. https://doi.org/10.
1076/1049-4820(200008)8:2;1-b;ft073

Lee, Y.-J. (2020). The long-term effect of automated writing evaluation
feedback on writing development. English Teaching, 75(1), 67-92.
https://doi.org/10.15858/engtea.75.1.202003.67

Li, J., Link, S., & Hegelheimer, V. (2015). Rethinking the role of automated writ-
ing evaluation (AWE) feedback in ESL writing instruction. Journal of Second
Language Writing, 27, 1-18. https://doi.org/10.1016/j.jslw.2014.10.004

Liao, H.-C. (2016). Enhancing the grammatical accuracy of EFL writing by
using an AWE-assisted process approach. System, 62, 77-92. https://
doi.org/10.1016/j.system.2016.02.007

Limpo, T., & Alves, R. A. (2013a). Modeling writing development: Contribu-
tion of transcription and self-regulation to Portuguese students' text
generation quality. Journal of Educational Psychology, 105(2), 401-413.
https://doi.org/10.1037/a0031391

Limpo, T., & Alves, R. A. (2013b). Teaching planning or sentence-combining
strategies: Effective SRSD interventions at different levels of written
composition. Contemporary Educational Psychology, 38(4), 328-341.
https://doi.org/10.1016/j.cedpsych.2013.07.004

Lindquist, R., Wyman, J. F., Talley, K. M. C,, Findorff, M. J., & Gross, C. R.
(2007). Design of control-group conditions in clinical trials of behav-
joral interventions. Journal of Nursing Scholarship, 39(3), 214-221.
https://experts.umn.edu/en/publications/design-of-control-group-
conditions-in-clinical-trials-of-behavior

Little, C. W., Clark, J. C., Tani, N. E., & Connor, C. M. (2018). Improving writ-
ing skills through technology-based instruction: A meta-analysis. Review
of Education, 6(2), 183-201. https://doi.org/10.1002/rev3.3114

McGuiness, L. A., & Higgins, J. P. T. (2020). Risk-of-bias visualization
(robvis): An R package and shiny web app for visualizing risk-of-bias
assessments. Research Synthesis Methods, 12(1), 55-61. https://doi.
org/10.1002/jrsm.1411

Meyer, B. J. F., Wijekumar, K., Middlemiss, W., Higley, K., Lei, P,
Meier, C., & Spielvogel, J. (2010). Web-based tutoring of the structure
strategy with or without elaborated feedback or choice for fifth- and
seventh-grade readers. Reading Research Quarterly, 45, 62-92. https://
doi.org/10.1598/RRQ.45.1.4

Miller, S. A., & Forrest, J. L. (2001). Enhancing your practice through
evidence-based decision making: PICO, learning how to ask good
questions. Journal of Evidence-Based Dental Practice, 1, 136-141.
https://doi.org/10.1067/med.2001.118720

Moher, D., Liberati, A., Tetzlaff, J., & Altman, D. G. (2009). Preferred
reporting items for systematic reviews and meta-analyses: The PRI-
SMA statement. PLoS Medicine, 6, €1000097. https://doi.org/10.
1371/journal.pmed.1000097

*Mgrch, A., Engeness, ., Chen, V. C., Cheung, W. K., & Wong, K. C. (2017).
EssayCritic: Writing to learn with a knowledge-based design critiquing
system. Educational Technology & Society, 20(2), 213-223.

NUNES ET AL.

Morphy, P., & Graham, S. (2012). Word processing programs and weaker
writers/readers: A meta-analysis of research findings. Reading and Writ-
ing, 25(3), 641-678. https://doi.org/10.1007/s11145-010-9292-5

Na, Z., & Ma, X. (2021). Automated writing evaluation (AWE) feedback: A
systematic investigation of college students' acceptance. Computer
Assisted Language Learning, 1-26. https://doi.org/10.1080/09588221.
2021.1897019

Nurmukhamedov, U. (2009). Teacher feedback on writing: Considering the
options. Writing & Pedagogy, 1(1), 113-124. https://doi.org/10.1558/
wap.v1il1.113

Ouzzani, M., Hammady, H., Fedorowicz, Z., & Elmagarmid, A. (2016).
Rayyan—A web and mobile app for systematic reviews. Systematic
Reviews, 5(210), 210. https://doi.org/10.1186/s13643-016-0384-4

Page, E. B. (2003). Project essay grade: PEG. In M. D. Shermis & J. C.
Burstein (Eds.), Automated essay scoring: A cross-disciplinary perspective
(pp. 43-54) Lawrence Erlbaum Associates, Inc.

Pajares, F. (2003). Self-efficacy beliefs, motivation, and achievement in
writing: A review of the literature. Reading & Writing Quarterly, 19,
139-158. https://doi.org/10.1080/10573560308222

*Palermo, C., & Thomson, M. M. (2018). Teacher implementation of self-
regulated strategy development with an automated writing evaluation
system: Effects on the argumentative writing performance of middle
school students. Contemporary Educational Psychology, 54, 255-270.
https://doi.org/10.1016/j.cedpsych.2018.07.002

Palermo, C., & Wilson, J. (2020). Implementing automated writing evalua-
tion in different instructional contexts: A mixed-methods study. Jour-
nal of Writing Research, 12(1), 63-108. https://doi.org/10.17239/
jowr-2020.12.01.04

Parra, L., & Calero, X. (2019). Automated writing evaluation tools in the
improvement of the writing skill. International Journal of Instruction,
12(2), 209-226. https://doi.org/10.29333/iji.2019.12214a

Peterson-Karlan, G. R., & Parette, H. P. (2007). Supporting struggling
writers using technology: Evidence-based instruction and decision-
making. In Department of Special. Education lllinois State University.
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.111.605&
rep=rep1&type=pdf

Piazza, C. L., & Siebert, C. F. (2008). Development and validation of a
writing dispositions scale for elementary and middle school stu-
dents. The Journal of Educational Research, 101(5), 275-286.
https://doi.org/10.3200/JOER.101.5.275-286

Powers, D. E., Burstein, J. C., Chodorow, M., Fowles, M. E., &
Kukich, K. (2002). Stumping e-rater: Challenging the validity of
automated essay scoring. Computers in Human Behavior, 18, 103-
134. https://doi.org/10.1016/S0747-5632(01)00052-8

Roscoe, R. D., & McNamara, D. S. (2013). Writing pal: Feasibility of an intelli-
gent writing strategy tutor in the high school classroom. Journal of Educa-
tional Psychology, 105(4), 1010-1025. https://doi.org/10.1037/a0032340

Roscoe, R. D., Wilson, J., Johnson, A. C., & Mayra, C. R. (2017). Presenta-
tion, expectations, and experience: Sources of student perceptions of
automated writing evaluation. Computers in Human Behavior, 70, 207-
221. https://doi.org/10.1016/j.chb.2016.12.076

Rowntree, D. (1987). Assessing students: How shall we know them?. Kogan
Page.

Sadler, D. R. (1989). Formative assessment and the design of instructional
systems. Instructional Science, 18, 119-140. https://doi.org/10.1007/
BFO0117714

Sandolo, L.. (2010). How can the use of technology enhance writing in the
classroom? [Master dissertation, St. John Fisher College]. Fisher Digital
Publications. https://fisherpub.sjfc.edu/education_ETD_masters/194/.

Schardt, C., Adams, M. B., Owens, T., Keitz, S., & Fontelo, P. (2007). Utiliza-
tion of the PICO framework to improve searching PubMed for clinical
questions. BMC Medical Informatics Decision Making, 7. https://doi.
org/10.1186/1472-6947-7-16

Schneider, C., & Boyer, M. (2020). Design and implementation for auto-
mated scoring systems. In D. Yan, A. A. Rupp, & P. W. Foltz (Eds.),


https://doi.org/10.1093/elt/ccy044
https://doi.org/10.17239/jowr-2008.01.01.1
https://doi.org/10.17239/jowr-2008.01.01.1
https://doi.org/10.1080/00461520903213600
https://doi.org/10.1076/1049-4820(200008)8:2;1-b;ft073
https://doi.org/10.1076/1049-4820(200008)8:2;1-b;ft073
https://doi.org/10.15858/engtea.75.1.202003.67
https://doi.org/10.1016/j.jslw.2014.10.004
https://doi.org/10.1016/j.system.2016.02.007
https://doi.org/10.1016/j.system.2016.02.007
https://doi.org/10.1037/a0031391
https://doi.org/10.1016/j.cedpsych.2013.07.004
https://experts.umn.edu/en/publications/design-of-control-group-conditions-in-clinical-trials-of-behavior
https://experts.umn.edu/en/publications/design-of-control-group-conditions-in-clinical-trials-of-behavior
https://doi.org/10.1002/rev3.3114
https://doi.org/10.1002/jrsm.1411
https://doi.org/10.1002/jrsm.1411
https://doi.org/10.1598/RRQ.45.1.4
https://doi.org/10.1598/RRQ.45.1.4
https://doi.org/10.1067/med.2001.118720
https://doi.org/10.1371/journal.pmed.1000097
https://doi.org/10.1371/journal.pmed.1000097
https://doi.org/10.1007/s11145-010-9292-5
https://doi.org/10.1080/09588221.2021.1897019
https://doi.org/10.1080/09588221.2021.1897019
https://doi.org/10.1558/wap.v1i1.113
https://doi.org/10.1558/wap.v1i1.113
https://doi.org/10.1186/s13643-016-0384-4
https://doi.org/10.1080/10573560308222
https://doi.org/10.1016/j.cedpsych.2018.07.002
https://doi.org/10.17239/jowr-2020.12.01.04
https://doi.org/10.17239/jowr-2020.12.01.04
https://doi.org/10.29333/iji.2019.12214a
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.111.605%26rep=rep1%26type=pdf
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.111.605%26rep=rep1%26type=pdf
https://doi.org/10.3200/JOER.101.5.275-286
https://doi.org/10.1016/S0747-5632(01)00052-8
https://doi.org/10.1037/a0032340
https://doi.org/10.1016/j.chb.2016.12.076
https://doi.org/10.1007/BF00117714
https://doi.org/10.1007/BF00117714
https://fisherpub.sjfc.edu/education_ETD_masters/194/
https://doi.org/10.1186/1472-6947-7-16
https://doi.org/10.1186/1472-6947-7-16

NUNES ET AL

Handbook of automated scoring: Theory into practice (pp. 217-239).
CRC Press/Taylor & Francis Group.

Shermis, M. D. (2020). International applications of automated scoring. In
D. Yan, A. A. Rupp, & P. W. Foltz (Eds.), Handbook of automated scor-
ing: Theory into practice (pp. 113-131). CRC Press/Taylor & Francis
Group.

Shermis, M. D., & Burstein, J. (2003). Introduction. In M. D. Shermis & J.
Burstein (Eds.), Automated essay scoring: A cross-disciplinary perspective
(pp. xiii-xvi). Lawrence Erlbaum Associates.

Shermis, M. D., Burstein, J., & Bursky, S. A. (2013). Introduction to auto-
mated essay evaluation. In M. D. Shermis & J. Burstein (Eds.), Hand-
book of automated essay evaluation: Current applications and new
directions (pp. 1-15). Routledge/Taylor & Francis Group.

Shermis, M. D., & Hamner, B. (2013). Contrasting state-of-the-art auto-
mated scoring of essays. In M. D. Shermis & J. Burstein (Eds.), Hand-
book of automated essay evaluation: Current applications and new
directions (pp. 313-346). Routledge/Taylor & Francis Group.

Slack, M. K., & Draugalis, J. R. (2001). Establishing the internal and external
validity of experimental studies. American Journal of Health-System
Pharmacy, 58(22), 2173-2181. https://doi.org/10.1093/ajhp/58.22.
2173

Sterne, J. A., Hernan, M. A, Reeves, B. C., Savovic, J., Berkman, N. D.,
Viswanathan, M., Henry, D., Altman, D. G., Ansari, M. T., Boutron, 1.,
Carpenter, J. R, Chan, A. W. Churchill, R, Deeks, J. J,
Hrobjartsson, A., Kirkham, J., Juni, P., Loke, Y. K., Pigott, T. D., ...
Higgins, J. P. (2016). ROBINS-I: A tool for assessing risk of bias in non-
randomised studies of interventions. BMJ, 355, i4919. https://doi.org/
10.1136/bmj.i4919

Sterne, J. A. C,, Savovic, J., Page, M. J, Elbers, R. G., Blencowe, N. S,
Boutron, 1., Cates, C. J., Cheng, H. Y., Corbett, M. S., Eldridge, S. M.,
Emberson, J. R, Hernan, M. A, Hopewell, S., Hrobjartsson, A,
Junqueira, D. R, Juni, P., Kirkham, J. J, Lasserson, T, Li, T, ..
Higgins, J. P. T. (2019). RoB 2: A revised tool for assessing risk of bias in
randomised trials. BMJ, 366, 14898. https://doi.org/10.1136/bmj.l4898

Stevenson, M., & Phakiti, A. (2014). The effects of computer-generated
feedback on the quality of writing. Assessing Writing, 19, 51-65.
https://doi.org/10.1016/j.asw.2013.11.007

Stevenson, M., & Phakiti, A. (2019). Automated feedback and second lan-
guage writing. In K. Hyland & F. Hyland (Eds.), Feedback in second lan-
guage writing (pp. 125-142). Cambridge University Press. https://doi.
org/10.1017/9781108635547.009

*Tang, J., & Rich, C. S. (2017). Automated writing evaluation in an EFL set-
ting: Lessons from China. JALT CALL Journal, 13(2), 117-143. https://
doi.org/10.29140/jaltcall.v13n2.215

Teo, T. (2011). Factors influencing teachers' intention to use technology:
Model development and test. Computers & Education, 57(4), 2432~
2440. https://doi.org/10.1016/j.compedu.2011.06.008

Thompson, C. B., & Panacek, E. A. (2006). Research study designs: Experi-
mental and quasi-experimental. Air Medical Journal, 25(6), 242-246.
https://doi.org/10.1016/j.amj.2006.09.001

Troia, G. A. (2006). Writing instruction for students with learning disabil-
ities. In C. A. MacArthur, S. Graham, & J. Fitzgerald (Eds.), Handbook of
writing research (pp. 324-336). Guilford.

Tsai, Y.-R. (2014). Applying the technology acceptance model (TAM) to
explore the effects of a course management system (CMS)-assisted
EFL writing instruction. CALICO Journal, 32(1), 153-171. https://doi.
org/10.1558/calico.v32i1.25961

United Nations Educational, Scientific and Cultural Organization,
UNESCO. (2011). UNESCO and education: Everyone has the right to
education. UNESCO.

Venkatesh, V. (2000). Determinants of perceived ease of use: Integrating
control, intrinsic motivation, and emotion into the technology accep-
tance model. Information Systems Research, 11, 342-365. https://doi.
org/10.1287/isre.11.4.342.11872

Journal of Computer Assisted Learning_WlLEyjﬁ

Venkatesh, V., Thong, J. Y. L., & Xu, X. (2012). Consumer acceptance and
use of information technology: Extending the unified theory of accep-
tance and use of technology. MIS Quarterly, 36(1), 157-178. https://
doi.org/10.2307/41410412

Vygotsky, L. S. (1978). Mind in society: The development of higher psycholog-
ical processes. Harvard University Press.

*Wade-Stein, D., & Kintsch, E. (2004). Summary street: Interactive com-
puter support for writing. Cognition and Instruction, 22(3), 333-362.
https://doi.org/10.1207/s1532690xci2203_3

Wang, E. L., Matsumura, L. C., Correnti, R., Litman, D., Zhang, H., Howe, E.,
Magooda, A., & Quintana, R. (2020). eRevis(ing): Students' revision of
text evidence use in an automated writing evaluation system. Assessing
Writing, 44, 100449. https://doi.org/10.1016/j.asw.2020.100449

Wang, P.-L. (2015). Effects of an automated writing evaluation program:
Student experiences and perceptions. Electronic Journal of Foreign Lan-
guage Teaching, 12(1), 79-100.

Wang, Y.-J., Shang, H.-F., & Briody, P. (2013). Exploring the impact of
using automated writing evaluation in English as a foreign language
university students' writing. Computer Assisted Language Learning,
26(3), 234-257. https://doi.org/10.1080/09588221.2012.655300

*Ware, P. (2014). Feedback for adolescent writers in the english class-
room. Writing & Pedagogy, 6(2), 223-249. https://doi.org/10.1558/
wap.v6i2.223

Warschauer, M., & Grimes, D. (2008). Automated writing assessment in
the classroom. Pedagogies: An International Journal, 3(1), 22-36.
https://doi.org/10.1080/15544800701771580

Warschauer, M., & Ware, P. (2006). Automated writing evaluation: Defin-
ing the classroom research agenda. Language Teaching Research, 10(2),
157-180. https://doi.org/10.1191/1362168806Ir1900a

Weigle, S. C. (2013). English as a second language writing and automated
essay evaluation. In M. D. Shermis & J. Burstein (Eds.), Handbook of
automated essay evaluation: Current applications and new directions (pp.
36-54). Routledge/Taylor & Francis Group.

Wijekumar, K., Graham, S., Harris, K. R., Lei, P., Barkel, A., Aitken, A,
Ray, A, & Houston, J. (2018). The roles of writing knowledge,
motivation, strategic behaviors, and skills in predicting elementary stu-
dents' persuasive writing from source material. Reading and Writing,
32, 1431-1457. https://doi.org/10.1007/s11145-018-9836-7

Wijekumar, K., Meyer, B. J. F., & Lei, P. (2017). Web-based text structure
strategy instruction improves seventh graders' content area reading
comprehension. Journal of Educational Psychology, 109(6), 741-760.
https://doi.org/10.1037/edu0000168

Wilson, J. (2017). Associated effects of automated essay evaluation soft-
ware on growth in writing quality for students with and without dis-
abilities. Reading and Writing: An Interdisciplinary Journal, 30(4), 691-
718. https://doi.org/10.1007/511145-016-9695-z

*Wilson, J., & Czik, A. (2016). Automated essay evaluation software in
English language arts classrooms: Effects on teacher feedback, student
motivation, and writing quality. Computers & Education, 100, 94-109.
https://doi.org/10.1016/j.compedu.2016.05.004

*Wilson, J., & Roscoe, R. D. (2020). Automated writing evaluation and
feedback: Multiple metrics of efficacy. Journal of Educational Comput-
ing Research, 58(1), 87-125. https://doi.org/10.1177/0735633119
830764

How to cite this article: Nunes, A., Cordeiro, C., Limpo, T., &
Castro, S. L. (2022). Effectiveness of automated writing
evaluation systems in school settings: A systematic review of
studies from 2000 to 2020. Journal of Computer Assisted
Learning, 38(2), 599-620. https://doi.org/10.1111/jcal.12635



https://doi.org/10.1093/ajhp/58.22.2173
https://doi.org/10.1093/ajhp/58.22.2173
https://doi.org/10.1136/bmj.i4919
https://doi.org/10.1136/bmj.i4919
https://doi.org/10.1136/bmj.l4898
https://doi.org/10.1016/j.asw.2013.11.007
https://doi.org/10.1017/9781108635547.009
https://doi.org/10.1017/9781108635547.009
https://doi.org/10.29140/jaltcall.v13n2.215
https://doi.org/10.29140/jaltcall.v13n2.215
https://doi.org/10.1016/j.compedu.2011.06.008
https://doi.org/10.1016/j.amj.2006.09.001
https://doi.org/10.1558/calico.v32i1.25961
https://doi.org/10.1558/calico.v32i1.25961
https://doi.org/10.1287/isre.11.4.342.11872
https://doi.org/10.1287/isre.11.4.342.11872
https://doi.org/10.2307/41410412
https://doi.org/10.2307/41410412
https://doi.org/10.1207/s1532690xci2203_3
https://doi.org/10.1016/j.asw.2020.100449
https://doi.org/10.1080/09588221.2012.655300
https://doi.org/10.1558/wap.v6i2.223
https://doi.org/10.1558/wap.v6i2.223
https://doi.org/10.1080/15544800701771580
https://doi.org/10.1191/1362168806lr190oa
https://doi.org/10.1007/s11145-018-9836-7
https://doi.org/10.1037/edu0000168
https://doi.org/10.1007/s11145-016-9695-z
https://doi.org/10.1016/j.compedu.2016.05.004
https://doi.org/10.1177/0735633119830764
https://doi.org/10.1177/0735633119830764
https://doi.org/10.1111/jcal.12635

NUNES ET AL.

ing

WILEYJournal of Computer Assisted Learn

616

'ssai3oud

,Sjuspnj3s Jojiuow

03 spodad ajgeziwolsnd

9jessuad 0} s|qe os|e

ale Asyy ‘Ajjleuoilippy

*SJUBWIWIOD Adewwns

10 1X33-Ul 9}UM pue

‘sydwoud s|geziwoisnd
9]e3.0 Ued sJaydes |

‘SPIoysaJyy syj suysp
0} pash pue wajsAs
AMV 343 Ul papnjput
39 |Im Yyaiym ‘didoy
Aessa ay3 Sunpuasaudau
9243 3daduod
3y JO uoijeald ayy ul
sJaydJeasal djay siayoes |

V/N

wa)sAs
JMV 3y} ul 3j04 Ss1aydes |

‘UDAIS OS|e S| }ed} Yyoea 4oy
32eqpaa) pue uolen|eAd
aAI3dLIDSap  “Jodad
(3]82S 0E-9) 34035 [|EI2A0
ue pue (3|eds G-T) 3402S
}eJ} e S9)esauds walsAs ay |

“2nbnLD,, 3oeqpasy
33 SaAI93U J91LM 3y}
j0u JI ¢ 3sleld,, Xoeqpasy
93 S9AI9D3U 91LUM BY}
‘PaJaA0I sem awayigns
943 J| 'sswayigns
pauipuapl Ajsnoiasad
pue Aessa a3 usamiaq
AllJE[IWIS 843 J0J 24025

e s93ndwod Wa)SAS ay |

‘panalyoe

SI pjoysauyy 39s-a4d

€ |13un ‘JOM SJ0W Spasu

1eYM pue ‘paISA0D ale

Seap! ujew ay3 Jl ‘Ysua)

Atewwns ajeldosdde

Sy} sajedlpul 3] "9depsjul

|ea1ydeud paseq-painojod

€ Ul }oeqpas) ajelpawiwl
sopinoad walsAs ay |

X2eqP33) IMV

(suen

XIS) SUOIJUSAUOD

pue ‘931042

pJoMm ‘aan3dnuis

9DUUIS ‘9JA)S

‘uoijeziuesio ‘seapi
JO Juswdolaasg

sawaYyqns

JO 9duasqge

1o 9ouasaud

40 uoniesyiuap!

{S3x93 JoYs

Jo uopjezjuedio
pue juajuo)

SulAdod

1X93}-924N0S

pue ‘uolzewoyul

JO douUeA3al

‘S59UDSOU0D

40 92439p ‘soidoy
ujew jo agesano)

sainjea

c1-¢
sapeJs ul sjuspnis

1oy 9jeudouddy  SAI3RWIONUL ‘DAljRLIEN

Peqpasy

9lelpawiwi pue

92130ead y3nouy;

Sunum iy}

anosdwi sjuspnis

djay 03 |00} Suipum

Jeuondnuisul

[eai3siiels wD3d
(143) @8en3ueg|
ugiau0j e se

ystjuz ui Supum
Aessa 01 3oeqpasy
a|dwis e apiaoad
0} padojaAsp

sem wei3oud

sy "soidoy
Pa129]9s Ajsnoinaad
uo paseq ‘sxa}
Joys Jo sisAjeue
Jljuewss 1oy

VS1 V/N

C1-§

sopeJs ul syuapnis

10} 9jedosddy

BunLM

Adewwns 1oy

paullsap a4emios

|euoneonpa

VvS1 w V3l

auisua
S3av

poyIsN

paseq-gapn  SAeSSD aAljejuUSWINSIY

weJSoid paseq-gop

paseq-gap\

uonduasaqg

(ocoz
90250y 9 UOS|IAN)
1dwoud e 03
asuodsal Ul SAessa
dAI3e3UBWINS B pUE IMIW
/W02 dUIIUSWINSEIW
(910Z A12D MMM/ /:sd1Yy
Q UOS|IAN) 1dwoud pajesodiodul
e 0} asuodsal JuswalInseaw :1adoeAsq
ur UNLIM JIOWRIN q(020T

90250} %9 UOS|IM ‘9T0Z
M1ZD '3 UOS|IA) BURLM DI
o(8T0T ‘uoswoy ).
19 OULIB[Ed) 23HM DN

(8T0T ‘uoswoy
R owd|ed) dwoud
e 0} asuodsau ul

/213110ABSSD
/s33[oad/ydaeasal/ysijSua
/padi/ouroIn'An" MMM

//:Sd1Y0|SO J0 Aisianlun
o1dog oiy1oads e uo /eipawaju| JadojpAsg
sAessa aAlzeuaWNSIyY J13DAeSSg

/Wod'sjuswssasseuossead
/Ay

/393J3sAlewwins
/npa-opeJojodes|//:d1y

opelojo)

JO AjIsJaAlUN/SaI8ojouyda |

sIsAjeuy a8pajmouy
uos.iead :1adojpaag

3unum Alewwng 199415 Adewwing

djsey SunlIm wa)sAs MY

SWa)sAs MY 40 sonsiHedeIeyYD)

(0z02)
90250y

pue Uos|IAA
(9102)

1ZD pue Uos|Ipp

(8T02)
uoswoy |
pue owsjed

(£102)
‘e 38 Y2ugN

«(002)
yasuIy

pue uI93S-apep
«(S007)

‘|e 19 9jzuelq

Apms

Tv 3ilavi

'CV PUe TV s9|qe| 99S

T XIAN3ddV


http://lsa.colorado.edu/summarystreet/
http://lsa.colorado.edu/summarystreet/
http://kt.pearsonassessments.com/
http://kt.pearsonassessments.com/
https://www.uv.uio.no/iped/english/research/projects/essaycritic/
https://www.uv.uio.no/iped/english/research/projects/essaycritic/
https://www.uv.uio.no/iped/english/research/projects/essaycritic/
https://www.uv.uio.no/iped/english/research/projects/essaycritic/
https://www.measurementinc.com/miwrite
https://www.measurementinc.com/miwrite
https://www.measurementinc.com/miwrite

617

Journal of Computer Assisted Learning_WILEY.

NUNES ET AL

“(24n3eay

21do] 103oNJ3SU| P210dS)

$21do} |euiSio umo
41943 938340 UEd Siayde |

*s21doy [euiS1I0 umo
J19y3 918942 Ued SIaydes |

wd)sAs
JMV 3y} ul 3jo4 Ssiaydea ]

"a0eJ33Ul [e21ydesS Y3 U JaIp pue (D3d) auiSus Buli0ds pajewoine pue a1n}dajydJe SUlAISpUN BWes 3y} asn SURHM D3d PUE 3M DN

‘W)sAs 192415 Alewiwing ay3 asn salpnis Ylog,

*3|gejieAe jou /N :8uissadoud aden3ue| |eanjeu ‘qN ‘SISAjeue diuewas juaje| ‘ST ‘opeJd Aessa 10afoud ‘HId (1ossasse Aessa Juasi|[aiul ‘3| :SuoljeinlIqqy

'9|eas juiod-9 o -, e U0
AJlensn si 9102 |[B49A0 3y |
*8unuMm Jo s1oadse [elaAas
UO S21025 }IeJ} d13sljoy pue
J13Ajeue sapiaod wa3sAs ay |

'SUOISJISA PasIAal

$9102S24 pue syJewsal

pue ‘sa102s 2J13s1joy

pue (o14129ds-}1e43) 939.40sIp

$91eJ9Ua8 ‘SUBIWOD

dAIjelIeu sapiroad

‘su01329s d1jews|qoid

SYS1YS1y 3 "sHet3 oy1dads

uo >oeqpas) ajelpawiwl
sopinoad walsAs ay |

eqpas) IMY

93esn AJejngedson
J1j199ds-3dwoud
‘AIxa1dwod |eaIxa)
‘quawdojoAsp
‘uonjeziuedio
‘9|A3s ‘solueydsw
‘98esn ‘Jewwel

(swet any)
jJuawdojaAsp
‘uoneziuedio

‘solueydaw

‘24N3oNJ3S DUUDS

‘o8esn Jewwed
/321042 pJOAA
sainjeaq

deqpes)
9leIpswiwi pue
9o110e4d y3noay
‘sAessa J1sy) SSIAa
pue ayum ‘ued
03 spuapnis sdjpy
03 |003 SuIlIM
|euoidnuisul
paseq-gam
Cl-€
sopeJs3 ul syuspnis
J0J 9jeudouddy
dEqPS34
9jeIpswiwi pue
9o130e4d y3noays
Sunum Jiayy
aA0idwl sJuspnys
djay 03 [003 SunM
Jeuondnuisul

dIN  gioel-2

dIN ®1d33oog
poye auiSus
Sav

uonduasaq

(uonsenb snooy e
JaMsue 03 1xa3 3y}
woJ} uoljewsoyul
SMEIp pue }x3} e
speadJ sjuspnjs ¢
1X3} SAIeWLIOUI
ue 03 asuodsal

papua-uadp

1dwoud
e 0} asuodsau u|

paseq-gop\  SABSSD aAljejUBWINSIY
>jse3 SunlIMm

310°s39°MMM/ /:sd13Yy
(S13) @21n19S Bunsa |
|euoiyeonp3 :1adojpAag

uou}D (¥T0T) 21eM\
|Jwi3yawoy/wod
*uoI3eINPaYUW MMM/ /:5d1Y
[IH-MBIDIN/E1D (£102)
:1adojpAsg dewpeoy SullupA yory pue 3uej
wid)sSAs IMV Apms
(penunuod) TV 374VL


https://www.mheducation.com/home.html
https://www.mheducation.com/home.html
https://www.ets.org

NUNES ET AL.

ing

WILEYJournal of Computer Assisted Learni

618

“oeqpaay pajewolne ay3 3aidisjul
03 Joddns juedyjudis papasu sia3lm ul33n.3s

ey} PaUOIIUBW J3YDEd) BUQ "SI3LDES) D10 'SjusWa)eIS-J|as Suisn pue saigajel)s
0} } pUSWILIOD3J PINOM A3U} Jey} ples pue spuapnis 3¥VA pue dO1S au3 payj| Aay] ‘Suipum anoidu
2y} Jo4 ajerdoidde se ajIAN DN PaAIR2Jad siaydes | way3 djay 03 |NJasn se AN DN PaAIRdIad SpUSpN3S

*(3x93 umop 3uiand “3°9) saI3a)e.)s |eJdASS palsada3ns

pue sAessa ay3 SujziueSJo uj JUSPIFUOD SI0W SISM

Aay3 ‘4anamoH ‘8uissaudoud aiam Asy 4i pue d1doy

pausisse ay3 uo a8paMmou| JIay} INoge ujeladun

2J9M Aay ] ‘sAesss Jiay3 BulpJedal suoljeadxe
,SJayoea} Jnoge pariom syuapnis :dnoas-o

‘[e1dyauaq AjpJi3us aq 03 Jou paleadde

SUOISSNISIP ,SJUBPNIS 9S3Y] Ul BuldeINS Seapl JOo

AjalleA ay) pue Ajjigepeal oy sAesss Jiay3 Suiziuesio

UO SS3| PasNd0) Ay} ‘JSASMOH “Way} Joydue

0} S21403S |euosad pasn pue SAessa J1ay3 ul apnjdul

0} Seapl 9y} INOQe DUIPIFUOI SJI0W YHM PassnasIp
V/N ‘SABSSD Yd1I-B3p! 910W 910JM S3uapN)s :dnous-3

*AS93e43S UOIEZIIBWWNS

U0 Ajuo 3ujuonuaw ‘sss| pajaalyal spuapnis :dnoud-)
's91893€43S UOIjeZIIEWWNS
juepodwil OM] 3SE9| 3B PauUoIjUsW pue
‘S9LIBLUINS 493330 9}1IM 0} papaau aJe Suissado.d
JO puBy JBYM JO SJeME SI0W SJ9M pue ss9304d

V/N Sul3IM 19U} INOgE SJ0W Pa}daj4al spuspnis :dnous-3
siayoea| sjuapnig
s)|nsay

(239 ‘senndiyip
pasusuadxa
‘pUsILIODD

pINoMm ‘3 paXl]
Aayy 1) saunpadoud
dsys pue SjlmMm
DN Jo Ayipijen
[B120S :M3IAIIU| -
SSOUDAIIBYD

:aJleuuoijsanb

annemueny) - (8102)
siayoea) uoswoy |
pue sjuspnI§ pue ouLiajed

SM3IAISIUI 1O
saJleuuonsanb oN -

ssa20.1d

Suipum ayy Suunp

SJUSPNIS USIMID]

suoloessqul

3y} Jo sisAjeue

AAnoe ayy
JO SuIpJ0d3J O3PIA
pue sajou pjald - (£102)
AJuUo suspms HERERTRILIN]

(dnoJ3-3) 1998
Alewwng jo asn
33 pue ‘{(suoljipuod
u3oq) Sum
Asewwns 3uipJedal
SUOI}eAIaSqO

pue suondsdiad

Spuspnys (S002)
ISMaIAIDY] - ‘le1d
*Ajuo sjuspnis oyzuel

JUBWISSISSY Apnig

suondadsad siasn jo Alewwns  zZy 37149V .L



619

Journal of Computer Assisted Learning_WILEY.

NUNES ET AL

(ssnunuo))

V/N

>oeqPa9y ISBY PUE S1BIpaWIWI
3y} pue ‘s3e|} 92UeA3ja) pue Aduepunpal sy}
‘Ae|dsip 3oeqpaay |edlydes3 painojod sy} payI| siaydes |

‘|lenIxajuod pue palasie} ‘93240u0d
9J0W Sem oeqpasy Jaydea) pue ‘wajqold jo adAy
a3 91e20| S1UBPNIS By d|ay p|Nod pue ajelpawiwl

Sem >2eqpasy JAY dY3 se ‘Suiydea) 03 Juswa|dwod

e se Wa)sAs sy} paziud0dai Asy] "saxelsiw

a3en38ue| ay3 uo Suiusawwod pue 3ul}23110d

uo wdy3 papie walsAs JMY a3 se ‘ssadoud Suluie)
/3ulydea) ay3 03 UOIJUSIIE JISY) JI3JIP PINOD SIBYDe |
siayoea |

'sdnoJ8 usamiaq
19J41p 10U pIp sapow AISAIISP 3y} JO Yyoea Aq
papinoad yoeqpasy Jo Ajied ayj noge suoijdadiad

J19y3 pue 3uiim Jo 3uipeal Jo JuswAolua sjuspnis

‘'z dnoud-) ul syuspnis
0} paJedwod Se UOIJUSAIDIUL DY} JSHE SID}IM

J13139q Se saA[asway} panldsad T dnous-J ul sjuspnis

‘(z dnou3-D)

dnoJg 95eJ-03-9284 B3 Ul SJUSPNIS UBY] XIBQPa3) Y]
J0 ssau|nyasn ayj jo uoindadiad Jaysiy e pue ‘SiaIm
Ja133q 3q 03 Jaljaq ay3 ‘dnous pausisse J1ay3 ul Aeys
0} 241s9p J93eaJ3 ‘S|aAd| JuswAolua Jaysiy pajiodas

(T dnou3-) pue dnoud-3 “o°1) A3ojouydaj Buisn syuapnis

's19yoea} 419y} Aq uey) wialsAs ayy Aq sAessa

J19Y3 JO uoI3eN|eAa a3 SulAI9Ial Ul 9]qel0jwod
2JowW 1J34 SUSPNIS ay| “193U0| YdNW pasnd0y

wiayj 3day pue xij 03 papasu Asy3 Jeym Jo asuas
191399 B SJUapN)s 9AES SIY] ‘s90uUajuUas dijewa|qold
pue Juajuod 3ulssiw se yons swa|qoid 3no syuiod
199415 Adewwing sy ‘dseu3 03 Asea se paAladJad sem

Moeqpasy Juajuod ay3 Jo Aejdsip oiydess ajdwis ay |

‘192135 Aewwing

SuIsn usym saieWIWNS 193394 910IM A3y} ey}
paziuoda. Ay} “4aAamoH "Yidua| paquasaid ayy
UIY3M Jua3u09 3ySu 3y} 38 03 Suljelisniy USO Sem
3 Sem 3| Se ‘) INOYHM UBL} WR)SAS U3 Y3 3NdLIp

20w sem SuiM Alewwins jeyy pauiejdwod sjuspnis

"SAeSS3 19y} SUISIASA pue Saye)siw

J19y3 8ui30a.10d Ul Juapuadapul aiow aq 03 S3UAPNIS
PaMO]|B UOIJEUIqUIOD SIY | JBCPIa) Pajewolne pue
Jayoea] Jo uoljeuiquod ay} Aq pajoalse AjpAlisod

3( 0} SW3S 3SIASJ PUE 3}1IMBJ 0} UOIFeAIIOW SIUSPNIS
syuspnis

s}nsay

SSOUDAIDDYD
‘Ayjigesn
:aJleuuopysanb

anieueny -

Ajuo sjuspnis

192435 AJewwing Jo
asn ay) pue 3unm
Asewwns 3uipJedau
suondaouad
ISMSIAII -
[IETVRI=EN
pue syuspnig

s)oadse aAoge sy

paJojdxa :smalasRu| -
Ww)SAs 3y} Jo
syoadse uendpaed
1noge suonsanb
‘SSOUDAIIBYD
‘Ajigesn
:aJleuuonsanb

aAe}ueNny -
SJayoeal

pue syuspnig

JuLwISSassy/

(¥102)
alepA

(¥002)

yosjury

pue
uI93S-apeM

(£102)
Yoty
pue 3ue|

Apms

(penunuo))  zZv 374VL



NUNES ET AL.

ing

WILEYJournal of Computer Assisted Learni

620

*31qediidde jou ‘y/N ‘Juswdojansp ASajelis paje|ndal-j|as ‘qSyS OpeJs Aessa 30afoad ‘934 ‘dnous jos3u0d ‘dnous-) ‘dnous jeauswiiadxa ‘dnous-3 ‘uoijenjeas SuiIm pajewiolne ‘JANY SUOHeIARIqaY

"A}I|IQeJISSP PUB ‘SSBUIAIIRYD ‘AJjIgesn S} JO SWd}
ul AlpARisod AJaA SuupA D3d paAlsdiad siaydes |

‘9ouapuadapul Juspnjis Jajeald pajowold
pue ‘9sn 0} S3uSPN3S 104 SUIIBAIJOW SI0W ‘I3ISeS SeM
pue JUS3U0d UO 3ulIUSWWOD 03 ASISUS S10W JOASP

0] Wayl pamoj[e 11 se ‘s20( 9|3005) Uey3 Juaidie
210w sem SunAA D3d Jeyl pajedipul siaydes |
siayoea |

V/N

V/N
sjuspnis

s}nsay

Ayjigeaissp
puE ‘SSOUSAIINRY)D
‘Aligesn
:aJleuuonsanb
aAne}ueny -
Ajuo siayoea|

‘swei3oud a1emyjos
OM] 3Y] BIA
3oeqpaay Suipinoad
4O A}ljiqedisap pue
‘Aian ‘Aniqisea)
:aJleuuonsanb

anlelueny -

Ajuo siayoea |

JuLwISSassy/

(panunuoD)

(0zo2)
20050y

pue uosjIAA

(9102)
AzD
pue uosjInA
Apms

¢v 3inavi



	Effectiveness of automated writing evaluation systems in school settings: A systematic review of studies from 2000 to 2020
	1  INTRODUCTION
	2  TECHNOLOGY AND WRITING
	3  PRESENT STUDY
	4  METHOD
	4.1  Search strategies
	4.2  Eligibility criteria
	4.3  Selection of the studies
	4.4  Study quality
	4.5  Coding of included studies
	4.5.1  Characteristics of the studies
	4.5.2  AWE systems
	4.5.3  Effectiveness of the AWE systems


	5  RESULTS
	5.1  Quality of the studies
	5.2  Characteristics of the studies
	5.3  Effectiveness of the AWE systems
	5.3.1  Measures
	5.3.2  Impact on writing
	5.3.3  Users' perceptions


	6  DISCUSSION
	6.1  Effectiveness of AWE systems
	6.1.1  Effectiveness of AWE systems with teachers as main agents
	6.1.2  Effectiveness of AWE systems used in isolation

	6.2  Users' perceptions of AWE systems
	6.3  Studies' weaknesses and future directions
	6.3.1  Lack of information
	6.3.2  Grade-related bias
	6.3.3  Focus on English
	6.3.4  No examination of long-term effects

	6.4  Limitations of the current review

	7  CONCLUSION
	ACKNOWLEDGEMENTS
	  CONFLICT OF INTEREST
	Endnote
	  PEER REVIEW
	  DATA AVAILABILITY STATEMENT

	REFERENCES


