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#### Abstract

We present a general approach to the study of the local distribution of measures on Euclidean spaces, based on local entropy averages. As concrete applications, we unify, generalize, and simplify a number of recent results on local homogeneity, porosity and conical densities of measures.


## 1. Introduction and statement of main results

The upper- and lower local dimensions of a measure $\mu$ at a point $x \in \mathbb{R}^{d}$ are defined as

$$
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x)=\limsup _{r \searrow 0}^{\log \mu(B(x, r))} \underset{\log r}{\text { and }} \quad \underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x)=\liminf _{r \searrow 0} \frac{\log \mu(B(x, r))}{\log r}
$$

where $B(x, r)$ is the closed ball of center $x$ and radius $r$.
A central general problem in geometric measure theory consists in understanding the relation between local dimension and the distribution of measure inside small balls. Heuristically, at points where the local dimension is "large", one expects the measure to be "fairly well distributed at many scales". A number of concepts, such as porosity, conical densities, and homogeneity, have been introduced to make quantitative the notion of "locally well distributed". The relation between these (and other) such concepts and local dimension has been an active research area in the last decades (see below for references).

So far, each particular problem required an ad hoc method to pass from information about the local distribution of measures, to information about mass decay or, in other words, local dimension (though there certainly is overlap among the ideas). The main contribution of this work is to show that in the Euclidean setting, the method of local entropy averages provides a general framework that allows to unify, simplify, and extend all the previous results in the area. To the best of our knowledge, local entropy averages were first considered by Llorente and Nicolau [19]. The basic result relating them to the local dimension of measures was proved by Hochman and Shmerkin in [9], as a key step in bounding the dimension of projected measures. It was then further applied to the theory of porosity by Shmerkin in the recent paper [30].

The basic result on entropy averages is given in Proposition 1.1. Even though the local entropy average formula may appear more complicated than the definition of local dimension, it is useful in many applications, since entropy takes into account the local distribution of measure. Moreover, as it is an average over scales, it is very effective to study properties which only hold on some proportion of scales.

[^0]On the other hand, entropy averages are defined in terms of dyadic partitions, while the geometric information one is interested in is usually in terms of Euclidean balls and cones. A random translation argument often allows to pass between one and the other.

This paper is organized as follows. In the rest of this section, we state the key entropy averages lemma, define the relevant geometric notions of homogeneity, porosity, and conical densities, and state our main results. In Section 2, we collect a number of basic technical results that will be required later. Section 3 contains the proofs of the main results. Finally, we make some further remarks in Section 4.

### 1.1. Local entropy averages.

Notation 1.1. Let $\mathcal{Q}=\bigcup_{k \in \mathbb{N}} \mathcal{Q}_{k}$ be the collection of all half open dyadic cubes of $\mathbb{R}^{d}$, where $\mathcal{Q}_{k}$ are the dyadic cubes $Q$ of side length $\ell(Q)=2^{-k}$. Given $x \in \mathbb{R}^{d}$, we let $Q^{k, x}$ be the unique cube from $\mathcal{Q}_{k}$ containing $x$. When $a \in \mathbb{N}$, we denote $Q^{\prime} \prec_{a} Q$ if $Q \in \mathcal{Q}_{k}$, $Q^{\prime} \in \mathcal{Q}_{k+a}$ and $Q^{\prime} \subset Q$.

We keep to the convention that a measure refers to a Borel regular locally finite outer measure. Since we are interested in local concepts, we shall further assume that our measures have compact support. Lebesgue measure on $\mathbb{R}^{d}$ is denoted by $\mathcal{L}^{d}$. For a measure $\mu$ on $[0,1)^{d}, x \in[0,1)^{d}$ and $k \in \mathbb{N}$, we denote by $\mu_{k, x}$ the normalized restriction of $\mu$ to $Q^{k, x}$. More precisely, if $\mu\left(Q^{k, x}\right)=0$, then $\mu_{k, x}$ is the trivial measure; otherwise,

$$
\mu_{k, x}(A)=\frac{\mu(A)}{\mu\left(Q^{k, x}\right)} \quad \text { for all Borel sets } A \subset Q^{k, x} .
$$

For notational simplicity, in this article logarithms are always to base 2 .
Definition 1.1 (Entropy). The entropy function is the $\operatorname{map} \varphi:[0,1] \rightarrow \mathbb{R}, \varphi(t):=t \log (1 / t)$.
If $\mu$ is a measure on $[0,1)^{d}, a \in \mathbb{N}$, and $Q$ is a cube with $\mu(Q)>0$, the $a$-entropy of $\mu$ in the cube $Q$ is defined by

$$
H^{a}(\mu, Q)=\sum_{Q^{\prime} \prec{ }_{a} Q} \varphi\left(\frac{\mu\left(Q^{\prime}\right)}{\mu(Q)}\right) .
$$

Proposition 1.1 (Local entropy averages). Let $\mu$ be a measure on $[0,1)^{d}$ and $a \in \mathbb{N}$. Then for $\mu$ almost every $x \in[0,1)^{d}$,

$$
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x)=\limsup _{N \rightarrow \infty} \frac{1}{N a} \sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) ;
$$

and

$$
\underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x)=\liminf _{N \rightarrow \infty} \frac{1}{N a} \sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) .
$$

Remark 1.1. Proposition 1.1 is a direct application of the law of large numbers for martingale differences. There are many variations of the exact statement, see for example [9, 30, 29]. This particular formulation is due to Michael Hochman [8], see [29, Theorem 5] for a proof. Llorente and Nicolau also considered local entropy averages, but they relied on the Law of the Iterated Logarithm rather than the Law of Large Numbers. As a result, they get sharper results but under stronger assumptions on the measure, such as dyadic doubling, see [19, Corollary 6.2].

### 1.2. Local homogeneity.

Definition 1.2 (Local homogeneity at a given point and scale). The local homogeneity of a measure $\mu$ at $x \in \mathbb{R}^{d}$ with parameters $\delta, \varepsilon, r>0$ is defined by

$$
\begin{aligned}
\operatorname{hom}_{\delta, \varepsilon, r}(\mu, x)=\sup \{\operatorname{card} \mathcal{B}: & \mathcal{B} \text { is a }(\delta r) \text {-packing of } B(x, r) \\
& \text { with } \mu(B)>\varepsilon \mu(B(x, 5 r)) \text { for all } B \in \mathcal{B}\} .
\end{aligned}
$$

Here a $\delta$-packing of a set $A \subset \mathbb{R}^{d}$ is a disjoint collection of balls of radius $\delta$ centred in $A$.
It is important that $\mu(B)$ is not compared to $\mu(B(x, r))$ but to the measure of the enlarged ball $B(x, 5 r)$. The choice of the scaling parameter is not important as 5 could be replaced with any $1<C<\infty$. See [14, 6.16].

Notation 1.2. For a measure $\mu$ on $\mathbb{R}^{d}$ and $0 \leq s \leq n$, we denote

$$
\Omega^{s}(\mu)=\left\{x: \overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \geq s\right\} \quad \text { and } \quad \Omega_{s}(\mu)=\left\{x: \underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \geq s\right\} .
$$

Moreover, write $[N]=\{1, \ldots, N\}$ when $N \in \mathbb{N}$.
In the above form the concept of homogeneity was introduced in [14] as a tool to study porosities and conical densities in Euclidean and more general metric spaces. Relations between homogeneity and dimension have been considered also in [2, 11]. An intuitive idea behind the homogeneity is the following; If the dimension of $\mu$ is larger than $s$ and if $\delta>0$ then, for typical $x$ and small $r>0$, one expects to find at least $\delta^{-s}$ disjoint sub-balls of $B(x, r)$ of diameter $\delta r$ with relatively large mass. In the main results of [14] this statement is made rigorous in a quantitative way. Our main result concerning the relation between homogeneity and dimension is the following.

Theorem 1.1. Let $0<m<s<d$. Then there exist constants $p=p(m, s, d)>0$ and $\delta_{0}=\delta_{0}(m, s, d)>0$ such that, for all $0<\delta<\delta_{0}$, there exists $\varepsilon=\varepsilon(m, s, d, \delta)>0$ with the following property: If $\mu$ is a measure on $\mathbb{R}^{d}$, then for $\mu$ almost every $x \in \Omega_{s}(\mu)$ and for all large enough $N \in \mathbb{N}$, we have

$$
\begin{equation*}
\operatorname{hom}_{\delta, \varepsilon, 2^{-k}}(\mu, x) \geq \delta^{-m} \quad \text { for at least } p N \text { values } k \in[N] . \tag{1.1}
\end{equation*}
$$

Moreover, for $\mu$ almost all $x \in \Omega^{s}(\mu)$, the estimate (1.1) holds for infinitely many $N$.
Theorem 1.1 is a stronger form of the statement [14, Theorem 3.7]. The result in [14] yields a sequence of scales with large homogeneity for $\mu$ almost every point $x \in \Omega_{s}(\mu)$, but does not give any quantitative estimate on the amount of such scales. Moreover, Theorem 1.1 also yields information about the local homogeneity of measures at points in $\Omega^{s}(\mu)$.

Intuitively, our further applications on conical densities and porosities, should follow from Theorem 1.1 (this strategy was already used in [14]). With the result on conical densities (Theorem 1.2 below) this is indeed the case as we apply a dyadic version of Theorem 1.1. Concerning our result on the dimension of mean porous measures (Theorem 1.3) we provide a proof which is independent of Theorem 1.1, but the main idea is still in obtaining a homogeneity estimate.

### 1.3. Conical densities.

Notation 1.3 (Cones). Let $m \in\{0, \ldots, d-1\}$ and let $G(d, d-m)$ be the set of all $(d-m)$ dimensional linear subspaces of $\mathbb{R}^{d}$. Fix $x \in \mathbb{R}^{d}, r>0, \theta \in \mathbb{S}^{d-1}, 0 \leq \alpha \leq 1$ and $V \in G(d, d-m)$. Denote

$$
\begin{aligned}
H(x, \theta, \alpha) & =\left\{y \in \mathbb{R}^{d}:(y-x) \cdot \theta>\alpha|y-x|\right\}, \\
X(x, V, \alpha) & =\left\{y \in \mathbb{R}^{d}: \operatorname{dist}(y-x, V)<\alpha|y-x|\right\}, \\
X(x, r, V, \alpha) & =B(x, r) \cap X(x, V, \alpha) .
\end{aligned}
$$

The problem of relating the dimension of sets and measures to their distributions inside small cones has a long history beginning from the work of Besicovitch on the distribution of unrectifiable 1-sets. The conical density properties of Hausdorff measures have been extensively studied by Marstrand [21], Mattila [22], Salli [28] and others and have been applied e.g. in unrectifiability [23] and removability problems [24, 20]. Analogous results for packing type measures were first obtained in [31, 16, 15]. Upper density properties of arbitrary measures have been considered in [3, 14]. See also the survey [13].

The goal in the theory of conical densities is to obtain information on the relative $\mu$ measure of the cones $X(x, r, V, \alpha)$ or $X(x, r, V, \alpha) \backslash H(x, \theta, \alpha)$, see Figure 1 below.


Figure 1. Cone $X(x, r, V, \alpha) \backslash H(x, \theta, \eta)$ when $n=3, m=1, \alpha=\sin (\delta / 2)$, and when the parameter $\eta$ of the cone $H(x, \theta, \eta)$ is close to 0 .

In order to get nontrivial lower bounds, we have to assume that the dimension of $\mu$ is larger than $m$, as the orthogonal complement of $V \in G(n, n-m)$ is $m$-dimensional.

We obtain the following result.
Theorem 1.2. Let $0<m<s<d, m \in \mathbb{N}$ and $0<\alpha<1$. Then there exist constants $p=p(m, s, d, \alpha)>0$ and $c=c(m, s, d, \alpha)>0$ such that the following holds: If $\mu$ is a measure on $\mathbb{R}^{d}$, then for $\mu$ almost every $x \in \Omega_{s}(\mu)$ and for all large enough $N \in \mathbb{N}$ we have

$$
\begin{equation*}
\inf _{\substack{\theta \in \mathcal{d - 1} \\ V \in G(d, d-m)}} \frac{\mu\left(X\left(x, 2^{-k}, V, \alpha\right) \backslash H(x, \theta, \alpha)\right)}{\mu\left(B\left(x, 2^{-k}\right)\right)}>c \quad \text { for at least } p N \text { values } k \in[N] . \tag{1.2}
\end{equation*}
$$

For $\mu$ almost all $x \in \Omega^{s}(\mu)$ the estimate (1.2) holds for infinitely many $N$.
Thus, if the dimension of $\mu$ is larger than $m$, the measure $\mu$ is rather uniformly spread out in all directions for a positive proportion of dyadic scales.

Theorem 1.2 is a generalisation of [3, Theorem 4.1] and [14, Theorem 5.1]. Concerning the statement about $\Omega_{s}(\mu)$, the results of [3] (See Remark 4.7 in [3]) yield that (1.2) holds
for infinitely many $N$ and our result strengthens this to all large $N$. Regarding the estimate on $\Omega^{s}(\mu)$, the results of $[3,14]$ do not give any quantitative estimate on the amount of scales where (1.2) holds.

### 1.4. Porosity.

Definition 1.3 (Porosity at a given point and scale). Let $\ell \in[d]$. The $\ell$-porosity of a set $A \subset \mathbb{R}^{d}$ at $x \in \mathbb{R}^{d}$ at scale $r>0$ is

$$
\begin{gathered}
\operatorname{por}_{\ell}(A, x, r)=\sup \left\{\varrho>0: \exists y_{1}, \ldots, y_{\ell} \in \mathbb{R}^{d},\left(y_{i}-x\right) \cdot\left(y_{j}-x\right)=0,\right. \\
\left.B\left(y_{i}, \varrho r\right) \subset B(x, r) \backslash A\right\} .
\end{gathered}
$$

The $\ell$-porosity of a measure $\mu$ at $x \in \mathbb{R}^{d}$ with parameters $r, \varepsilon>0$ and $\ell=1, \ldots, d$ is

$$
\begin{aligned}
\operatorname{por}_{\ell}(\mu, x, r, \varepsilon)=\sup \{\varrho>0: & \exists y_{1}, \ldots, y_{\ell} \in \mathbb{R}^{d},\left(y_{i}-x\right) \cdot\left(y_{j}-x\right)=0, \\
& \left.B\left(y_{i}, \varrho r\right) \subset B(x, r) \text { and } \mu\left(B\left(y_{i}, \varrho r\right)\right) \leq \varepsilon \mu(B(x, r))\right\} .
\end{aligned}
$$

Thus, por $_{\ell}(A, x, r)$ is the supremum of all $\alpha$ such that we can find $\ell$ orthogonal holes in $A$, of relative size at least $\alpha$, inside the reference ball $B(x, r)$. The definition of por ${ }_{\ell}(\mu, x, r, \varepsilon)$ is similar, except that "holes" are now measure theoretical, with a threshold given by $\varepsilon$.
Definition 1.4 (Mean porosity). Let $0<\alpha<1 / 2$ and $0<p \leq 1$. The measure $\mu$ is lower mean $(\ell, \alpha, p)$-porous at $x \in \mathbb{R}^{d}$ if, for any $\varepsilon>0$ and large enough $N=N(\varepsilon, x) \in \mathbb{N}$,

$$
\begin{equation*}
\operatorname{por}_{\ell}\left(\mu, x, 2^{-k}, \varepsilon\right)>\alpha \quad \text { for at least } p N \text { values } k \in[N] . \tag{1.3}
\end{equation*}
$$

We say that $\mu$ is upper mean ( $\ell, \alpha, p$ )-porous at $x$ if for all $\varepsilon>0$, the condition (1.3) holds for infinitely many $N \in \mathbb{N}$. Write

$$
\begin{aligned}
& P_{\ell, \alpha, p}=P_{\ell, \alpha, p}(\mu)=\left\{x \in \mathbb{R}^{d}: \mu \text { is lower mean }(\ell, \alpha, p) \text {-porous at } x\right\}, \\
& U_{\ell, \alpha, p}=U_{\ell, \alpha, p}(\mu)=\left\{x \in \mathbb{R}^{d}: \mu \text { is upper mean }(\ell, \alpha, p) \text {-porous at } x\right\} .
\end{aligned}
$$

The study of the relationship between dimension of sets and their porosities originates from various size-estimates in geometric analysis. See e.g. [4, 32, 17]. The connection between porosity of measures and their dimension has been studied e.g in [5, 2, 15, 1, 14, 30]. For further background and references, see the recent surveys [10, 29] and also [27]. The next theorem unifies and extends many of the earlier results.
Theorem 1.3. Let $0<\alpha<\frac{1}{2}, 0<p \leq 1, \ell \in[d]$ and $\mu$ a measure on $\mathbb{R}^{d}$. For $\mu$ almost all $x \in P_{\ell, \alpha, p}$, we have

$$
\begin{equation*}
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq d-p \ell+\frac{c}{\log \frac{1}{1-2 \alpha}} \tag{1.4}
\end{equation*}
$$

where $c=c(d)<\infty$ is a dimensional constant. Moreover, for $\mu$ almost every $x \in U_{\ell, \alpha, p}$ it holds

$$
\begin{equation*}
\underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq d-p \ell+\frac{c}{\log \frac{1}{1-2 \alpha}} . \tag{1.5}
\end{equation*}
$$

The claim (1.4) gives a positive answer to the question [14, Question 6.9]. For $\ell=1$ it was already proven in [1, Theorem 3.1], but the method used in [1] relies heavily on the co-dimension being one and cannot be used when $\ell>1$. Moreover, the analogous result for porous (rather than mean porous) measures, was obtained in [14, Theorem 5.2].

Remark 1.2. The latter claim (1.5) is the first nontrivial dimension estimate for upper mean porous sets or measures. All the previous works on the dimension of mean porous sets and measures deal with lower mean porosity.

Theorem 1.3 is meaningful and gives the correct rate of convergence for $\alpha \rightarrow 1 / 2$ (it is not hard to see that $1 / 2$ is the largest possible value of $\alpha$ in a set of positive measure, see [5, Remark (a) in p.4]). The small porosity situation (for $\ell=1$ ) was addressed in [30] using entropy averages.

## 2. Preliminaries

2.1. Maximizing entropy. This section is devoted to maximize entropy in a symbolic setting with certain boundary conditions that will appear in our applications.

Definition 2.1. The entropy of the $K$-tuple $\left(p_{1}, \ldots, p_{K}\right), 0 \leq p_{i} \leq 1$, is

$$
H\left(p_{1}, \ldots, p_{K}\right):=\sum_{i=1}^{K} p_{i} \log \left(1 / p_{i}\right)
$$

We remark that it is not assumed that $\sum_{i=1}^{K} p_{i}=1$. Recall the following estimate, which is an easy consequence of Jensen's inequality:

Lemma 2.1 (Log sum inequality). Let $a_{1}, \ldots, a_{K}$ and $b_{1}, \ldots, b_{K}$ be non-negative reals. Then

$$
\sum_{i=1}^{K} a_{i} \log \frac{a_{i}}{b_{i}} \geq\left(\sum_{i=1}^{K} a_{i}\right) \log \frac{\sum_{i=1}^{K} a_{i}}{\sum_{i=1}^{K} b_{i}}
$$

Lemma 2.2. If $0<c \leq 1$, then

$$
\max _{\substack{p_{1}, \ldots, p_{K} \geq 0 \\ \Sigma_{i=1}^{K} p_{i}=c}} H\left(p_{1}, \ldots, p_{K}\right)=H\left(\frac{c}{K}, \ldots, \frac{c}{K}\right)=c \log (K / c)
$$

Proof. Apply the $\log$ sum inequality with $a_{i}=p_{i}$ and $b_{i}=1 / K$.
Lemma 2.3. Let $M \in \mathbb{N}, 0<\varepsilon<\frac{1}{2 M}$ and $n \in\{0, \ldots, M-1\}$. Then

$$
\begin{equation*}
h_{\varepsilon, n}^{M}:=\left.\max H\right|_{\Delta_{\varepsilon, n}^{M}}=(1-n \varepsilon) \log \left(\frac{M-n}{1-n \varepsilon}\right)+n \varepsilon \log (1 / \varepsilon) \tag{2.1}
\end{equation*}
$$

where

$$
\Delta_{\varepsilon, n}^{M}:=\left\{\left(q_{1}, \ldots, q_{M-n}, p_{1}, \ldots, p_{n}\right): \sum_{j=1}^{M-n} q_{j}=1-\sum_{i=1}^{n} p_{i}, q_{j} \geq 0 \text { and } 0 \leq p_{i} \leq \varepsilon\right\}
$$

Proof. If $0 \leq p_{i} \leq \varepsilon, i \in[n]$ are fixed, Lemma 2.2 (applied with $K=M-n$ and $c=$ $1-\sum_{i=1}^{n} p_{i}$ ) implies that

$$
\begin{equation*}
\max _{q_{j} \geq 0 \text { and } \sum_{j=1}^{M-n} q_{j}=1-\sum_{i=1}^{n} p_{i}} H\left(q_{1}, \ldots, q_{M-n}\right)=\left(1-\sum_{i=1}^{n} p_{i}\right) \log \left(\frac{M-n}{1-\sum_{i=1}^{n} p_{i}}\right) . \tag{2.2}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\max _{0 \leq p_{1}, \ldots, p_{n} \leq \varepsilon}\left(1-\sum_{i=1}^{n} p_{i}\right) \log \left(\frac{M-n}{1-\sum_{i=1}^{n} p_{i}}\right)=(1-n \varepsilon) \log \left(\frac{M-n}{1-n \varepsilon}\right) \tag{2.3}
\end{equation*}
$$

Indeed, since $p_{i} \leq \varepsilon<\frac{1}{2 M}$ and $n \leq M-1$, we have $1-\sum_{i=1}^{n} p_{i} \geq 1-n \varepsilon>\frac{1}{2}$. The map $g(t)=(1-t) \log \frac{M-n}{1-t}, t \in\left[\frac{1}{2}, 1\right]$, is decreasing, so the maximum value of $g$ on $[1-n \varepsilon, 1]$ is attained at the left boundary point $1-n \varepsilon$, that is, when each $p_{i}=\varepsilon$.

Lemma 2.2 also implies

$$
\begin{equation*}
\max _{0 \leq p_{1}, \ldots, p_{n} \leq \varepsilon} H\left(p_{1}, \ldots, p_{n}\right)=H(\varepsilon, \ldots, \varepsilon)=n \varepsilon \log (1 / \varepsilon) \tag{2.4}
\end{equation*}
$$

Combining (2.2), (2.3) and (2.4), it follows that

$$
\begin{aligned}
\left.\max H\right|_{\Delta_{\varepsilon, n}^{M}} & =\max _{0 \leq p_{1}, \ldots, p_{n} \leq \varepsilon} \max _{\substack{q_{1}, \ldots, q_{M}-n \geq 0 \\
\sum_{j=1}^{M-n} q_{j}=1-\sum_{i=1}^{n} p_{i}}}\left(H\left(q_{1}, \ldots, q_{M-n}\right)+H\left(p_{1}, \ldots, p_{n}\right)\right) \\
& =\max _{0 \leq p_{1}, \ldots, p_{n} \leq \varepsilon}\left(1-\sum_{i=1}^{n} p_{i}\right) \log \left(\frac{M-n}{1-\sum_{i=1}^{n} p_{i}}\right)+H\left(p_{1}, \ldots, p_{n}\right) \\
& =(1-n \varepsilon) \log \left(\frac{M-n}{1-n \varepsilon}\right)+n \varepsilon \log (1 / \varepsilon),
\end{aligned}
$$

as claimed.
2.2. Abundance of doubling scales. If $\mu$ is a measure on $\mathbb{R}^{d}$ and $\omega \in \mathbb{R}^{d}$, we denote by $\mu_{\omega}$ the translation of $\mu$ by $\omega$, i.e. $\mu_{\omega}(A)=\mu(A+\omega)$ for any Borel set $A$. The trick of randomly translating the dyadic lattice has turned out to be extremely useful in many situations. For instance, Nazarov, Treil, and Volberg [25] use it in the proof of their nonhomogeneous $T b$-theorem. In [30], this technique is for the first time used to study dimension of porous measures. In this section, we prove the following result on the existence of many "doubling scales". Given $K>0$ and a cube $Q$ we denote by $K Q$ the cube with the same center as $Q$ and $K$ times the side length.
Lemma 2.4. For any $0<p<1$ and $K \in \mathbb{N}$ there exists $c^{\prime}=c^{\prime}(d, p, K)>0$ such that the following holds: Let $\mu$ be a measure on $[0,1 / 2)^{d}$. Then for $\mathcal{L}^{d}$ almost every $\omega \in[0,1 / 2)^{d}$,

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: \mu_{\omega}\left(Q^{k, x}\right) \geq c^{\prime} \mu_{\omega}\left(K Q^{k, x}\right)\right\} \geq p
$$

for $\mu_{\omega}$ almost every $x \in \mathbb{R}^{d}$.
For this, we need a few lemmas first.
Notation 2.1. If $2^{a-1}>K$ and $Q \in \mathcal{Q}_{k}$, let

$$
U(Q)=U_{K, a}(Q)=\left\{x \in Q: \operatorname{dist}(x, \partial Q)>K 2^{-(k+a)}\right\}
$$

where $\partial Q$ is the boundary of the cube. Hence $U(Q)$ is obtained from $Q$ by removing the $K$ outer layers of subcubes of $Q$ of generation $k+a$.
Lemma 2.5. If $2^{a-1}>K$ and $\mu$ is a measure on $[0,1 / 2)^{d}$, then for $\mathcal{L}^{d}$ almost every $\omega \in[0,1 / 2)^{d}$, the translated measure $\mu_{\omega}$ satisfies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: Q^{k+a, x} \subset U\left(Q^{k, x}\right)\right\}=\left(1-K 2^{1-a}\right)^{d} \quad \text { for } \mu_{\omega} \text { almost all } x \tag{2.5}
\end{equation*}
$$

Proof. We use the argument from [30, Lemma 4.3]. By the law of large numbers if $x \in \mathbb{R}^{d}$, then

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{card}\left\{k \in[N]: Q^{k+a, x-\omega} \subset U\left(Q^{k, x-\omega}\right)\right\}}{N}=\left(1-K 2^{1-a}\right)^{d}
$$

for $\mathcal{L}^{d}$ almost all $\omega \in[0,1 / 2)^{d}$ (in other words, $\mathcal{L}^{d}$ almost all points $x-\omega$ are normal with respect to the standard $2^{a}$-adic grid). From this the claim follows by applying Fubini's theorem to $\mu \times\left.\mathcal{L}^{d}\right|_{[0,1 / 2)^{d}}$.

The following lemma is standard. As we have not been able to find this exact statement in the literature, and the proof is elementary, we include it for completeness.
Lemma 2.6. If $\mu$ is a measure on $[0,1)^{d}$, then

$$
\limsup _{N \rightarrow \infty} \frac{\log \mu\left(Q^{N, x}\right)}{-N} \leq d
$$

for $\mu$ almost all $x$.
Proof. Suppose the claim does not hold. Then there are $\varepsilon>0$ and a set $A$ of positive $\mu$ measure such that the following holds: if $x \in A$, then

$$
\limsup _{N \rightarrow \infty} \frac{\log \mu\left(Q^{N, x}\right)}{-N} \geq d+\varepsilon
$$

Take a closed subset $A_{0}$ of $A$ with $\mu\left(A_{0}\right)>0$. For any $n_{0} \in \mathbb{N}$ and each $x \in A_{0}$, we can find $N(x) \geq n_{0}$ such that $\mu\left(Q^{N(x), x}\right)<2^{-N(x)(d+\varepsilon)}$. Since $A_{0}$ is compact, we can cover it by finitely many of the $Q^{N(x), x}$. Writing $n_{1}$ for the maximum of the $N(x)$ on this finite set, an easy inductive argument, working from $n_{1}$ down to $n_{0}$, shows that $\mu\left(A_{0} \cap Q\right) \leq 2^{-n_{0}(d+\varepsilon)}$ for all cubes $Q \in \mathcal{Q}_{n_{0}}$, and therefore

$$
\mu\left(A_{0}\right) \leq 2^{n_{0} d} 2^{-n_{0}(d+\varepsilon)}=2^{-\varepsilon n_{0}}
$$

As $n_{0}$ was arbitrary, $\mu\left(A_{0}\right)=0$. This contradiction finishes the proof of the lemma.
Lemma 2.7. If $a \in \mathbb{N}, 0<p<1$ and $\mu$ is a measure on $[0,1)^{d}$, then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: \mu\left(Q^{k+a, x}\right) \geq c \mu\left(Q^{k, x}\right)\right\} \geq p \tag{2.6}
\end{equation*}
$$

for $\mu$ almost all $x \in \mathbb{R}^{d}$, where $c=c(d, p, a)>0$.
Proof. The proof is similar to [3, Lemma 2.2]. To simplify notation, we assume that $\mu\left([0,1)^{d}\right)=1$. Choose $c=c(d, p, a):=2^{-2 a d /(1-p)}$. Let $x \in \mathbb{R}^{d}$ be any point where (2.6) fails. Then there are arbitrarily large integers $N$ with

$$
\operatorname{card}\left\{k \in[N]: \mu\left(Q^{k+a, x}\right) \geq c \mu\left(Q^{k, x}\right)\right\}<p N
$$

For such an $N$,

$$
\left(\mu\left(Q^{N+a, x}\right)\right)^{a} \leq \prod_{\ell=1}^{a} \frac{\mu\left(Q^{N+\ell, x}\right)}{\mu\left(Q^{\ell, x}\right)}=\prod_{k=1}^{N} \frac{\mu\left(Q^{k+a, x}\right)}{\mu\left(Q^{k, x}\right)}<c^{(1-p) N}
$$

Hence

$$
\frac{\log \mu\left(Q^{N+a, x}\right)}{-(N+a)} \geq \frac{\log c^{(1-p) N / a}}{-(N+a)}=\frac{-2 d N}{-(N+a)}=\frac{2 d N}{N+a}
$$

which yields

$$
\limsup _{N \rightarrow \infty} \frac{\log \left(\mu\left(Q^{N, x}\right)\right)}{-N} \geq 2 d
$$

In view of Lemma 2.6, (2.6) can fail only in a $\mu$ null set, as claimed.

Proof of Lemma 2.4. Let $\omega \in[0,1 / 2)^{d}$ be such that (2.5) holds. By Lemma 2.5 this is the case for $\mathcal{L}^{d}$ almost all $\omega \in[0,1 / 2)^{d}$. Choose $a=a(p, K)$ such that $2^{a-1}>K$ and $\left(1-K 2^{1-a}\right)^{d}>$ $p$. Let $p_{a}=\left(\left(1-K 2^{1-a}\right)^{d}+p\right) / 2$. Then $0<p^{\prime}:=1+p-p_{a}<1$. Let $x \in \mathbb{R}^{d}$ be a point such that

$$
\begin{equation*}
Q^{k, x} \subset U\left(Q^{k-a, x}\right) \tag{2.7}
\end{equation*}
$$

for at least $p_{a} N$ values $k \in[N]$; and

$$
\begin{equation*}
\mu_{\omega}\left(Q^{k, x}\right) \geq c^{\prime} \mu_{\omega}\left(Q^{k-a, x}\right) \tag{2.8}
\end{equation*}
$$

for at least $p^{\prime} N$ values $k \in[N]$, where $c^{\prime}=c\left(d, p^{\prime}, a\right)>0$ is the constant from Lemma 2.7. By Lemmas 2.5 and 2.7, for $\mu_{\omega}$ almost all $x$, the conditions (2.7), (2.8) are satisfied when $N$ is large. Then (2.7) and (2.8) are simultaneously satisfied for at least $p N$ values $k \in[N]$. Consider such $k \in[N]$. By (2.7) and the definition of $U\left(Q^{k-a, x}\right)$, we have $K Q^{k, x} \subset Q^{k-a, x}$, see the Figure 2 below. Now (2.8) yields $\mu_{\omega}\left(Q^{k, x}\right) \geq c^{\prime} \mu_{\omega}\left(K Q^{k, x}\right)$ for at least $p N$ values $k \in[N]$ and the claim follows.


Figure 2. We choose the number $a \in \mathbb{N}$ in the proof of Lemma 2.4 so large that whenever a cube $Q \prec_{a} Q^{k-a, x}$ is contained in $U\left(Q^{k-a, x}\right)$, then the enlarged cube $K Q \subset Q^{k-a, x}$. In the picture the light gray cubes forms the set $U\left(Q^{k-a, x}\right)$, the darker gray cube $Q^{k, x} \subset U\left(Q^{k-a, x}\right)$ and the constants $K=2$ and $a=3$.

### 2.3. Labeling cubes.

Lemma 2.8. Let $\mu$ be a Borel probability measure on $[0,1)^{d}$ and $a \in \mathbb{N}$. Suppose that each $Q \in \mathcal{Q}$ is labeled either as 'black' or 'white'. Write

$$
Q_{\text {black }}:=\bigcup_{Q^{\prime} \prec_{a} Q \text { is black }} Q^{\prime} .
$$

Then

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N}\left(\mu_{k, x}\left(Q_{\text {black }}^{k, x}\right)-\mathbf{1}_{Q^{k, x} \text { is black }}\right)=0
$$

for $\mu$ almost every $x \in[0,1)^{d}$.
Proof. For $k \geq a$, let

$$
f_{k}(x)=\mu_{k-a, x}\left(Q_{\mathrm{black}}^{k-a, x}\right), \quad \text { and } \quad g_{k}(x)=\mathbf{1}_{Q^{k, x} \text { is black }} .
$$

Write $\mathcal{B}_{k}$ for the $\sigma$-algebra generated by $\mathcal{Q}_{k}$. Then $f_{k}$ is $\mathcal{B}_{k-a}$ measurable, and $g_{k}$ is $\mathcal{B}_{k}$ measurable. Moreover, the conditional expectation

$$
\mathbb{E}_{\mu}\left(g_{k} \mid \mathcal{B}_{k-a}\right)(x)=\frac{\mu\left(Q_{\text {black }}^{k-a, x}\right)}{\mu\left(Q^{k-a, x}\right)}=f_{k}(x) .
$$

This shows that, for each $j \in[a-1]$, the sequence $\left(f_{\ell a+j}-g_{\ell a+j}\right)_{\ell \in \mathbb{N}}$ is a uniformly bounded martingale difference sequence (with respect to the filtration $\left\{\mathcal{B}_{\ell a+j}\right\}_{\ell=0}^{\infty}$ ). By the law of large numbers for martingale differences (see [7, Theorem 3 in Chapter VII.9]),

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{\ell=1}^{N}\left(f_{\ell a+j}(x)-g_{\ell a+j}(x)\right)=0 \quad \text { for } \mu \text { almost every } x \in[0,1)^{d} .
$$

Adding over all $j$, we deduce that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N}\left(f_{k}(x)-g_{k}(x)\right)=0 \quad \text { for } \mu \text { almost every } x \in[0,1)^{d} .
$$

The statement follows since

$$
\frac{1}{N} \sum_{k=1}^{N}\left(f_{k+a}(x)-g_{k}(x)\right)-\frac{1}{N} \sum_{k=1}^{N}\left(f_{k}(x)-g_{k}(x)\right) \longrightarrow 0, \quad \text { as } N \rightarrow \infty,
$$

for every $x$.

## 3. Proofs of the main results

3.1. General outline. Although the geometric details differ, the strategy of proof of Theorems 1.1, 1.2 and 1.3 follows a unified pattern, which we can summarize as follows:
(1) Firstly, note that both the hypotheses and the statements are local and translationinvariant, so the measure $\mu$ can be assumed to be supported on $[0,1 / 2)^{d}$ and translated by a random vector in $[0,1 / 2)^{d}$.
(2) Translate the geometric concept under study (homogeneity, conical densities, porosity) into a dyadic analogue.
(3) Show that the validity of the original condition at a proportion $p$ of dyadic scales implies the validity of the corresponding dyadic version at a proportion $p^{\prime}$ of scales, with $p^{\prime}$ arbitrarily close to $p$. (This step usually depends on Lemma 2.4, and hence explains the initial random translation).
(4) Use the geometric hypothesis (in its dyadic version) to obtain an estimate for the entropy $H\left(\mu, Q^{k, x}\right)$ at points $x$ and scales $k$ such that the condition is verified (for example, at porous scales).
(5) Conclude with a bound on the dimension of the measure from local entropy averages (Proposition 1.1).
It may be useful to keep these steps in mind while going through the details of the proofs.
We remark that this general strategy was already used in [30] (see also [29]). However, the geometric arguments in our current applications are rather more involved at all steps.
3.2. Proof of Theorem 1.1. Throughout this section, constants $d \in \mathbb{N}, 0<m<s<d$, and a measure $\mu$ on $[0,1)^{d}$ are fixed.

Theorem 1.1 will be proved via a corresponding dyadic formulation. For this we require a dyadic version of homogeneity:

Definition 3.1 (Dyadic homogeneity). Fix $a \in \mathbb{N}$. The dyadic a-homogeneity of a measure $\mu$ at $x \in \mathbb{R}^{d}$ with parameters $\varepsilon>0$ and $k \in \mathbb{N}$ is defined by

$$
\operatorname{hom}_{\varepsilon, k}^{a}(\mu, x)=\operatorname{card}\left\{Q \prec_{a} Q^{k, x}: \mu(Q)>\varepsilon \mu\left(Q^{k, x}\right)\right\}
$$

The required dyadic version of Theorem 1.1 is given in the next proposition.
Proposition 3.1. There exist constants $p_{0}=p_{0}(m, s, d)>0$ such that for every $a \in \mathbb{N}$ there exists $\varepsilon_{0}=\varepsilon_{0}(m, s, d, a)>0$ with the following property: for $\mu$ almost every $x \in \Omega_{s}(\mu)$, and for all large enough $N \in \mathbb{N}$ we have

$$
\begin{equation*}
\operatorname{hom}_{\varepsilon_{0}, k}^{a}(\mu, x)>2^{a m} \quad \text { for at least } p_{0} N \text { values } k \in[N] . \tag{3.1}
\end{equation*}
$$

For $\mu$ almost all $x \in \Omega^{s}(\mu)$ the estimate (3.1) holds for infinitely many $N$.
First we need a more quantitative statement. We use the notation from Lemma 2.3:
Lemma 3.1. Let $0<q<1, a \in \mathbb{N}, 0<\varepsilon<2^{-a d-1}$. Suppose that $A \subset[0,1)^{d}$ has the following property: for every $x \in A$ there exist infinitely many $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{hom}_{\varepsilon, k}^{a}(\mu, x) \leq 2^{a m} \quad \text { for at least } q N \text { values of } k \in[N] \tag{3.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq \frac{q h_{\varepsilon, 2^{a d}-2^{a m}}^{2^{a d}}}{a}+(1-q) d=: s^{\prime}(m, d, q, a, \varepsilon) \tag{3.3}
\end{equation*}
$$

for $\mu$ almost every $x \in A$. Moreover, if the inequality (3.2) holds for all large enough $N$, then

$$
\begin{equation*}
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq s^{\prime} \tag{3.4}
\end{equation*}
$$

for $\mu$ almost every $x \in A$.
Proof. Let $x \in A$ and choose $N \in \mathbb{N}$ such that (3.2) holds. By (3.2) there exist distinct $k_{1}, \ldots, k_{\lceil q N\rceil} \in[N]$ with $\operatorname{hom}_{\varepsilon, k_{\ell}}^{a}(\mu, x) \leq 2^{a m}$ for each $\ell \in[\lceil q N\rceil]$. For any such $\ell$ we may choose $Q_{1}, Q_{2}, \ldots, Q_{2^{a d}-\left\lfloor 2^{a m}\right\rfloor} \prec_{a} Q^{k_{\ell}, x}$ such that $\mu\left(Q_{i}\right) \leq \varepsilon \mu\left(Q^{k_{\ell}, x}\right)$ for each $i$. A direct application of Lemma 2.3 with $M=2^{a d}$ and $n=2^{a d}-\left\lfloor 2^{a m}\right\rfloor$ then implies

$$
H^{a}\left(\mu, Q^{k_{\ell}, x}\right) \leq h_{\varepsilon, 2^{a d}-2^{a m}}^{2^{a d}}, \quad \ell \in[\lceil q N\rceil]
$$

Moreover, applying Lemma 2.2 with $K=2^{a d}$ and $c=1$, we have $H^{a}\left(\mu, Q^{k, x}\right) \leq a d$ for $k \in[N] \backslash\left\{k_{1}, \ldots, k_{\lceil q N\rceil}\right\}$. Hence

$$
\begin{aligned}
\sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) & =\sum_{\ell=1}^{\lceil q N\rceil} H^{a}\left(\mu, Q^{k_{\ell}, x}\right)+\sum_{\substack{k \in[N] \\
k \notin\left\{k_{1}, \ldots, k_{\lceil q N\rceil}\right\}}} H^{a}\left(\mu, Q^{k, x}\right) \\
& \leq q N h_{\varepsilon, 2^{a d}-2^{a m}}^{2^{a d}}+(1-q) N a d .
\end{aligned}
$$

Dividing both sides by $N a$, we have

$$
\frac{1}{N a} \sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) \leq s^{\prime} .
$$

As $x \in A$, there are infinitely many $N$ such that the above holds. Hence (3.3) is just an application of local entropy averages (Proposition 1.1).
Similarly, if the above is satisfied for all large enough $N \in \mathbb{N}$, then local entropy averages implies the stronger estimate (3.4).
Proof of Proposition 3.1. Let $a \in \mathbb{N}, p_{0}:=\frac{s-m}{2(d-m)}, t=\left(s-p_{0} d\right) /\left(1-p_{0}\right)$. Then $\delta:=a(t-m)>$ 0 . Since (recall (2.1))

$$
\lim _{\varepsilon \searrow 0} h_{\varepsilon, 2^{a d}-2^{a m}}^{2^{a d}}=a m,
$$

we can choose $0<\varepsilon_{0}=\varepsilon_{0}(m, s, d, a)<2^{-a d-1}$ such that

$$
h_{\varepsilon_{0}, 2^{a d}-2^{a m}}^{2^{a d}}<a m+\delta=a t .
$$

Then by the definition of $s^{\prime}$ (recall (3.3)) we have

$$
\begin{equation*}
s^{\prime}=s^{\prime}\left(m, d, 1-p_{0}, a, \varepsilon_{0}\right)=\frac{\left(1-p_{0}\right) h_{\varepsilon_{0}, 2^{a d}-2^{a m}}^{2^{a d}}}{a}+p_{0} d<\left(1-p_{0}\right) t+p_{0} d=s \tag{3.5}
\end{equation*}
$$

Assume that the first statement of Proposition 3.1 fails. Then there is a Borel set $A \subset$ $\Omega_{s}(\mu)$ with $\mu(A)>0$, such that for every $x \in A$, there are infinitely many $N$ with

$$
\operatorname{hom}_{\varepsilon_{0}, k}^{a}(\mu, x) \leq 2^{a m} \quad \text { for at least }\left(1-p_{0}\right) N \text { values of } k \in[N] .
$$

Lemma 3.1 (3.3) with $q=1-p_{0}$, and (3.5) then yield $\operatorname{dim}_{\mathrm{loc}}(\mu, x) \leq s^{\prime}<s$ for $\mu$ almost every $x \in A$. This is impossible since $\mu(A)>0$ and $A \subset \Omega_{s}(\mu)$.

The proof for $x \in \Omega^{s}(\mu)$ is completely analogous, using (3.4) in place of (3.3).
Proof of Theorem 1.1. We first fix various constants. Let $p_{0}=p_{0}(m, s, d)>0$ be the constant from Proposition 3.1 and $p=p_{0} / 2>0$. Let $t=(m+s) / 2$ and let $2 \leq a_{0}=a_{0}(m, s, d)$ be so large that

$$
\begin{equation*}
2^{a_{0} t} / C_{d} \geq 2^{a_{0} m} . \tag{3.6}
\end{equation*}
$$

where $C_{d}$ is a large dimensional constant (choosing $C_{d}=17 d^{d / 2}$ will do). Consider $0<\delta<\delta_{0}:=2^{1-a_{0}}$. Denote by $h=h(d)$ the smallest integer such that $2^{h} \geq \sqrt{d}$. Fix $a \geq a_{0}$ such that

$$
\begin{equation*}
2^{-a} \leq \delta<2^{1-a} \tag{3.7}
\end{equation*}
$$

Let $K$ be a constant to be chosen later, depending only on $d$. By localizing, rescaling, and translating, we may assume that $\mu$ is supported on $[0,1)^{d}$ and satisfies the conclusion of Lemma 2.4 with this value of $K$, i.e.

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: \mu\left(Q^{k, x}\right) \geq c^{\prime} \mu\left(K Q^{k, x}\right)\right\}>1-p \quad \text { for } \mu \text { almost every } x \tag{3.8}
\end{equation*}
$$

where $c^{\prime}=c(d, 1-p / 2, K)$. Further, let $\varepsilon=c^{\prime} \varepsilon_{0}(t, s, d, a)$, where $\varepsilon_{0}(t, s, d, a)$ is the value provided by Proposition 3.1.

Then, Proposition 3.1 together with (3.8) implies that for $\mu$ almost all $x \in \Omega_{s}(\mu)$ and all large $N \in \mathbb{N}$, it holds that

$$
\begin{equation*}
\operatorname{hom}_{\varepsilon_{0}, k+h}^{a}(\mu, x) \geq 2^{a t} \tag{3.9}
\end{equation*}
$$

for at least $2 p N$ values $k \in[N]$, and

$$
\begin{equation*}
\mu\left(Q^{k+h, x}\right) \geq c^{\prime} \mu\left(K Q^{k+h, x}\right) \tag{3.10}
\end{equation*}
$$

for at least $(1-p) N$ values $k \in[N]$. The assumptions (3.9) and (3.10) are then simultaneously satisfied for at least $p N$ values $k \in[N]$. Fix one such $k \in[N]$.

Denote

$$
\mathcal{H}_{k}:=\left\{Q \prec_{a} Q^{k+h, x}: \mu(Q)>\varepsilon_{0} \mu\left(Q^{k+h, x}\right)\right\} .
$$

We define a packing $\mathcal{B}_{k}$ of $B\left(x, 2^{-k}\right)$ as follows. First pick $Q_{1} \in \mathcal{H}_{k}$, and remove all cubes $Q \in \mathcal{H}_{k}$ which intersect the ball $B\left(x_{Q_{1}}, \delta 2^{1-k}\right)$. The estimates (3.7) and a simple geometric inspection show there are at most $C_{d}$ such cubes (this is the only property of the constant $C_{d}$ that we use). Now choose $Q_{2}$ from the remaining cubes in $\mathcal{H}_{k}$ and do the same. Hence each time we choose $Q_{j}$, we remove at most $C_{d}$ cubes from $\mathcal{H}_{k}$. By (3.9), we have card $\mathcal{H}_{k} \geq 2^{a t}$, so this process stops when we have chosen the cube $Q_{L}$ with $L \geq 2^{a t} / C_{d}$.


Figure 3. We choose the constant $h$ such that $Q^{k+h, x}$ is contained in the reference ball $B\left(x, 2^{-k}\right)$, and then the constant $K$ such that $B\left(x, 5 \cdot 2^{-k}\right) \subset$ $K Q^{k+h, x}$. The darker small cubes $Q_{j} \prec_{a} Q^{k+h+a, x}$ in the picture form the set $\mathcal{H}_{k}$ : each of them have at least $\varepsilon_{0}$-portion of the $\mu$-mass of the cube $Q^{k+h, x}$. This allows us to control the proportion of $\mu$-masses of the balls $B_{j} \supset Q_{j}$ inside $B\left(x, 5 \cdot 2^{-k}\right)$.

By construction, the collection of balls

$$
\mathcal{B}_{k}:=\left\{B_{j}=B\left(x_{Q_{j}}, \delta 2^{-k}\right): j=1, \ldots, L\right\}
$$

is a $\left(\delta 2^{-k}\right)$-packing of $B\left(x, 2^{-k}\right)$. Observe that $\left|x_{Q_{j}}-x\right|<\sqrt{d} \cdot 2^{-h-k-1}<2^{-k}$ by the choice of $h$ and that also $B_{j} \supset Q_{j}$ by (3.7). At this point, we define $K$ so that $K Q^{k+h, x} \supset$ $B\left(x, 5 \cdot 2^{-k}\right)$, see Figure 3. For example, $K=11 \cdot 2^{h}$ works. Hence, using also the definition of $\mathcal{H}_{k}$,

$$
\mu\left(B_{j}\right) \geq \mu\left(Q_{j}\right)>\varepsilon_{0} \mu\left(Q^{k+h, x}\right) \stackrel{(3.10)}{\geq} \varepsilon \mu\left(K Q^{k+h, x}\right) \geq \varepsilon \mu\left(B\left(x, 5 \cdot 2^{-k}\right)\right) .
$$

Therefore $\operatorname{hom}_{\delta, \varepsilon, 2^{-k}}(\mu, x) \geq \operatorname{card} \mathcal{B}_{k} \geq 2^{a t} / C_{d} \geq 2^{a m} \geq \delta^{-m}$ for at least $p N$ values of $k \in[N]$, recall (3.6) and (3.7). Theorem 1.1 is now proved for the points in $\Omega_{s}(\mu)$.

The last statement of Proposition 3.1 yields for $\mu$ almost every $x \in \Omega^{s}(\mu)$ infinitely many $N \in \mathbb{N}$ such that (3.9) is satisfied for at least $p_{0} N$ values $k \in[N]$. Furthermore, for $\mu$ almost every $x$ the property (3.10) still hold for these $N$, since it does not require any information about local dimension of $\mu$ at $x$. Hence the same proof goes through, and we have (1.1) for infinitely many $N \in \mathbb{N}$, as claimed.
3.3. Proof of Theorem 1.2. Throughout this section we fix numbers $0<m<s<d$, where $m, d \in \mathbb{N}$, and $0<\alpha<1$.

The main idea in the proof of Theorem 1.2 is to combine the dyadic version of the homogeneity estimate from the previous subsection with the following lemma. This lemma may be seen as a simple discrete version of Theorem 1.2.
Lemma 3.2. There exists $a_{0}=a_{0}(m, s, d, \alpha) \in \mathbb{N}$ such that for any $a \geq a_{0}$ and any family $\mathcal{C}$ of cubes of $Q \prec_{a}[0,1)^{d}$ with at least $2^{\text {as }}$ elements, there is $Q \in \mathcal{C}$ such that for any $V \in G(d, d-m)$ and $\theta \in \mathbb{S}^{d-1}$ there exists $Q^{\prime} \in \mathcal{C}$ with

$$
\begin{equation*}
Q^{\prime} \subset X(x, V, \alpha) \backslash H(x, \theta, \alpha) \tag{3.11}
\end{equation*}
$$

for all $x \in Q$.
Proof. We denote by $C_{1}, \ldots, C_{5}$ positive and finite constants that depend only on $d, m$ and $\alpha$. We first let $C_{1}, C_{2}$ be constants such that (here $Q, Q^{\prime} \in \mathcal{C}$ and $V \in G(d, d-m)$ )
(1) If $\left|x_{Q}-x_{Q^{\prime}}\right|>C_{1} 2^{-a}$ and $V$ hits both $Q$ and $Q^{\prime}$, then $x_{Q^{\prime}} \in X\left(x_{Q}, V, \alpha / 4\right)$.
(2) If $\left|x_{Q}-x_{Q^{\prime}}\right|>C_{1} 2^{-a}$ and $x_{Q^{\prime}} \in X\left(x_{Q}, V, \alpha / 4\right)$, then $Q^{\prime} \subset X(y, V, \alpha / 2)$ for all $y \in Q$.
(3) If $Q_{1}, \ldots, Q_{C_{2}} \prec_{a}[0,1)^{d}$ and the centers of $Q_{i}$ are $C_{1} 2^{-a}$ apart from each other, then there is $i_{0} \in\left[C_{2}\right]$ with the property that for each $\theta \in \mathbb{S}^{d-1}$, we have $Q_{i} \cap$ $H(y, \theta, \alpha)=\varnothing$ for some $i \in\left[C_{2}\right]$ and for all $y \in Q_{i_{0}}$.
The existence of such $C_{1}$ and $C_{2}$ is based on straightforward geometric arguments, see e.g. [6], [16, Lemmas 2.1 and 2.3] or [3, Lemmas 4.2 and 4.3].

Since the Grassmannian $G(d, d-m)$ is compact, we may find $V_{1}, \ldots, V_{C_{3}} \in G(d, d-m)$ so that each $X(x, V, \alpha)$ contains some $X\left(x, V_{i}, \alpha / 2\right)$. Choose a small $\varepsilon=\varepsilon(d, m, \alpha)>0$ to be determined later. We say that a cube $Q$ in the collection $\mathcal{C}$ is $i$-good, if for all $\theta \in \mathbb{S}^{d-1}$ there is $Q^{\prime} \in \mathcal{C}$ such that

$$
Q^{\prime} \subset X\left(x, V_{i}, \alpha / 2\right) \backslash H(x, \theta, \alpha) \quad \text { for all } x \in Q .
$$

Next we estimate the amount of $i$-good cubes in $\mathcal{C}$. We first choose an $2^{-a-1}$-dense subset $\left\{y_{1}, \ldots, y_{C_{4} 2^{a m}}\right\} \subset \operatorname{proj}_{V_{i}}\left([0,1)^{d}\right)$ (where $\operatorname{proj}_{V_{i}}$ is the orthogonal projection onto $V_{i}^{\perp}$ ). Consider a $y_{j}$ for which the tube

$$
T:=\left\{x \in \mathbb{R}^{d}: \operatorname{dist}\left(x, \operatorname{proj}_{V_{i}}^{-1}\left(y_{j}\right)\right)<2^{-a-1}\right\}
$$

contains at least $\varepsilon 2^{a(s-m)}$ center points of cubes in $\mathcal{C}$, see Figure 4 below.
Observe that, for all but at most $C_{4} \varepsilon 2^{a s}$ cubes $Q \in \mathcal{C}$, the center $x_{Q}$ is contained in such a $T$. Let $\mathcal{C}_{T}$ be the cubes in $\mathcal{C}$ whose centers lie in $T$. For each collection of cubes $Q \prec_{a}$ $[0,1)^{d}$ with $M$ elements, there is a sub-collection with at least $M /\left(2 C_{1}+1\right)^{d}$ elements such that the midpoints are $C_{1} 2^{-a}$ apart from each other. We let $\mathcal{C}_{1}$ be a maximal subcollection of $\mathcal{C}_{T}$ with this property. We continue inductively; If the collection $\mathcal{C}_{T} \backslash \cup_{k<n} \mathcal{C}_{k}$ has at least $C_{2}\left(2 C_{1}+1\right)^{d} / \varepsilon$ elements, we let $\mathcal{C}_{n}$ be a maximal subcollection of $\mathcal{C}_{T} \backslash \cup_{k<n} \mathcal{C}_{k}$ with the central points $C_{1} 2^{-a}$ apart from each other. This process terminates when the cardinality


Figure 4. The $y_{j}$ is located at $V_{i}$ such that the tube $T$ contains at least $\varepsilon 2^{a(s-m)}$ center points of cubes from the collection $\mathcal{C}$.
of $\mathcal{C}_{T} \backslash \cup_{k<n} \mathcal{C}_{k}$ is at most $C_{2}\left(2 C_{1}+1\right)^{d} / \varepsilon$ which, on the other hand, is less than $\varepsilon$ times the cardinality of $\mathcal{C}_{T}$ provided $2^{a(s-m)} \geq \varepsilon^{-3} C_{2}\left(2 C_{1}+1\right)^{d}$ (this determines the choice of $a_{0}$ ). Furthermore, using $1-3$, we see that all but $C_{2}$ of the elements of each $\mathcal{C}_{n}$ are $i$-good and that $C_{2}$ is less than $\varepsilon$ times the cardinality of $\mathcal{C}_{n}$.

To summarize, we have seen that a proportion at least $\left(1-C_{4} \varepsilon\right)$ of the cubes in $\mathcal{C}$ belong to some $\mathcal{C}_{T}$ for which there are at least $\varepsilon 2^{a(m-s)}$ elements and, among these, a proportion of at least $(1-\varepsilon)$ belong to a $\mathcal{C}_{n}$ which has a proportion $(1-\varepsilon)$ of $i$-good cubes. Thus, at least a proportion $\left(1-C_{5} \varepsilon\right.$ ) of the cubes of $\mathcal{C}$ are $i$-good, and this holds for all $i$. Whence, choosing $\varepsilon<1 /\left(C_{3} C_{5}\right)$, there is at least one cube $Q \in \mathcal{C}$ which is $i$-good for all $V_{1}, \ldots, V_{C_{3}}$. The claim (3.11) holds true for this $Q$.

We can apply this lemma to gain information on the existence of trapped cubes:
Definition 3.2 (Trapped cubes). Let $a, k \in \mathbb{N}, Q \in \mathcal{Q}$ and $\varepsilon>0$. A cube $Q^{\prime} \prec_{a} Q$ with $\mu\left(Q^{\prime}\right)>\varepsilon \mu(Q)$ is $\varepsilon$-trapped if, for any $V \in G(d, d-m)$ and $\theta \in \mathbb{S}^{d-1}$, there exists $Q^{\prime \prime} \prec_{a} Q$ with $\mu\left(Q^{\prime \prime}\right)>\varepsilon \mu(Q)$ and

$$
Q^{\prime \prime} \subset X(x, V, \alpha) \backslash H(x, \theta, \alpha) \quad \text { for all } x \in Q^{\prime},
$$

see Figure 5. Once $\varepsilon$ and $a$ are fixed, denote

$$
Q_{\text {trap }}:=\bigcup_{Q^{\prime} \prec_{a} Q \text { is } \varepsilon \text {-trapped }} Q^{\prime} .
$$

Lemma 3.3. There exist $a=a(m, s, d, \alpha), \varepsilon=\varepsilon(m, s, d, \alpha)>0$, and $p^{\prime}=p^{\prime}(m, s, d, \alpha)>0$ such that for $\mu$ almost every $x \in \Omega_{s}(\mu)$ and for all large enough $N \in \mathbb{N}$, the cube $Q^{k, x}$ is $\varepsilon$ trapped for at least $p^{\prime} N$ values $k \in[N]$. For $\mu$ almost every $x \in \Omega^{s}(\mu)$ there exist infinitely many $N \in \mathbb{N}$ such that the cube $Q^{k, x}$ is $\varepsilon$-trapped for at least $p^{\prime} N$ values of $k \in[N]$.
Proof. Let $t=(m+s) / 2$ and $a=a_{0}(m, t, d, \alpha)$ be the constant from Lemma 3.2 and $\varepsilon=\varepsilon_{0}(t, s, d, a)$ be the constant from Proposition 3.1. Finally, let $p^{\prime}=\varepsilon p_{0} / 2$, where $p_{0}=p_{0}(t, s, d)$ is the constant from Proposition 3.1. Let $x \in \mathbb{R}^{d}$ and $k \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{hom}_{\varepsilon, k}^{a}(\mu, x) \geq 2^{a t} . \tag{3.12}
\end{equation*}
$$

Then by Lemma 3.2 there exists an $\varepsilon$-trapped cube $Q \prec_{a} Q^{k, x}$. Proposition 3.1 implies that, for $\mu$ almost every $x \in \Omega_{s}(\mu)$ and for all large enough $N \in \mathbb{N}$, (3.12) holds for at least $p_{0} N$ values $k \in[N]$. For these $x$ and $N$, we have

$$
\begin{equation*}
\sum_{k=1}^{N} \mu_{k, x}\left(Q_{\text {trap }}^{k, x}\right)>\varepsilon p_{0} N=2 p^{\prime} N \tag{3.13}
\end{equation*}
$$

On the other hand, Lemma 2.8 with 'black' $=$ 'trapped' implies for $\mu$ almost every $x \in \mathbb{R}^{d}$ that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N}\left(\mu_{k, x}\left(Q_{\mathrm{trap}}^{k, x}\right)-\mathbf{1}_{Q^{k, x} \text { is trapped }}\right)=0 .
$$

We conclude that for $\mu$ almost every $x \in \Omega_{s}(\mu)$, and for all large enough $N \in \mathbb{N}$, we have

$$
\sum_{k=1}^{N} \mathbf{1}_{Q^{k, x} \text { is trapped }}>p^{\prime} N,
$$

which is precisely what we wanted.
For the points in $\Omega^{s}(\mu)$ the argument is symmetric as Proposition 3.1 implies (3.13) for infinitely many $N$.


Figure 5. A cube $Q^{\prime} \prec_{a} Q$ becomes $\varepsilon$-trapped if it is effectively surrounded by cubes $Q^{\prime \prime} \prec_{a} Q$ (in the picture the darker gray cubes) each of which having at least $\varepsilon$-portion of $\mu$ mass in $Q$.

Proof of Theorem 1.2. Let $h$ be the smallest integer such that $2^{h} \geq \sqrt{d}$, and let $K=K(d)$ be large enough so that $B\left(x, 2^{-k}\right) \subset K Q^{k+h, x}$. For example, $K=2^{h+1}+1$ works. Let $a=a(m, s, d, \alpha), \varepsilon=\varepsilon(m, s, d, \alpha)$, and $p^{\prime}=p^{\prime}(m, s, d, \alpha)$ be the constants from Lemma 3.3. Define $p=p^{\prime} / 2$. and $q=1-p^{\prime} / 2$. As in the proof of Theorem 1.1, we may assume that $\mu$ has been suitably localized and translated to ensure that, applying Lemma 2.4 with the appropriate parameters, there is a constant $c_{q}>0$ such that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: \mu\left(Q^{k, x}\right) \geq c_{q} \mu\left(K Q^{k, x}\right)\right\}>q \quad \text { for } \mu \text { almost all } x . \tag{3.14}
\end{equation*}
$$

We also set

$$
c=c(m, s, d, \alpha)=c_{q} \varepsilon .
$$

Consider $x \in \mathbb{R}^{d}$ and $k \in \mathbb{N}$ for which

$$
\begin{equation*}
Q^{k+h+a, x} \text { is } \varepsilon \text {-trapped and } \mu\left(Q^{k+h, x}\right) \geq c_{q} \mu\left(K Q^{k+h}\right) . \tag{3.15}
\end{equation*}
$$

Let $V \in G(d, d-m)$ and $\theta \in \mathbb{S}^{d-1}$. Since $Q^{k+h+a, x}$ is $\varepsilon$-trapped, we can choose $Q \prec_{a}$ $Q^{k+h, x}$ with $\mu(Q)>\varepsilon \mu\left(Q^{k+h, x}\right)$ and

$$
Q \subset X(x, V, \alpha) \backslash H(x, \theta, \alpha) .
$$

The choice of $h$ implies that $Q \subset Q^{k+h, x} \subset B\left(x, 2^{-k}\right)$, whence also

$$
Q \subset X\left(x, 2^{-k}, V, \alpha\right) \backslash H(x, \theta, \alpha)
$$

Moreover, using (3.15) and that $B\left(x, 2^{-k}\right) \subset K Q^{k+h, x}$ (by the choice of $K$ ), we have

$$
\mu\left(B\left(x, 2^{-k}\right)\right) \leq \mu\left(K Q^{k+h, x}\right) \leq c_{q}^{-1} \mu\left(Q^{k+h, x}\right) .
$$

Hence

$$
\frac{\mu\left(X\left(x, 2^{-k}, V, \alpha\right) \backslash H(x, \theta, \alpha)\right)}{\mu\left(B\left(x, 2^{-k}\right)\right)} \geq \frac{\mu(Q)}{c_{q}^{-1} \mu\left(Q^{k+h, x}\right)}>c_{q} \varepsilon=c .
$$

Lemma 3.3 and (3.14) now imply that, for $\mu$ almost every $x \in \Omega_{s}(\mu)$ and for all large enough $N \in \mathbb{N}$, the two properties in (3.15) are simultaneously satisfied for at least ( $p^{\prime}+$ $q-1) N=p N$ values of $k \in[N]$. Hence the above argument implies the claim for $\mu$ almost every $x \in \Omega_{s}(\mu)$.

As for the points in $\Omega^{s}(\mu)$, the second part of Lemma 3.3 implies the claim for infinitely many $N$ in a similar manner.
3.4. Proof of Theorem 1.3. Throughout this section integers $d \in \mathbb{N}, \ell \in[d]$, a number $0<\alpha<1 / 2$ and a measure $\mu$ on $[0,1)^{d}$ are fixed.

Definition 3.3 (Porous cubes). Choose the unique $a=a(\alpha) \in \mathbb{N}$ such that

$$
\begin{equation*}
2^{-a} \leq 1-2 \alpha<2^{1-a} . \tag{3.16}
\end{equation*}
$$

Given $\varepsilon>0$, a cube $Q^{\prime} \in \mathcal{Q}_{k+a}$ is $(\alpha, \varepsilon)$-porous, if there exists $x \in Q^{\prime}$ such that

$$
\operatorname{por}_{\ell}\left(\mu, x, 2^{-k}, \varepsilon\right)>\alpha
$$

see Figure 6. We often suppress the notation $(\alpha, \varepsilon)$ from the definition of porous cubes if they are clear from the context. The first such occasion is at hand: if $Q \in \mathcal{Q}_{k}$ we write

$$
Q_{\mathrm{por}}:=\bigcup_{Q^{\prime} \prec a \text { is porous }} Q^{\prime} .
$$

Recall the definitions of $P_{\ell, \alpha, p}$ and $U_{\ell, \alpha, p}$ from Definition 1.4.
Lemma 3.4. Fix $\varepsilon>0$ and $0<p^{\prime}<p<1$. Then for any measure $\mu$ on $\mathbb{R}^{d}$ and for $\mu$ almost every $x \in P_{\ell, \alpha, p}$, we have

$$
\begin{equation*}
p_{N}(x):=\frac{1}{N} \sum_{k=1}^{N} \mu_{k, x}\left(Q_{\mathrm{por}}^{k, x}\right) \geq p^{\prime} \tag{3.17}
\end{equation*}
$$

when $N \in \mathbb{N}$ is large. For $\mu$ almost all $x \in U_{\ell, \alpha, p}$ the estimate (3.17) holds for infinitely many $N$.

Proof. If $\operatorname{por}_{\ell}\left(\mu, x, 2^{-(k-a)}, \varepsilon\right)>\alpha$, then $Q^{k, x}$ is porous. If $x \in P_{\ell, \alpha, p}$ (resp. $U_{\ell, \alpha, p}$ ) then, for large enough $N$ (infinitely many $N$ ), this happens for at least $p N$ of indices $k \in[N]$, i.e.

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} \mathbf{1}_{Q^{k, x} \text { is porous }} \geq p \quad \text { for all } x \in P_{\ell, \alpha, p}
$$

(resp. $\lim \sup _{N \rightarrow \infty} \cdots \geq p$ for all $x \in U_{\ell, \alpha, p}$ ). Lemma 2.8 with 'black' = 'porous' yields the claim.


Figure 6. In the picture $d=2, \ell=2$ and $\alpha$ is close to $1 / 2$. A cube $Q^{\prime} \in \mathcal{Q}_{k+a}$ becomes $(\alpha, \varepsilon)$-porous if it contains a point $x$ such that the $\ell$ porosity at $x$ is at least $\alpha$. Since $\alpha$ is very close to $1 / 2$, the number $a=a(\alpha)$ is very large, so the size of the porous cube $Q^{\prime}$ is very small compared to the size of the holes $B\left(y_{1}, \alpha 2^{-k}\right)$ and $B\left(y_{2}, \alpha 2^{-k}\right)$ obtained from the $\ell$ porosity.

Recall the following covering lemma [14, Lemma 5.4]:
Lemma 3.5. Let $x \in \mathbb{R}^{d}, r>0$ and $A \subset B(x, r)$. If $\operatorname{por}_{\ell}(A, z, r) \geq \alpha$ for every $z \in A$, then $A$ can be covered with $c(1-2 \alpha)^{\ell-d}$ balls of radius $(1-2 \alpha) r$, where $c=c(d)>0$.

With this we obtain the following lemma, which is analogous to [1, Lemma 3.5]:
Lemma 3.6. Let $k \in \mathbb{N}, \varepsilon>0$ and $Q \in \mathcal{Q}_{k}$. Then $Q$ may be divided into three disjoint parts

$$
Q=E \cup P \cup J
$$

where
(1) $\mu(E) \leq c_{0} \varepsilon \mu(3 Q)$,
(2) $P$ can be covered by at most $c_{1} 2^{a(d-\ell)}$ cubes $Q^{\prime} \prec_{a} Q$, and
(3) $J \cap Q_{\text {por }}=\varnothing$.

Here $c_{0}=c_{0}(\ell, \alpha, d)$ and $c_{1}=c_{1}(d)$ are positive and finite constants.

Proof. For any porous $Q^{\prime} \prec_{a} Q$, choose $x=x_{Q^{\prime}} \in Q^{\prime}$ such that $\operatorname{por}_{\ell}\left(\mu, x, 2^{-k}, \varepsilon\right)>\alpha$. By the definition of $\ell$-porosity, this implies that we may choose points $y_{1}, \ldots, y_{\ell} \in \mathbb{R}^{d}$ with $\left(y_{i}-x\right) \cdot\left(y_{j}-x\right)=0$ for $i \neq j$ such that the balls $B_{Q^{\prime}}^{j}:=B\left(y_{j}, \alpha 2^{-k}\right)$ satisfy $B_{Q^{\prime}}^{j} \subset B\left(x, 2^{-k}\right)$ and $\mu\left(B_{Q^{\prime}}^{j}\right) \leq \varepsilon \mu\left(B\left(x, 2^{-k}\right)\right)$ for $j \in[\ell]$. Since $B\left(x, 2^{-k}\right) \subset 3 Q$ (because $\left.x \in Q^{\prime} \subset Q\right)$, this gives

$$
\begin{equation*}
B_{Q^{\prime}}^{j} \subset 3 Q \quad \text { and } \quad \mu\left(B_{Q^{\prime}}^{j}\right) \leq \varepsilon \mu(3 Q), \quad j \in[\ell] . \tag{3.18}
\end{equation*}
$$

Denote

$$
E:=Q \cap \bigcup_{\substack{Q^{\prime}\left\langle Q_{a} Q^{\text {isp porous }} \\ j \in[f]\right.}} B_{Q^{\prime}}^{j}
$$

By (3.18) we have

$$
\mu(E) \leq c_{0} \varepsilon \mu(3 Q),
$$

where $c_{0}=c_{0}(\ell, \alpha, d):=\ell 2^{a d}$. Now we can define $P:=Q_{\mathrm{por}} \backslash E \quad$ and $\quad J:=Q \backslash(E \cup P)$. If $z \in P$, there is $x \in P$ with $|x-z|<\sqrt{d} 2^{-a-k}$ such that $\operatorname{por}_{\ell}\left(P, x, 2^{-k}\right)>\alpha$. An easy calculation then implies that $\operatorname{por}_{\ell}\left(P, z, 2^{-k}\right) \geq \alpha^{\prime}$ for $\alpha^{\prime}=\alpha-\sqrt{d} 2^{-a}$. Since $Q$ can be covered by $C(d)$ balls of radius $2^{-k}$, the Lemma 3.5 yields $c=c(d)<\infty$ and a collection $\mathcal{B}$ of at most $c\left(1-2 \alpha^{\prime}\right)^{\ell-d}$ balls of radius $\left(1-2 \alpha^{\prime}\right) 2^{-k}$ whose union cover $P$. Since

$$
1-2 \alpha^{\prime}=1-2 \alpha+\sqrt{d} 2^{1-a} \leq(1+\sqrt{d}) 2^{1-a}
$$

by (3.16), it follows that $P$ may be covered by $c_{1} 2^{a(d-\ell)}$ cubes $Q^{\prime} \prec_{a} Q$ for some $c_{1}=$ $c_{1}(d)<\infty$.

Finally, the claim for $J$ is immediate from its definition.
Proof of Theorem 1.3. Let $0<q<1$. By localizing and normalizing, we can assume that $\mu$ is a probability measure supported on $[0,1)^{d}$ and, thanks to Lemma 2.4 and a random translation, also that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{card}\left\{k \in[N]: \mu\left(Q^{k, x}\right) \geq \beta(q) \mu\left(3 Q^{k, x}\right)\right\}>q \quad \text { for } \mu \text { almost all } x, \tag{3.19}
\end{equation*}
$$

where $0<\beta(q)<1 /\left(2 c_{0}\right)$ is a function of $q$ (which also depends on the dimension $d$ ) such that

$$
\lim _{g \uparrow 1} \beta(q)=0 .
$$

Let $\varepsilon=\varepsilon(q):=\beta(q)^{2}$. When $x \in[0,1)^{d}$ and $k \in \mathbb{N}$, let $Q^{k, x}=E^{k, x} \cup P^{k, x} \cup J^{k, x}$ be the decomposition given by Lemma 3.6 with this $\varepsilon$. Write $K=c_{1} 2^{a(d-\ell)}$ and let $\widetilde{P}{ }^{k, x}$ be the union of the at most $K$ cubes that cover $P^{k, x}$ from Lemma 3.6. Now

$$
Q_{\mathrm{por}}^{k, x} \backslash \widetilde{P}^{k, x} \subset E^{k, x}, \quad P^{k, x} \subset \widetilde{P}^{k, x}, \quad \text { and } \quad J^{k, x} \subset Q^{k, x} \backslash Q_{\mathrm{por}}^{k, x} .
$$

Recall that $\varphi(t)=t \log (1 / t)$ is the entropy function. Given $k \in \mathbb{N}$, we can estimate

Let $S_{1}^{k, x}, S_{2}^{k, x}$ and $S_{3}^{k, x}$ be the three sums in the right-hand side above. Using the fact that $Q_{\text {por }}^{k, x} \backslash \widetilde{P}^{k, x} \subset E^{k, x}$ and the definition of $\widetilde{P}^{k, x}$, Lemma 2.2 yields

$$
\begin{aligned}
S_{1}^{k, x} & \leq \mu_{k, x}\left(E^{k, x}\right) \log \frac{2^{a d}}{\mu_{k, x}\left(E^{k, x}\right)} \\
S_{2}^{k, x} & \leq \mu_{k, x}\left(Q_{\text {por }}^{k, x}\right) \log \frac{K}{\mu_{k, x}\left(Q_{\text {por }}^{k, x}\right)} \\
S_{3}^{k, x} & \leq\left(1-\mu_{k, x}\left(Q_{\text {por }}^{k, x}\right)\right) \log \frac{2^{a d}}{1-\mu_{k, x}\left(Q_{\text {por }}^{k, x}\right)}
\end{aligned}
$$

For $N \in \mathbb{N}$, denote $D_{N}(x)=\left\{k \in[N]: \mu\left(Q^{k, x}\right) \geq \beta(q) \mu\left(3 Q^{k, x}\right)\right\}$, and let $q_{N}(x)=$ $\operatorname{card} D_{N}(x) / N$.

Since

$$
\mu\left(E^{k, x}\right) \leq c_{0} \varepsilon \mu\left(3 Q^{k, x}\right) \leq c_{0} \beta(q) \mu\left(Q^{k, x}\right)
$$

for all $k \in D_{N}(x)$, we have

$$
\begin{equation*}
\sum_{k \in D_{N}(x)} S_{1}^{k, x} \leq c_{0} \beta(q) N \log \frac{2^{a d}}{c_{0} \beta(q)} \tag{3.20}
\end{equation*}
$$

Moreover, the log sum inequality (Lemma 2.1) implies

$$
\begin{equation*}
\sum_{k=1}^{N} S_{2}^{k, x}+\sum_{k=1}^{N} S_{3}^{k, x} \leq p_{N}(x) N \log \frac{K}{p_{N}(x)}+\left(1-p_{N}(x)\right) N \log \frac{2^{a d}}{1-p_{N}(x)} \tag{3.21}
\end{equation*}
$$

where

$$
p_{N}(x)=\frac{1}{N} \sum_{k=1}^{N} \mu_{k, x}\left(Q_{\mathrm{por}}^{k, x}\right) .
$$

We are going to use the above estimates on $S_{1}^{k, x}$ for the "doubling" scales $k \in D_{N}(x)$. For other values of $k$, we do not have any control over $\mu_{k, x}\left(E^{k, x}\right)$, so we use the trivial bound (recall Lemma 2.2)

$$
\begin{equation*}
H^{a}\left(\mu, Q^{k, x}\right) \leq a d \tag{3.22}
\end{equation*}
$$

As the amount of non-doubling scales can be made arbitrarily small by letting $q \rightarrow 1$, this will cause no harm in the end.

Combining (3.20), (3.21), (3.22), and plugging in $K=c_{1} 2^{a(d-\ell)}$, we have proven that for each $x \in \mathbb{R}^{d}$ and $N \in \mathbb{N}$,

$$
\frac{1}{N a} \sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) \leq d-p_{N}(x) \ell+\frac{c_{2}(q, x, N)}{a}+\left(1-q_{N}(x)\right) d+c_{0} d \beta(q)
$$

where

$$
c_{2}(q, x, N)=p_{N}(x) \log c_{1}+p_{N}(x) \log \frac{1}{p_{N}(x)}+\left(1-p_{N}(x)\right) \log \frac{1}{1-p_{N}(x)}+c_{0} \beta(q) \log \frac{1}{c_{0} \beta(q)}
$$

satisfies $c_{2}(q, x, N) \leq c_{3}<\infty$ for some uniform constant $c_{3}$. If we now combine Lemma 3.4 and (3.19), we get that for all $0<p^{\prime}<p$, for $\mu$ almost every $x \in P_{\ell, \alpha, p}$, and for all large enough $N \in \mathbb{N}$,

$$
p_{N}(x) \geq p^{\prime} \quad \text { and } \quad q_{N}(x) \geq q
$$

Hence local entropy averages implies (letting $p^{\prime} \rightarrow p$ )

$$
\begin{aligned}
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) & =\limsup _{N \rightarrow \infty} \frac{1}{N a} \sum_{k=1}^{N} H^{a}\left(\mu, Q^{k, x}\right) \\
& \leq d-p \ell+\frac{c_{3}}{a}+\left(1-q+c_{0} \beta(q)\right) d
\end{aligned}
$$

for $\mu$ almost every $x \in P_{\ell, \alpha, p}$. For $\mu$ almost all $x \in U_{\ell, \alpha, p}$ we have $p_{N}(x) \geq p$ for infinitely many $N \in \mathbb{N}$ and this leads to

$$
\underline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq d-p \ell+\frac{c_{3}}{a}+\left(1-q+c_{0} \beta(q)\right) d .
$$

for almost all $x \in U_{\ell, \alpha, p}$. Since $2^{a} \geq \frac{1}{1-2 \alpha}$ by (3.16), and $1-q+c_{0} \beta(q) \rightarrow 0$ as $q \rightarrow 1$, the required estimates follow.

## 4. Further remarks

We discuss here some of the questions raised by our results. It seems likely that at least some of them could be answered by further developing the technique of local entropy averages. On the other hand, some of them may turn out to be harder and require deeper new ideas.

1) Although we do not make them explicit, all the constants appearing in Theorems $1.1,1.2$ and 1.3 are effective. However, in all cases they are very far from optimal. In particular, they worsen very fast with the ambient dimension $d$; it would be interesting to know if this a genuine phenomenon or an artifact from the method (in particular, the switching between balls and cubes).
2) As mentioned above, the estimate of Theorem 1.3 is asymptotically sharp as $\alpha \rightarrow \frac{1}{2}$. See e.g. [1, Example 3.9]. When $\alpha$ is fixed and $p \rightarrow 0$, the proof of Theorem 1.3 gives the following sharper estimate

$$
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq d-p \ell+\frac{c(d) p \log \frac{1}{p}}{\log \frac{1}{1-2 \alpha}}
$$

for $\mu$ almost all $x \in P_{\ell, \alpha, p}(\mu)$ (and similarly with $\underline{\operatorname{dim}}_{\mathrm{loc}}$ and $U_{\ell, \alpha, p}$ ). We believe this estimate should hold without the $\log \frac{1}{p}$ term, i.e. that

$$
\overline{\operatorname{dim}}_{\mathrm{loc}}(\mu, x) \leq d-p \ell+\frac{c(d) p}{\log \frac{1}{1-2 \alpha}} .
$$

3) We believe it should be possible to choose $p$ independent of $\alpha$ in Theorem 1.2, even tough our proof does not imply this. In the homogenity estimate (Theorem 1.1) and its dyadic counterpart (Proposition 3.1), $p$ is independent of $\delta$ (resp. a), but it is easy to see that the statement fails as $p \rightarrow 1$. Also, it is not known what are the correct asymptotics for $c$ in Theorem 1.2 as $\alpha \rightarrow 0$ and/or $s \rightarrow m$.
4) Koskela and Rohde [17] consider a version of mean porosity for sets that contain holes for a fixed proportion of $n \in \mathbb{N}$ in the annuli $A_{n}=B\left(x, \lambda^{n}\right) \backslash B\left(x, \lambda^{n+1}\right)$. They obtain the sharp bound for the packing dimension of such mean porous sets as the parameter $\lambda \rightarrow 1$. In [26] Nieminen is interested in a weak form of porosity where the relative size of the "pores" is allowed to go to zero when $r \rightarrow 0$. It seems possible that the method of local entropy averages can be used to provide measure versions of their
results. Concerning the porosity condition in [26], one should obtain a gauge function $h$ depending on the porosity data such that a porous measure $\mu$ is absolutely continuous with respect to the Hausdorff or packing measure in this gauge. Our method can certainly be used to obtain dimension estimates for spherically porous sets and measures, see e.g. [18].
5) There are very few results on the dimension of porous sets or measures in metric spaces (see [12,14]). It would be very interesting to see, if one could apply a version of the local entropy averages to obtain new dimension bounds in this direction. If one applies the local entropy averages formula directly, there is usually an extra error term arising from the geometry of the metric dyadic grid (the "cubes" are no longer isometric). For this reason, the straightforward generalisation of the method gives useful information only if the effect on entropy averages is larger than the error caused by this irregularity.
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