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SHORT-TIME EXISTENCE OF SOLUTIONS FOR MEAN-FIELD GAMES

WITH CONGESTION

DIOGO A. GOMES AND VARDAN K. VOSKANYAN

Abstract. We consider time-dependent mean-field games with congestion that are given by a
system of a Hamilton-Jacobi equation coupled with a Fokker-Planck equation. The congestion
effects make the Hamilton-Jacobi equation singular. These models are motivated by crowd
dynamics where agents have difficulty moving in high-density areas. Uniqueness of classical
solutions for this problem is well understood. However, existence of classical solutions, was
only known in very special cases - stationary problems with quadratic Hamiltonians and some
time-dependent explicit examples. Here, we prove short-time existence of C∞ solutions in the
case of sub-quadratic Hamiltonians.

1. Introduction

Here, we study the time-dependent mean-field games with congestion given by the system

(1)











−ut −∆u+mαH0

(

x, Du
mα

)

+ b ·Du = V (x,m(x, t)),

mt −∆m− div(DpH0

(

x, Du
mα

)

m)− div(bm) = 0,

u(x, T ) = Ψ(x), m(x, 0) = m0(x).

Because we work in the spatially periodic setting, the variable x takes values on the d-dimensional
torus Td. The unknowns in (1) are the functions u : Td × [0, T ] → R, and m : Td × [0, T ] → R

+.
The functions H0 : Td ×R

d → R, V : Td ×R → R, and b,Ψ,m0 : T
d → R are given C∞ functions

with m0 > 0. Moreover, V (x,m) is increasing in m. Detailed hypotheses on H0, b, V,Ψ and m0

are presented in Section 2. A concrete Hamiltonian H0 for which our results apply is the following:
for γ ∈ (1, 2), set 1

γ + 1
γ′

= 1. Consider the Lagrangian:

(2) L0(x, v) = a(x)(1 + |v|2) γ′

2 ,

where a ∈ C∞(Td), a > 0. Define H0 as the Legendre transform of L0:

(3) H0(x, p) = sup
v
[−v · p− L0(x, v)].

The uniqueness of solutions to (1) was proven in [31] (see also [24]) under Assumptions 10-
12 of Section 2. Here, we prove the existence of smooth solutions for small terminal times and
sub-quadratic Hamiltonians:

Theorem 1. Under Assumptions 1-12, (cf. Section 2), there exists a time T0 > 0 such that for
any terminal time T ≤ T0 there exists a C∞ solution (u,m) to (1), with m > 0.

Mean-field games have become an important research field since the seminal works of J-M.
Lasry and P-L. Lions [28, 29, 30], and M. Huang, P. Caines and R. Malhamé [26, 25]. Diverse
questions have been studied intensively, these include stationary mean-field games [18, 17, 12],
classical and weak solutions for time-dependent problems, see, respectively, [16, 15, 13, 14] and
[33, 34, 2], finite state models [9, 10, 7, 6, 21, 20], extended mean-field games [22], and obstacle
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problems [11]. For a recent survey, see [19]. Congestion problems were addressed initially by P-L.
Lions [31], who proved the uniqueness of smooth enough solutions. Two alternative approaches to
congestion problems are density constraints, introduced in [35, 32], and nonlinear mobilities, see
[1]. A recent existence result, see [8], regards the stationary congestion problem with quadratic
costs. The existence of solutions in the time-dependent setting has not been established previously.

Before proceeding, we briefly discuss the motivation for (1). We consider a large population of
agents on T

d, whose statistical evolution over time is encoded in an unknown probability density
m(x, t). Let (Ω,Ft, P ) be a filtered probability space supporting a d-dimensional Brownian motion
Wt. Let E be the expected value operator. Consider an agent whose location at time t is x. The
cost function for this agent, sometimes called value or utility function, is

u(x, t) = inf
v
E

T
∫

t

L(Xs, vs,m(Xs, s), s)ds+Ψ(XT ),

where the trajectory X controlled by the dynamics

dXs = vsds+
√
2dWs, X0 = x,

and the infimum is taken over bounded Ft-progressively measurable controls vs. Here, Ψ: Td → R

is the terminal cost. The Lagrangian L has the form

L(x, v,m, t) = mαL0(x, v − b(x, t)) + V (x,m).

Detailed assumptions on L0 are given in the next Section. The constant α determines the strength
of the congestion effects. These are encoded in the term mαL0(x, v − b(x, t)) that makes it more
expensive to move in regions of high density if the drift v is substantially different from a reference
vector field b : Td × [0, T ] → R

d. Finally, the function V : Td ×R
+
0 → R accounts for other spatial

preferences of the agents.
The Hamiltonian is the Legendre transform of L, given by

H(x, p,m, t) = sup
v
{−v · p− L(x, v,m, t)} = mαH0

(

x,
p

mα

)

+ b(x, t) · p,

where H0 is the Legendre transform of L0. Under standard assumptions regarding rationality
and symmetry, the mean-field problem that models this setup is (1). It comprises a system of
a second-order Hamilton-Jacobi equation for the value function u coupled with a Kolmogorov-
Fokker-Planck equation for the density of agents m.

We conclude this introduction with the structure of the paper: in Section 2, we state the main
assumptions used in this manuscript. Afterwards, in Section 3, we discuss various estimates that
hold for arbitrary values of the terminal time T . Then, in Section 4, we present a new technique
to address the short-time problem by controlling the growth of 1

m . Next, in Section 5, we establish
further regularity for the solutions. Section 6 concludes the paper with the proof of Theorem 1.

2. Assumptions

Throughout the present manuscript, we work under several hypotheses that we state next.
Assumptions 1 and 2 concern the smoothness of the initial and terminal data, and the various
functions in (1). Here, we work with C∞ data to simplify the arguments. However, it would be
possible to carry out the proofs with less regularity, and obtain the existence of solutions with
Ck regularity for k large enough. Assumptions 3-7 and 10 are standard hypotheses in optimal
control, viscosity solutions, and mean-field games. They are stated explicitly for the convenience
and clarity of the paper and do not result in a substantial loss of generality. A model Hamiltonian
that satisfies those is (3). Assumptions 8 and 9 are specific to the present problem and impose,
respectively, a bound on the congestion exponent and subquadratic growth for the Hamiltonian.
Subquadratic Hamiltonians correspond to superquadratic Lagrangians. In the example (3), this
is reflected in the condition 1

γ + 1
γ′

= 1 satisfied by the exponent in (2). Finally, Assumptions 11

and 12 are required for the uniqueness, see [31].
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Assumption 1. The terminal cost Ψ: Td → R, the reference velocity b : Td × [0, T ] → R
d and

the potential V : Td × R → R are C∞ functions, globally bounded with bounded derivatives of all
orders.

Assumption 2. The initial distribution m0 : T
d → R is a C∞ probability density:

∫

Td m0(x)dx =

1. Moreover, there exists k0 > 0, such that m0(x) ≥ k0 for all x ∈ T
d.

Assumption 3. The Lagrangian L0 : T× R
d is C∞, and the map

v 7→ L0(x, v)

is strictly convex for every x ∈ T
d.

Assumption 4. L0 is positive: L0(x, v) ≥ 0, ∀(x, v) ∈ T
d × R

d.

Assumption 5. There exists conjugated powers γ, γ′ > 1, 1
γ + 1

γ′
= 1, and constants Ci, ci >

0, i = 1, 2 such that

C1
|v|γ′

γ′
− c1 ≤ L0(x, v) ≤ C

|v|γ′

γ′
+ c, ∀x ∈ T

d, v ∈ R
d.

Remark 1. The definition of Legendre transform implies the convexity of H0. Thus, we have

(4) H0(x, p)− p ·DpH0(x, p) ≤ H0(x, 0) = sup
v

{

− L0(x, v)
}

≤ 0,

using Assumption 4.

Remark 2. Under Assumption 3, the Hamiltonian H0 : T
d × R

d → R is C∞.

Remark 3. Let H0(x, p) = sup
v

{

− p · v − L0(x, v)
}

be the Legendre transform of L0. Then, the

Assumptions 3-5 imply

C′
1

|p|γ
γ

− c′1 ≤ H0(x, p) ≤ C′
2

|p|γ
γ

+ c′2, ∀x ∈ T
d, p ∈ R

d.

Assumption 6. There exist positive constants c, C > 0 such that

p ·DpH0(x, p)−H0(x, p) ≥ c|p|γ − C.

Assumption 7. There exists a constant C such that

|DpH0(x, p)| ≤ C|p|γ−1 + C.

Remark 4. By combining Remark 3 with the Assumption 6, we conclude that there exist positive
constants c, C such that, for any r > 1,

c|p|γ ≤ H0(x, p) + rp ·DpH0(x, p) + Cr.

Assumption 8. The exponent α in the congestion term (mα) satisfies the inequality 0 ≤ α < 2
d−2 .

Assumption 9. H0 has sub-quadratic growth, i.e. γ < 2.

The next three assumptions are required for the uniqueness of solutions.

Assumption 10. The Hamiltonian H0 is C∞, and the map

p 7→ H0(x, p)

is strictly convex for every x ∈ T
d, that is, D2

ppH0(x, p) > 0, ∀(x, p) ∈ T
d × R

d.

Remark 5. The previous Assumption implies that H0 is uniformly convex on compacts, i.e., for
any R > 0, there exists θR > 0 such that D2

ppH0(x, p) ≥ θRI, ∀(x, p) ∈ T
d × R

d, with |p| ≤ R.

Assumption 11. For p 6= 0, the following inequality holds:

DpH0(x, p) · p−H0(x, p) >
α

4
pt ·DppH0(x, p) · p.

Assumption 12. The potential V : Td × R → R is strictly increasing in the second variable.
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For the Hamiltonian H0 given by (3), Assumption 10 is satisfied for every γ > 1. A simple cal-

culation shows that Assumption 11 holds if α < 4(γ′−1)
γ′

= 4
γ . A potential V for which Assumption

12 is valid is V (x, z) = arctan(z).

3. Estimates for arbitrary terminal time

The main result of this paper is the existence of smooth solutions to (1) for small terminal
time T . Nevertheless, various estimates we need are valid for arbitrary T . We report those in this
section.

We begin with an auxiliary Lemma

Lemma 1. For 0 ≤ τ ≤ T , and φ ∈ C∞(Td), φ ≥ 0 with ‖φ‖L1(Td) ≤ 1, let ρ be the solution to

(5)

{

ρt = ∆ρ,

ρ(x, τ) = φ(x).

Denote by 2∗ the Sobolev conjugate exponent of 2, given by 1
2∗ = 1

2 − 1
d . Then, for any q with

1 < q < 2∗

2 , there exists a constant Cq such that

‖ρ‖L1(Lq(dx),dt) =

T
∫

τ

(
∫

Td

ρqdx

)
1
q

dt ≤ Cq.

Proof. By the maximum principle, ρ ≥ 0. Furthermore, d
dt

∫

Td ρ(x, t)dx = 0. In particular, for any

t ≥ τ ‖ρ(·, t)‖L1(Td) = ‖φ‖L1(Td) ≤ 1. Multiplying the heat equation (5) by ρδ−1, for 0 < δ < 1,
and integrating by parts, we get

(6) cδ

∫ T

τ

∫

Td

|D(ρ
δ
2 )|2dxdt = 1

δ

∫

Td

(ρδ(x, T )− ρδ(x, τ))dx ≤ 1

δ
,

for any ε > 0, where cδ =
4(1−δ)

δ2 . Here, we used Jensen’s inequality to obtain

0 ≤
∫

Td

ρδ(x, τ)dx,

∫

Td

ρδ(x, T )dx ≤ 1.

From the Gagliardo-Nirenberg inequality,

‖ρ δ
2 (·, t)‖Lpδ (Td) ≤ C‖D(ρ

δ
2 )(·, t)‖δL2(Td)‖ρ

δ
2 (·, t)‖1−δ

L2(Td)
,

where 1
pδ

= (12 − 1
d )δ +

1−δ
2 . Since ‖ρ δ

2 (·, t)‖L2(Td) ≤ ‖ρ(·, t)‖
δ
2

L1(Td)
≤ 1, we have

‖ρ(·, t)‖
L

δpδ
2 (Td)

≤ C‖D(ρ
δ
2 )(·, t)‖2L2(Td).

Finally, integrating the previous estimate in time and using (6), we obtain ‖ρ‖
L1(L

δpδ
2 (dx),dt)

≤ Cδ.

To end the proof, we observe that pδ → 2∗ when δ → 1. �

Proposition 1. Under Assumptions 1-4, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T ) such
that for any C∞ solution (u,m) of (1), we have ‖m(·, t)‖L1(Td) = 1, ∀0 ≤ t ≤ T , and, additionally,
u ≥ −C.
Proof. Integrating the second equation we have

(∫

Td m(x, t)dx
)

t
= 0. Therefore,

∫

Td m(x, t)dx =

1, for all t ≥ 0. To prove the upper bound for u, we apply the nonlinear adjoint method [5] (for
further applications, see also [36]). Let ζ be a solution to

(7)

{

ζt − div(DpH0

(

x, Du
mα

)

ζ) − div(bζ) = ∆ζ

ζ(x, τ) = φ(x),
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with φ ∈ C∞(Td), φ ≥ 0. We multiply the first equation in (1) by ζ and subtract (7) multiplied
by u. Then, we integrate by parts and gather

−
[
∫

Td

uζdx

]

t

+

∫

Td

mα

[

H0

(

x,
Du

mα

)

− Du

mα
DpH0

(

x,
Du

mα

)]

ζdx =

∫

Td

V ζdx.

Integrating on [τ, T ] and using (4), we obtain

−
∫

Td

Ψ(x)ζ(x, T )dx +

∫

Td

u(x, τ)φ(x)dx ≥
∫ T

τ

∫

Td

V ζdxdt.

By the maximum principle, ζ ≥ 0, because φ ≥ 0. Integrating (7) with respect to x, we get
∫

ζdx =
∫

φdx. This identity, together with the above inequality, yields
∫

Td

u(x, τ)φ(x)dx ≥ −[(T − τ)‖V ‖∞ + ‖ψ‖∞]‖φ‖L1(Td).

Since this estimate holds for every C∞ φ ≥ 0, we obtain −u(x, τ) ≤ (T − τ)‖V ‖∞ + ‖ψ‖∞. �

Proposition 2. Under Assumptions 1-6, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T ) such
that for any C∞ solution (u,m) to (1), we have

(8)

∫ T

0

∫

Td

|Du|γ
mᾱ

dxdt ≤ C,

and

(9)

∫

Td

|u(x, t)|dx ≤ C, t ∈ [0, T ],

where

(10) ᾱ = (γ − 1)α < 1.

Proof. We integrate the first equation in (1) with respect to x and t. Then, we use the bounds on
u from the previous proposition, to get
∫ T

t

∫

Td

(

mαH0

(

x,
Du

mα

)

+ b ·Du
)

dxds =

∫

Td

u(x, T )dx−
∫

Td

u(x, t)dx +

∫ T

t

∫

Td

V dxds ≤ C.

By Remark 3, |p|γ ≤ C(H0(x, p) + b · p) + C. Accordingly,

∫

Td

u(x, t)dx +

∫ T

t

∫

Td

|Du|γ
mᾱ

dxdt

≤ C

∫ T

t

∫

Td

mα

(

H0

(

x,
Du

mα

)

+ b ·Du
)

dxds+ C

∫ T

t

∫

Td

mαdxds ≤ C.

This inequality, combined with the lower bound on u of Proposition 1, yields (8). Moreover, since
∫

u ≤ C,

using again the lower bound on u of Proposition 1, we obtain (9). �

Proposition 3. Under Assumptions 1-6, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T ) such
that for any C∞ solution (u,m) to (1) we have

∫ t

0

∫

Td

|Du|γm1−ᾱdxdt ≤ C + C

∫ t

0

∫

Td

m1+αdxdt,

for all 0 ≤ t ≤ T , where ᾱ is given by (10).
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Proof. We multiply the first equation in (1) by m and subtract the second equation multiplied by
u. Then, integration by parts yields:
∫ t

0

∫

Td

m1+α

[

Du

mα
DpH0

(

x,
Du

mα

)

−H0

(

x,
Du

mα

)]

dxdt = −
∫ t

0

∫

Td

V mdx+

∫

Td

u(x, 0)m0(x)dx

−
∫

Td

u(x, t)m(x, t)dx ≤ C + ‖m0‖∞
∫

Td

|u(x, 0)|dx− inf
x
u(x, t) ≤ C,

where the last inequality follows from lower bounds on u from Proposition 1, and the bound on
∫

Td |u|dx in the previous Proposition. The claim in the statement follows from Assumption 6 by
using the inequality pDpH0(x, p) −H0(x, p) ≥ c|p|γ − C, for some c, C > 0. �

Proposition 4. Under Assumptions 1-7, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T ) such
that for any C∞ solution (u,m) of (1), we have

∫

Td

m1+α(x, t)dx +

∫ t

0

∫

Td

mα−1(x, s)|Dm(x, s)|2dxds ≤ C.

Proof. We begin by multiplying the second equation by (α + 1)mα. Next, integrating by parts,
we conclude

[
∫

Td

m1+α(x, t)dx

]

t

= −α(1 + α)

∫

Td

mα−1

[

|Dm|2 +mDpH0(x,
Du

mα
) ·Dm+mb ·Dm

]

dx

(11)

≤ −α(1 + α)

∫

Td

[

1

2
mα−1|Dm|2 −

∣

∣

∣

∣

DpH0

(

x,
Du

mα

)∣

∣

∣

∣

2

mα+1 − ‖b‖2∞mα+1

]

dx

≤ −α(1 + α)

∫

Td

[

1

2
mα−1|Dm|2 − C|Du|2(γ−1)mα+1−2ᾱ − ‖b‖2∞mα+1

]

dx

≤ −α(1 + α)

∫

Td

[

1

2
mα−1|Dm|2 − C|Du|γm1−ᾱ − Cmα+1

]

dx,

where, in the last inequality, we have used Young’s inequality:

|p|2(γ−1)m1+α−2ᾱ =
(

|p|γm1−ᾱ
)

2(γ−1)
γ

(

m1+α
)

2−γ
γ ≤ 2(γ − 1)

γ
|p|γm1−ᾱ +

2− γ

γ
m1+α,

and the definition of ᾱ in (10). Integrating (11) from 0 to t and using Proposition 3, we conclude
that

(12)

∫

Td

m1+α(x, t)dx +

∫ t

0

∫

Td

mα−1(x, s)|Dm(x, s)|2dxds ≤ C + C

∫ t

0

∫

Td

m1+αdxdt.

In particular,
∫

Td

m1+α(x, t)dx ≤ C + C

∫ t

0

∫

Td

m1+αdxdt.

Thus, by Gronwall’s inequality, we have
∫

Td m
1+α(x, t)dx ≤ C. This estimate combined with (12)

yields
∫ t

0

∫

Td

mα−1(x, s)|Dm(x, s)|2dxds ≤ C.

�

Corollary 1. Under Assumptions 1-7, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T ) such that
∫ t

0

∫

Td

|Du|γm1−ᾱdxdt ≤ C

Proof. The Corollary follows by combining Proposition 3 with Proposition 4. �
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Proposition 5. Under Assumptions 1-8, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T−t) such
that, for any C∞ solution (u,m) of (1), u ≤ C.

Proof. Let ρ be as in Lemma 1. Multiplying the first equation in (1) by ρ, subtracting the equation
for ρ multiplied by u, and integrating by parts, we gather

−
[
∫

Td

uρdx

]

t

+

∫

Td

mα

[

H0

(

x,
Du

mα

)

+ b · Du
mα

]

ρdx =

∫

Td

V ρdx,

where we used the fact that H0(x, p) + b · p is bounded by below as a consequence of Remark 3.
Hence, integrating in time, we conclude

∫

Td

u(x, τ)φ(x)dx ≤
∫ T

τ

∫

Td

V ρdxdt+

∫

Td

Ψ(x)ρ(x, T )dx + C

∫ T

τ

∫

Td

mαρdxdt.

Using Holder’s inequality and the bounds
∫

Td ρ(x, t)dx ≤ 1,
∫

Td m
1+α(x, t)dx ≤ C, we get

(13) u(x, τ) ≤ (T − τ)‖V ‖∞ + ‖Ψ‖∞ + C‖ρ‖L1(L1+α(dx),dt).

Because Assumption 8 holds, α < 2
d−2 . Consequently 1+α < 2∗

2 . Therefore, we can apply Lemma
1 to prove the result. �

Corollary 2. Under Assumptions 1-8, there exists a constant C := C(‖V ‖∞, ‖ψ‖∞, T − t) such
that for any C∞ solution (u,m) of (1) ‖u‖L∞(Td) ≤ C.

Proof. The result follows by combining Propositions 1 and 5. �

Proposition 6. Under Assumptions 1-9, there exists constant cr, Cr = Cr(α, T ) > 0 that have
polynomial growth in r, such that for any C∞ solution (u,m) of (1) and r > 1
∫

Td

1

mr(x, t)
dx + cr

∫ t

0

∫

Td

∣

∣

∣

∣

D
1

mr/2

∣

∣

∣

∣

2

dxdt+

∫ t

0

∫

Td

|Du|γ
mr+ᾱ

dxdt ≤ Cr + Cr

∫ t

0

∫

Td

1

mq
dxdt, ∀t,

where ᾱ is given by (10) and

(14) q = r +
2ᾱ

2− γ
.

Proof. By adding a constant to u0, we can assume, without loss of generality, that u ≤ −1. Fix
r > 1. We begin by multiplying the first equation in (1) by 1

mr , and adding it to the second
equation multiplied by r u

mr+1 . After integrating by parts, we obtain

−
∫

Td

( u

mr

)

t
dx−

∫

Td

r(r + 1)
u|Dm|2
mr+2

dx+

∫

Td

mαH0 + rDu
mαDpH0

mr
dx

−
∫

Td

r(r + 1)
uDpH0Dm

mr+1
dx+

∫

Td

[

(r + 1)
b ·Du
mr

− r(r + 1)u
bDm

mr+1
− V

mr

]

dx = 0.

We integrate the inequality in t. For m < 1, we have

|Du|
mr

≤ ǫ
|Du|γ
mr+ᾱ

+
1

mr
+ Cr,ǫ,

whereas for m ≥ 1
|Du|
mr

≤ |Du| ≤ |Du|γm1−ᾱ + C.

Taking into account these estimates and the bound in Corollary 1, we get
∫ t

0

∫

Td

|Du|
mr

≤
∫ t

0

∫

Td

|Du|γ
mr+ᾱ

+
1

mr
+ C̃r,ǫ.

Then, we use the estimates:

c
|Du|γ
mr+ᾱ

≤ mαH0 + rDu
mαDpH0

mr
+ C

r

mr−α
(see Remark 4),
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and
|Dm|
mr+1

≤ ǫ
|Dm|2
mr+2

+ Cǫ
1

mr
,

to get
∫

Td

1

mr(x, t)
dx+ cr

∫ t

0

∫

Td

∣

∣

∣

∣

D
1

mr/2

∣

∣

∣

∣

2

dxds+ cr

∫ t

0

∫

Td

|Du|γ
mr+ᾱ

dxds ≤

Cr

∫ t

0

∫

Td

|Du|γ−1 |Dm|
mr+ᾱ+1

dxds+ Cr

∫ t

0

∫

Td

1

mr
dxds+ Cr .

The required estimate follows from the inequalities:

|Du|γ−1 |Dm|
mr+ᾱ+1

≤ ǫ
|Du|γ
mr+ᾱ

+ ǫ
|Dm|2
mr+2

+ Cǫ
1

mq
,

and
1

mr
≤ 1

mq
+ 1,

where q is given by (14). �

4. Short-Time Estimates

In this section, we establish estimates for C∞ solutions of (1) for small values of T . The key
idea is to use the estimate in Proposition 6 to control the growth of 1

m . Because q > r in (14), we

can only achieve bounds for small T . We begin with the following bound on 1
m :

Theorem 2. Under Assumptions 1-9, there exist r0 > 0, a time t1(r) > 0 and constants C =
C(r, γ, α) > 0, δ > 0, such that for any C∞ solution (u,m) to (1) and r ≥ r0:

∫

Td

1

mr(x, t)
dx ≤ C

[

1 +
1

(t1 − t)δ

]

, ∀t < t1.

Proof. We choose r0 sufficiently large such that 2∗

2 r =
dr
d−2 > q = r + 2ᾱ

2−γ , for r ≥ r0. Let λ > 0

be such that 2∗

2 rλ + r(1 − λ) = q, that is, λ = ᾱ(d−2)
(2−γ)r < 1, for r ≥ r0. We set λ̄ = 2∗

2 λ = ᾱd
(2−γ)r .

Provided r0 is large enough, λ̄ < 1 and β = 1−λ̄
1−λ > 1, for all r ≥ r0. Then, using Hölder’s and

Young’s inequalities, we obtain

∫

Td

1

mq
dx ≤

(
∫

Td

1

m
2∗

2 r
dx

)λ(∫

Td

1

mr
dx

)1−λ

=

[

(
∫

Td

1

m
2∗

2 r
dx

)2/2∗
]λ̄ [

(
∫

Td

1

mr
dx

)β
]1−λ̄

≤

ελ̄

(
∫

Td

1

m
2∗

2 r
dx

)2/2∗

+
1

ετ
(1− λ̄)

(
∫

Td

1

mr
dx

)β

,

for any ε > 0 and some exponent τ > 0. From Sobolev’s inequality,
∫

Td

|Dm|2
mr+2

dx =
4

r2

∫

Td

∣

∣

∣

∣

D

(

1

mr/2

)∣

∣

∣

∣

2

dx ≥ c
4

r2

(
∫

Td

1

m
2∗

2 r

)2/2∗

dx− 4

r2

∫

Td

1

mr
dx.

By combining Proposition 6 and the above inequalities with the estimate
∫

Td

1

mr
dx ≤ ε

(
∫

Td

1

mr
dx

)β

+ Cε, ∀ε > 0,

we obtain

(15)

∫

Td

1

mr(x, t)
dx ≤ C + C

∫ t

0

(
∫

Td

1

mr
dx

)β

dt, ∀t ∈ [0, T ].

Let h(t) =
∫

Td
1

m(x,t)r dx and H(t) =
t
∫

0

hβ(s)ds. Then, the previous inequality reads

h(t) ≤ Cr,γ,T + Cr,γ,TH(t).
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Thus,

(16) Ḣ(t) = hβ(t) ≤ Cr,α,γ,T (1 +H(t))β .

Integrating (16) and taking into account that H(0) = 1, we get

(1 +H(t))1−β ≥ 1− (β − 1)Cr,γ,T t.

Accordingly,

H(t) ≤ 1

[1− (β − 1)Cr,γ,T t]
1

β−1

, for all t < t1(r) :=
1

(β − 1)Cr,γ,T
.

Consequently,
∫

Td

1

m(x, t)r
dx = h(t) ≤ Cr,γ,T + Cr,γ,TH(t) ≤ C +

C

(t1 − t)
1

β−1

, t < t1.

�

Corollary 3. Suppose Assumptions 1-9 hold. Let r0 and t1(r) be as in Theorem 2. For r > r0,
let t ≤ t1(r) ≡ t1. Then, there exists a constant Cr and δr such that for any C∞ solution (u,m)
of (1)

(17)

∫ t

0

∫

Td

∣

∣

∣

∣

D
1

mr/2

∣

∣

∣

∣

2

dxdt ≤ Cr +
Cr

(t1 − t)δr
, ∀ t < t1.

Iterating the estimates from Proposition 6, we prove next bounds that are uniform in r.

Proposition 7. Under Assumptions 1-9, there exist r1 > 0, and constants C = C(r, γ, α) >
0, βr > 1, such that for any C∞ solution (u,m) to (1) and r ≥ r1:

∥

∥

∥

∥

1

m

∥

∥

∥

∥

L∞([0,t]×Td)

≤ Ct

(

1 +

∥

∥

∥

∥

1

m

∥

∥

∥

∥

βr

L∞([0,t],Lr(Td))

)

.

Proof. For r > 1, choose θn > 0 such that

rn+1 + δ = (1− θn)r
n + θn

2∗

2
rn+1,

where δ = 2ᾱ
2−γ , that is θn =

1− 1
r
+ δ

rn+1

2∗

2 − 1
r

> 0. Set λn = 2∗

2 θn and βn = 1−θn
1−λn

. Then, there exists

r1 > 1 such that for any r ≥ r1 and any n ≥ 1, we have λn < 1. We fix a time t. As in the
previous proposition, using a weighted Holder’s inequality, we have

∫

Td

1

mrn+1+δ
dx ≤

[

(
∫

Td

1

m
2∗

2 rn+1
dx

)2/2∗
]λn

[

(
∫

Td

1

mrn
dx

)βn

]1−λn

≤ ελn

(
∫

Td

1

m
2∗

2 rn+1
dx

)2/2∗

+
1

ετ
(1− λn)

(
∫

Td

1

mrn
dx

)βn

,

where ε > 0 and τ > 0 is a suitable exponent. On the other hand, Proposition 6 and Sobolev’s
inequality imply

∫

Td

1

mrn+1(x, t)
dx+

∫ t

0

(

∫

Td

1

m
2∗

2 rn+1
(x, s)

dx

)2/2∗

ds ≤ Crn+1+Crn+1

∫ t

0

∫

Td

1

mrn+1+δ(x, s)
dxds.

From these two inequalities, we conclude:
∫

Td

1

mrn+1(x, t)
dx ≤ Crn+1 + Crn+1

∫ t

0

(
∫

Td

1

mrn(x, s)
dx

)βn

ds.

Define An(t) = max[0,t]
∫

Td
1

mrn (x,·)
dx. From the above estimate,

1 +An+1(t) ≤ max{1, t}Cn(1 +An(t))
βn ,
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where Cn = O(rnk), for some k > 1. Proceeding inductively, we get

(1 +An+1(t))
1

β1·...·βn ≤ C

∑n
i=1

1
β1·...·βi

t r
∑n

i=1
ik

β1·...·βi (1 +A1).

Since

βn =
1− θn
1− λn

= r

(

1 +
(2

∗

2 r − 1)δ

rn+1(2
∗

2 − 1− 2∗

2
δ
rn )

)

:= r(1 + qn),

where qn = O(r−n) > 0, the series
∑∞

i=1
ik

β1·...·βi
,
∑∞

i=1
1

β1·...·βi
, and the infinite product

∏∞

i=1(1+

qi) converge. From this, we obtain
∥

∥

∥

∥

1

m

∥

∥

∥

∥

L∞([0,t],Lrn+1(Td))

≤ Ct

(

1 +

∥

∥

∥

∥

1

m

∥

∥

∥

∥

βr

L∞([0,t],Lr(Td))

)

,

for some constants Ct > 0 and βr =
∏∞

i=1(1+qi) > 1 that do not depend on the solution. Sending
n→ ∞ yields the result. �

The results of Theorem 2, Proposition 7 and Corollary 3 prove the following:

Theorem 3. Under Assumptions 1-9, there exist a time T0 > 0 and constants C = C(γ, α) > 0,
such that for any C∞ solution (u,m) to (1):

∥

∥

∥

∥

1

m

∥

∥

∥

∥

L∞([0,T0]×Td)

≤ C.

5. Short-time regularity of the value function

Building upon the results in the previous Section, we prove next further regularity for the
solutions of (1).

Lemma 2. Let w : Td × [0, T ] → R be a non-negative solution of the Fokker-Planck equation:

(18) wt(x, t) −∆w − div(g(x, t)w(x, t)) = 0,

with w(x, 0) = m0(x). Assume that for some p0 > d, every r > 1 and some constants Cr > 0 the
drift g satisfies ‖g‖Lr([0,T0],Lp0(Td)) ≤ Cr. Then, there exist constants Cq such that ‖w‖L∞([0,T0],Lq(Td)) ≤
Cq, for all q > 1.

Proof. Multiplying (18) by qwq−1 and integrating by parts, we get
∫

Td

wq(x, t)dx−
∫

Td

wq(x, 0)dx + q(q − 1)

∫ t

0

∫

Td

wq−2(x, s)|Dw(x, s)|2dxds

= q(q − 1)

∫ t

0

∫

Td

wq−1g ·Dwdxds.

From this, using Cauchy inequality, we have the estimate

(19)

∫

Td

wq(x, t)dx +

∫ t

0

∫

Td

|Dw q
2 (x, s)|2dxds ≤ Cq + Cq

∫ t

0

∫

Td

|g|2wqdxds.

The previous bound together with Sobolev’s inequality implies
∫ t

0

‖wq(·, s)‖
L

2∗
2 (Td)

ds ≤ Cq

∫ t

0

∫

Td

(1 + |g|2)wqdxds

≤ C̃q

(

1 +

∫ t

0

‖1 + |g(·, s)|2‖rLp1(Td)ds+

∫ t

0

‖wq(·, s)‖r′
Lp′1(Td)

ds

)

,

for any r > 1, where p1 = p0

2 and the conjugate powers r′, p′1 satisfy
1
r +

1
r′ = 1, 1

p1
+ 1

p′

1
= 1. Recall

that ‖w(·, t)‖L1(Td) = 1. Moreover, because p1 >
d
2 , we have p

′
1 <

2∗

2 . Therefore, by interpolation,

‖w(·, s)‖
Lqp′

1 (Td)
≤ ‖w(·, s)‖θ

Lq 2∗
2 (Td)

‖w(·, s)‖1−θ
L1(Td)

= ‖w(·, s)‖θ
Lq 2∗

2 (Td)
,
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for some θ < 1. Hence, ‖wq(·, s)‖
Lp′1(Td)

≤ ‖wq(·, s)‖θ
L

2∗
2 (Td)

. By combining these bounds, we

have the estimate
∫ t

0

‖wq(·, s)‖
L

2∗
2 (Td)

ds ≤ Cq

(
∫ t

0

‖1 + |g(·, s)|2‖rLp1(Td)ds+

∫ t

0

‖wq(·, s)‖r′θ
L

2∗
2 (Td)

ds

)

.

Finally, by choosing r large enough so that r′θ < 1, we obtain
∫ t

0
‖wq(·, s)‖

L
2∗
2 (Td)

ds ≤ Cq. To

end the proof, we observe that, from (19), it follows that, for any q > 1, there exists Cq such that
∫

Td w
q(x, t)dx ≤ Cq, for any t ∈ [0, T ]. �

The next Lemma uses the Gagliardo Niremberg theorem to obtain additional regularity. This
is a critical point where we use the hypothesis that H is subquadratic.

Lemma 3. Under Assumptions 1-9, there exist a time T0 > 0 and constants Cp, Cr,p = C(γ, α, r, p) >
0, such that for any C∞ solution (u,m) to (1):

‖ut‖Lr(0,T0;Lp(Td)) +
∥

∥D2u
∥

∥

Lr(0,T0;Lp(Td))
≤ Cr,p, ∀ 1 < r, p < +∞.

‖m‖L∞(0,T0;Lp(Td)) ≤ Cp,

Furthermore,
‖Du‖Lpγ(Td×[0,T0])

≤ C, ∀p > 1.

Proof. We choose T0 as in Theorem 3. By the Gagliardo-Nirenberg interpolation inequality and
Corollary 2, taking into account that γ < 2,

‖Du(·, t)‖Lpγ(Td) ≤ cp,d‖D2u(·, t)‖
1
2

Lp(Td)
‖u(·, t)‖

1
2

L∞(Td)
≤ C‖D2u(·, t)‖

1
2

Lp(Td)
.

For this reason, we have the bound

‖|Du|γ‖Lr(0,T0;Lp(Td)) =

(

∫ T0

0

‖Du(·, t)‖rγ
Lpγ(Td)

dt

)
1
r

≤

C

(

∫ T0

0

‖D2u(·, t)‖
rγ
2

Lp(Td)
dt

)
1
r

≤ C
∥

∥D2u
∥

∥

γ
2

Lr(0,T0;Lp(Td))
,

where we used again that γ
2 < 1. Then, from Theorem 3 and standard regularity results for the

heat equation (see, for instance, [27]), we have

‖ut‖Lr(0,T0;Lp(Td)) +
∥

∥D2u
∥

∥

Lr(0,T0;Lp(Td))
≤ C ‖|Du|γ‖Lr(0,T0;Lp(Td)) + C ‖mα‖Lr(0,T0;Lp(Td))

≤ C
∥

∥D2u
∥

∥

γ
2

Lr(0,T0;Lp(Td))
+ C ‖mα‖Lr(0,T0;Lp(Td)) .

Since γ
2 < 1, we obtain

‖ut‖Lr(0,T0;Lp(Td))C
∥

∥D2u
∥

∥

Lr(0,T0;Lp(Td))
≤ C ‖mα‖Lr(0,T0;Lp(Td)) .

The above arguments also imply

‖Du‖Lrγ(0,T0;Lpγ(Td)) ≤ C
∥

∥D2u
∥

∥

1
2

Lr(0,T0;Lp(Td))
≤ C + C ‖mα‖

1
2

Lr(0,T0;Lp(Td))
≤ Cr,p,

for all r, p > 1.
We recall that α < d−2

d . By Proposition 4, we have
∥

∥mα+1
∥

∥

L∞(0,T0;L1(Td))
≤ C. Hence, for

some p0 >
d
2 , ‖mα‖L∞(0,T0;Lp0(Td)) ≤ C. Consequently, ‖Du‖Lr(0,T0;Lp0γ(Td)) ≤ Cr, for any r > 1.

Note that p0γ/(γ − 1) > d
2γ/(γ − 1) > d. Therefore, DpH is bounded in Lr(0, T0;L

p(Td)) for

some p > d and any r > 1. Finally, Lemma 2 implies that m is bounded in L∞(0, T0;L
q(Td)) for

any q > 1. �

Lemma 4. Under Assumptions 1-9, there exist a time T0 > 0 and a constant C > 0, such that,
for any C∞ solution (u,m) to (1), we have ‖Du‖L∞(Td×[0,T0]) ≤ C.
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Proof. From Theorem 3 and Lemma 3, it follows that the equation for u can be written as
{

ut +∆u = f,

u(x, T0) = Ψ(x),

where f ∈ Lr(Td × [0, T0]) for every r > 1. From this, reasoning as in [16], we obtain

‖Du‖L∞(Td×[0,T0]) ≤ C.

�

Lemma 5. Under Assumptions 1-9, there exist a time T0 > 0 and a constant C > 0 such that,
for any C∞ solution (u,m) to (1), we have ‖m‖L∞(Td×[0,T0]), ‖Dm‖L∞(Td×[0,T0]) ≤ C.

Proof. From the estimates in Theorem 3 and Lemmas 3 and 4, it follows that for suitable functions
a, and c, bounded in Lp(Td × [0, T0]) for every p > 1, the equation for m can be written as

{

−mt(x, t) + ∆m(x, t) = a(x, t) ·Dm(x, t) + c(x, t)m(x, t),

m(x, 0) = m0(x).

Let w = lnm then
{

−wt(x, t) + ∆w(x, t) + |Dw|2 − a(x, t) ·Dw(x, t) = c(x, t),

w(x, 0) = lnm0(x).

The adjoint method, applied as in [12], yields ‖w‖L∞(Td×[0,T0]), ‖Dw‖L∞(Td×[0,T0]) ≤ C. These
estimates imply the result. �

Theorem 4. Under Assumptions 1-9, there exist a time T0 > 0 and constants Ck,l,p > 0, for
k, l ∈ N, p > 1 such that, for any C∞ solution (u,m) to (1), we have ‖Dk

tD
l
xu‖Lp(Td×[0,T0]) ≤

Ck,l,p.

Proof. The result follows by a simple bootstrapping argument. As a starting point, we use the
regularity given by Theorem 3 and Lemmas 3, 4, and 5. Then, the the Theorem is proven by
repeatedly using the parabolic regularity on the equations for u, m, and their derivatives. �

6. Existence of solutions

To establish the existence of solutions, we will use the continuation method. For that, we
introduce the problem

(20)











−ut −∆u+mαHλ

(

x, Du
mα

)

+ bλ ·Du = Vλ(x,m(x, t)),

mt −∆m− div(DpHλ

(

x, Du
mα

)

m)− div(bλm) = 0,

u(x, T ) = Ψλ(x), m(x, 0) = mλ(x),

where 0 ≤ λ ≤ 1, Hλ(x, p) = (1−λ)H0+λ(1+ |p|2) γ
2 , bλ = (1−λ)b, Vλ = (1−λ)V +λ arctan(m),

Ψλ = (1 − λ)Ψ,mλ = (1 − λ)m0 + λ. The terminal time T satisfies T ∈ T = [0, T0], where T0 is
as in Theorem 4.

When λ = 1, (20) has a unique solution, namely u ≡ (1 − π
4 )t, m ≡ 1. We will prove that the

set Λ of values 0 ≤ λ ≤ 1 for which (20) admits a solution is relatively open and closed. Therefore,
Λ = [0, 1] and, in particular, (1) admits a solution.

For k ≥ −1, we set F k(T ;Td) = ∩2k1+k2=kH
k1(T ;Hk2(Td)), where the intersection is taken

over all integers k1 ≥ 0, k2 ≥ −1. The space F k(T ;Td) is a Banach space endowed with the norm

‖f‖Fk(T ;Td) =
∑

2k1+k2=k

‖f‖Hk1 (T ;Hk2 (Td)) .

Moreover, there exists k̃d, depending only on the dimension d, such that for k ≥ k̃, the space F k−2

is an algebra. Let k ≥ k̃d, and consider the operator

Mλ : F
k(T ;Td)× F k(T ;Td) → F k−2(T ;Td)× F k−2(T ;Td)×Hk−1(Td)×Hk−1(Td)
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given by

Mλ

[

u
m

]

=









mt −∆m− div(DpHλ

(

x, Du
mα

)

m) + div(bλm)
ut +∆u −mαHλ

(

x, Du
mα

)

− bλ ·Du+ Vλ(x,m)
m(x, 0)−mλ(x)
u(x, T )−Ψλ(x)









.

Then, (20) is equivalent to

(21) Mλ

[

u
m

]

= 0,

and (1) then reads as M0

[

u
m

]

= 0 . Moreover, as we remarked before, M1

[

u
m

]

= 0, has

only the trivial solution u ≡ (1 − π
4 )t, m ≡ 1. We consider the linearized operator L:

Lλ

[

v
f

]

= lim
ε→0

Mλ

[

u+ εv
m+ εf

]

−Mλ

[

u
m

]

ε
=





















ft −∆f − div
[

DpHλ

(

x, Du
mα

)

f +m1−αD2
ppHλ

(

x, Du
mα

)

·Dv − αfD2
ppHλ

(

x, Du
mα

)

· Du
mα + bλf

]

vt +∆v − αmα−1f
(

Hλ

(

x, Du
mα

)

− Du
mαDpHλ

(

x, Du
mα

))

−DpHλ

(

x, Du
mα

)

Dv − bλ ·Dv +DzVλf

f(x, 0)

v(x, T )





















.

Note that Lλ : F k(T ;Td) × F k(T ;Td) → F k−2(T ;Td) × F k−2(T ;Td) × Hk−1(Td) ×Hk−1(Td),
for all k large enough. However, if u and m are C∞ solutions to (20), then Lλ admits a unique
extension as bounded linear operator Lλ : F k(T ;Td)×F k(T ;Td) → F k−2(T ;Td)×F k−2(T ;Td)×
Hk−1(Td)×Hk−1(Td), for all k ≥ 1.

The form 〈·, ·〉 denotes the scalar product on L2(Td). To apply the inverse function theorem,
we need to prove that the linear operator Lλ is invertible. For this, we begin by showing that the
equation Lλw =W has a unique weak solution in the sense of the following definition:

Definition 1. For h, g ∈ L2(0, T0;L
2(Td)), A,B ∈ L2(Td), set

W (x, t) =









h(x, t)
g(x, t)
A(x)
B(x)









.

A function w =

[

v
f

]

, with

(22) v, f ∈ L2(0, T0;H
1(Td)) and vt, ft ∈ L2(0, T0;H

−1(Td)), that is v, f ∈ F 1(T ;Td),

is a weak solution of Lλw =W if:

1. for any v̄, f̄ ∈ H1(Td) and for a.e. t, 0 ≤ t ≤ T0 we have
(23)
{

〈ft, f̄〉+
〈

Df +DpHλf +m1−αD2
ppHλ ·Dv − αfD2

ppHλ ·Q+ fbλ, Df̄
〉

= 〈h, f̄〉
〈vt, v̄〉 − 〈Dv,Dv̄〉 −

〈

αmα−1f (Hλ −Q ·DpHλ) +DpHλ ·Dv + bλ ·Dv −DzVλf, v̄
〉

= 〈g, v̄〉,

here Q = Du
mα and the Hamiltonian Hλ and its derivative are evaluated at the point (x,Q).

2. f(x, 0) = A(x), v(x, T0) = B(x).
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Remark 6. Note that (22) implies v, f ∈ C(T ;L2(Td))( see e.g. [4], Section 5.9.2, Theorem 3).
Therefore, the traces f(x, 0), v(x, T0) are well-defined.

Theorem 5 (Uniqueness of weak solutions). Let (uλ,mλ) be a C∞ solution to (20), and let T0
be as in Theorem 4. Then, under Assumptions 1–12, there exists at most one weak solution to the
equation Lλw =W in the sense of Definition 1.

Proof. Since the equation Lλw = W is linear, it is enough to prove that Lλw = 0 has only the
trivial solution w = 0. For this, we take f̄ = v, v̄ = f in (23). Adding both equations and
integrating in time, we obtain

0 =

∫ T0

0

∫

Td

[

αmα−1f2 (Q ·DpHλ −Hλ) +m1−αDv ·D2
ppHλ ·Dv

− αfQ ·D2
ppHλ ·Dv +DzVλf

2
]

dxdt =

∫ T0

0

∫

Td

[

αmα−1f2
(

Q ·DpHλ −Hλ − α

4
Q ·D2

ppHλ ·Q
)

+mα−1
(

m1−αDv − α

2
fQ
)t

·D2
ppHλ ·

(

m1−αDv − α

2
fQ
)

+DzVλf
2
]

dxdt,

where we set Q = Du
mα . Using the estimates from Theorem 3, Lemma 4, Remark 4, and Assumption

12, we conclude that at a solution (uλ,mλ) to (20) there exist constants θ1, θ2 > 0 that do not
depend on the solution and λ, such that the above expression bounded by below by

θ1

∫ T0

0

∫

Td

mα−1
∣

∣

∣m1−αDv − α

2
fQ
∣

∣

∣

2

+ θ2|f |2 dxdt.

Thus, we get f = 0, Dv = 0. Consequently v ≡ v(t). Next, by looking at the second equation in
(23), for v̄ = v(t) and f̄ = 0, we obtain

d

dt
〈v, v〉 = 0.

Using the boundary conditions for v, we conclude that v = 0. Therefore, w = 0. �

To prove the existence of weak solutions, we apply the Galerkin approximation method (see
e.g. [4]). We consider a sequence of C∞ functions ek = ek(x), k ∈ N such that { ek }∞k=1 is an
orthogonal basis of H1(Td) and an orthonormal basis of L2(Td). We construct a sequence of finite
dimensional approximations to weak solutions of (20) as follows, let vN , fN : [0, T0] → H1(Td)

fN (t) =

N
∑

k=1

Ak
N (t)ek, vN (t) =

N
∑

k=1

Bk
N (t)ek.

We will show that we can select the coefficients Ak
n, B

k
N so that

(24)






























〈f ′
N , ek〉+

〈

DfN + fNDpHλ +m1−αD2
ppHλ ·DvN − αfND

2
ppHλ ·Q+ fNbλ, Dek

〉

= 〈h, ek〉,

〈v′N , ek〉 − 〈DvN , Dek〉
−
〈

αmα−1fN (Hλ −Q ·DpHλ) +DpHλ ·DvN + bλ ·DvN −DzVλfN , ek
〉

= 〈g, ek〉

and

(25) Ak
N (0) = 〈A, ek〉, Bk

N (T0) = 〈B, ek〉, k = 1, 2, . . . , N.
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The system (24) is equivalent to:

(26)































Ȧk
N +

∑N
l=1

〈

Del + elDpHλ − αelD
2
ppHλ ·Q+ elbλ, Dek

〉

Al
N

+
∑N

l=1〈m1−αD2
ppHλ ·Del, Dek〉Bl

N = 〈h, ek〉,

Ḃk
N −∑N

l=1〈Del +DpHλ ·Del + bλ ·Del, Dek〉Bl
N

−∑N
l=1

〈

αmα−1el (Hλ −Q ·DpHλ)− elDzVλ, ek
〉

Al
N = 〈g, ek〉.

Because (26) is a linear system of ordinary differential equations, the only difficulty in proving
the existence of solutions concerns the boundary conditions (25). Existence is not immediate
because half of the boundary conditions are given at the initial time, whereas the other half are
given at the terminal time. From standard theory of ordinary differential equations, the initial
value problem for (26), that is, with Ak

N (0) and Bk
N (0) prescribed, has a unique solution. Hence,

to prove the existence of solutions to (26), it is enough to show the existence of solutions for the
corresponding homogeneous problem:

(27)































˙̃Ak
n +

∑N
l=1

〈

Del + elDpHλ − αelD
2
ppHλ ·Q+ elbλ, Dek

〉

Ãl
N

+
∑N

l=1〈m1−αD2
ppHλ ·Del, Dek〉B̃l

N = 0

˙̃Bk
N −∑N

l=1〈Del +DpHλ ·Del + bλ ·Del, Dek〉B̃l
N

−∑N
l=1

〈

αmα−1el (Hλ −Q ·DpHλ)− elDzVλ, ek
〉

Ãl
N = 0,

with arbitrary Ãk
N (0) and B̃k

N (T0), 1 ≤ k ≤ N . Indeed, any solution to (26)-(25), (A,B) can be
written as a sum of a particular solution to (26), (Ā, B̄), for instance with

Āk
N (0) = 0, B̄k

N (0) = 0, k = 1, 2, . . . , N.

with a solution, (Ã, B̃) to (27) with suitable initial and terminal conditions so that (25) holds for

(A,B) = (Ā+ Ã, B̄ + B̃).
Next, we regard the solution of the initial value problem for the homogeneous system corre-

sponding to (26) as a linear operator on R
2N :

(28) (AN (0), BN (0)) 7→ (AN (0), BN (T0)).

We need to prove that this mapping is surjective. Since (28) is a linear mapping from R
2N to

R
2N , surjectivity is equivalent to injectivity. Therefore, it suffices to prove that the homogeneous

system of ODE’s corresponding to (26) subject to initial-terminal conditions AN (0) = BN (T0) = 0
has only the trivial solution AN = BN ≡ 0. Let fN , vN solve (24) with h = g ≡ 0, A = B ≡ 0.
From (24), we obtain (23) for f = v̄ = fN , v = f̄ = vN . Using the same argument as in Theorem
5, we conclude that fN = vN ≡ 0.

Next, we prove energy estimates for these approximations to ensure the weak convergence of
approximate solutions through some subsequence.

Theorem 6. Suppose Assumptions 1–12 hold. Then, for T0 small enough, there exists a constant
C such that for any C∞ solution (uλ,mλ) to (20), we have

max
0≤t≤T0

‖(fN , vN )‖(L2(Td))2 + ‖(fN , vN )‖(L2(0,T0;H1(Td)))2 + ‖(f ′
N , v

′
N )‖(L2(0,T0;H−1(Td)))2

≤ C
(

‖h‖L2(0,T0;L2(Td)) + ‖g‖L2(0,T0;L2(Td)) + ‖A‖L2(Td) + ‖B‖L2(Td)

)

.

Proof. We assume T0 is small enough so that Theorem 4 holds. Using the linearity of (24), we
observe that (23) holds for f = f̄ = fN , vN = v̄N = vN . Then, using Hölder’s inequality and the
estimates from Theorem 4, we obtain the system of inequalities:

(29)







(

‖fN‖2L2(Td)

)

t
+ ‖DfN‖2L2(Td) ≤ C

(

‖h‖2L2(Td) + ‖DvN‖2L2(Td) + ‖fN‖2L2(Td)

)

,
(

‖vN‖2L2(Td)

)

t
− ‖DvN‖2L2(Td) ≥ −C

(

‖g‖2L2(Td) + ‖vN‖2L2(Td) + ‖fN‖2L2(Td)

)

.
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From the second inequality, using Gronwall’s inequality, we get

‖vN(·, t)‖2L2(Td) ≤ C

∫ T0

t

(

‖g(·, s)‖2L2(Td) + ‖fN(·, s)‖2L2(Td)

)

ds+ C‖B‖2L2(Td),

and further
∫ T0

0

‖DvN (·, s)‖2L2(Td)ds ≤ C

∫ T0

0

(

‖g(·, s)‖2L2(Td) + ‖fN(·, s)‖2L2(Td)

)

ds+ C‖B‖2L2(Td).

From this, combined with the first inequality in (29), and using Gronwall’s inequality once
more,we have

‖fN(·, t)‖2L2(Td) ≤ C

∫ T0

0

(

‖g(·, s)‖2L2(Td) + ‖h(·, s)‖2L2(Td) + ‖fN(·, s)‖2L2(Td)

)

ds+C
(

‖A‖2L2(Td) + ‖B‖2L2(Td)

)

.

Thus, for T0 small enough, we get

sup
t∈[0,T0]

‖fN(·, t)‖2L2(Td) ≤ C

∫ T0

0

(

‖g(·, s)‖2L2(Td) + ‖h(·, s)‖2L2(Td)

)

ds+C
(

‖A‖2L2(Td) + ‖B‖2L2(Td)

)

.

Consequently,
∫ T0

0

‖DfN(·, t)‖2L2(Td) ≤ C

∫ T0

0

(

‖g(·, s)‖2L2(Td) + ‖h(·, s)‖2L2(Td)

)

ds+C
(

‖A‖2L2(Td) + ‖B‖2L2(Td)

)

.

Thus, we have

max
0≤t≤T0

‖(fN , vN )‖(L2(Td))2 + ‖(fN , vN )‖(L2(0,T0;H1(Td)))

≤ C
(

‖h‖L2(0,T0;L2(Td)) + ‖g‖L2(0,T0;L2(Td)) + ‖A‖L2(Td) + ‖B‖L2(Td)

)

.

From equation (23), for any f̄ , v̄ ∈ span{ek}Nk=1 with ‖f̄‖L2(0,T0;H1(Td)) ≤ 1, ‖v̄‖L2(0,T0;H1(Td)) ≤ 1
we get






∫ T0

0 〈fN (s), f̄〉ds ≤ C
(

‖h‖2L2(0,T0;L2(Td)) + ‖g‖2L2(0,T0;L2(Td)) + ‖A‖2L2(Td) + ‖B‖2L2(Td)

)

,
∫ T0

0
〈vN (s), v̄〉ds ≤ C

(

‖h‖2L2(0,T0;L2(Td)) + ‖g‖2L2(0,T0;L2(Td)) + ‖A‖2L2(Td) + ‖B‖2L2(Td)

)

,

since fN , vN ∈ span{ek}Nk=1 as well. These inequalities imply the required estimates. �

Theorem 7 (Existence of weak solutions). Let (uλ,mλ) be a C∞ solution to (20) and let T0 be
as in Theorem 4. Then, under Assumptions 1–12, there exists a weak solution to the equation
Lλw =W in the sense of (23).

Proof. According to the energy estimates, there exist subsequences of vN , fN and functions v, f ∈
L2(0, T0;H

1(Td)), with v′ = vt, f
′ = ft ∈ L2(0, T0;H

−1(Td)), such that
{

vN ⇀ v, fN ⇀ f, weakly in L2(0, T0;H
1(Td))

v′N ⇀ v′, f ′
N ⇀ f ′, weakly in L2(0, T0;H

−1(Td)).

For fixed N0, let v̄, f̄ ∈ span{ek}N0

k=1 with ‖v̄‖L2(0,T0;H1(Td)), ‖f̄‖L2(0,T0;H1(Td)) ≤ 1. According to
the definition of vN , fN , we have that (23) holds for every N ≥ N0. Weak convergence then implies

(23) for v, f and any v̄, f̄ ∈ span{ek}N0

k=1. The above convergence implies that vN ⇀ v, fN ⇀ f
also in C(0, T0;L

2(Td)). Therefore, the the initial and terminal conditions on f, v hold as well.
Since ∪N≥1span{ek}Nk=1 is dense in L2(0, T0;H

1(Td)), we are done. �

Theorem 8 (Higher Regularity). Let (uλ,mλ) be a C∞ solution of (20) and let T0 be as in
Theorem 4. Assume A,B ∈ Hk+1(Td), h, g ∈ F 2k(T ;Td) and let W = [h, g, A,B]t. Then, under
Assumptions 1–12, for any weak solution w = [f, v]t of Lλw =W , we have v, f ∈ F 2k+2(T ;Td).

The proof draws on the regularizing properties of the heat equation and a bootstrap argument.
We use the following result:
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Lemma 6. Let h̃ ∈ Hk1(T ;Hk2(Td)), g̃ ∈ H2k1+k2+1(Td) for some k1, k2 ≥ 0, and let ũ ∈
F 1(T ;Td) be a weak solution of the heat equation

{

ũt −∆ũ = h̃

ũ(x, 0) = g̃(x).

Then ũ ∈ Hk1(T ;Hk2+2(Td)) ∩Hk1+1(T ;Hk2(Td)).

Proof. The Lemma is proved easily using induction. The base case k1 = k2 = 0 is a standard
regularity result for the heat equation. �

From the second equation of (23), we have that v is a weak solution to
(30)


















vt +∆v = g

+αmα−1f
(

Hλ

(

x, Du
mα

)

+ Du
mαDpHλ

(

x, Du
mα

))

+DpHλ

(

x, Du
mα

)

Dv + bλ ·Dv +DzVλf

v(x, T0) = B(x).

Since the right-hand side of the previous PDE belongs to L2(0, T0, L
2(Td)), using Lemma 6, we

conclude that v ∈ L2(T ;H2(Td)) ∩H1(T ;L2(Td)).
Next, the first equation of (23) implies that f is a weak solution to

(31)


















ft −∆f = h

+div
[

DpHλ

(

x, Du
mα

)

f − αfD2
ppHλ

(

x, Du
mα

)

· Du
mα +m1−αD2

ppHλ

(

x, Du
mα

)

·Dv + bλf
]

f(x, 0) = A(x).

From the regularity of v obtained above, we conclude that the right-hand side of this equa-
tion is also in L2(0, T0, L

2(Td)). For that reason, according to Lemma 6, f ∈ L2(T ;H2(Td)) ∩
H1(T ;L2(Td)).

Now, we assume v, f ∈ F 2i(T ;Td) for some i ≤ k, we will prove that v, f ∈ F 2i+2(T ;Td).
First, note that since v, f ∈ Hk1(T ;Hk2(Td)) for every k1, k2 with 2k1 + k2 = 2i, the expression
on the right-hand side of (30) is in Hk1(T ;Hk2−1(Td)). Thus, using Lemma 6, we get v ∈
Hk1(T ;Hk2+1(Td)). We know now that the right-hand side of (30) is in Hk1(T ;Hk2(Td)). Using
Lemma 6 the second time, we conclude that v ∈ Hk1(T ;Hk2+2(Td)) ∩Hk1+1(T ;Hk2(Td)).

Now, we have that the right-hand side of (31) is in Hk1(T ;Hk2−1(Td)). Thus, using Lemma 6
again twice as above, we get f ∈ Hk1(T ;Hk2+2(Td)) ∩Hk1+1(T ;Hk2(Td)). From what we have

proved, it follows v, f ∈ H k̃1(T ;H k̃2(Td)), for every k̃1, k̃2 with 2k̃1 + k̃2 = 2i+ 2. Consequently,
v, f ∈ F i+2(T ;Td).

Proof of the Theorem 1. Theorem 4 and Arzela-Ascoli Theorem imply that the set Λ is a closed
subset of the interval [0, 1]. We will prove that it is also open. Let λ0 ∈ Λ. Using Theorem 4, we
see that the operator

Lλ0 : F
2k(T ;Td)× F 2k(T ;Td) → F 2k−2(T ;Td)× F 2k−2(T ;Td)×H2k−1(Td)×H2k−1(Td)

is bounded for every k ≥ 1. Using Theorems 5, 7, and 8, we conclude that Lλ0 is bijective,
and so it is invertible. We choose k large enough so that H l(T ;H l(Td)), where l = ⌊ 2k

3 ⌋, is
an algebra. By the inverse function theorem ([3]), there is a neighborhood U of λ0 where the

equation Mλ

[

u
m

]

= 0 has a unique solution (uλ,mλ) in F 2k(T ;Td) × F 2k(T ;Td). Then,

uλ,mλ ∈ H l(T ;H l(Td)). The inverse function theorem implies that the mapping λ 7→ (uλ,mλ)
is continuous. Hence, we can assume that in the neighborhood U , mλ is bounded away from
zero. This observation, together with the fact that H l(T ;H l(Td)) is an algebra allows us to
use regularity theory and bootstrap arguments to conclude that (uλ,mλ) are C∞. Accordingly,
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U ⊂ Λ. Consequently, we have proved that Λ is an open set in [0, 1]. Because 1 ∈ Λ, we know
that Λ 6= ∅. Therefore, Λ = [0, 1]. In particular, 0 ∈ Λ. �
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[24] O. Guéant. A uniqueness result for mean field games. Classnotes, 2011.
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