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Abstract

In this paper we prove the following topological classification result for
flows on real projective space induced by linear flows on Euclidean space:
Two flows on the projective space P(V ) of a finite-dimensional real vector
space V , induced by endomorphisms A and B of V , are topologically
conjugate if and only if the Jordan structures of A and B coincide except
for the real parts of the eigenvalues whose values may differ but whose
order and multiplicities must agree. Our proof is mainly based on ideas
of Kuiper who considered the discrete-time analogue of this classification
problem. We also correct a mistake in Kuiper’s proof.
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1 Introduction

The topological classification of linear dynamical systems or, more general, lin-
ear group actions has a long history. In fact, it goes back to Poincaré [21]
who knew that orthogonal matrices in dimension 2 are topologically conju-
gate if and only if they are linearly conjugate. De Rham [9] conjectured that
this equivalence is true in arbitrary finite dimensions. The first counterex-
amples to his conjecture were given by Cappell and Shaneson [3], who also
proved that the conjecture holds up to dimension five. We refer to the articles
[3, 4, 5, 6, 9, 10, 12, 14, 18, 23, 24] for more information about this thread
of research. In particular, we recommend the introduction of Cruz [8] for a
more detailed historical account. There are two special cases of linear actions
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which are much easier to handle than the general case, namely, hyperbolic ac-
tions and continuous-time linear flows. For instance, Strelcyn [24] proved that
two hyperbolic linear operators on a complex Banach space are topologically
conjugate if and only if the dimensions of the stable and unstable subspaces
coincide. Kuiper [16] and independently Ladis [19] provided a complete clas-
sification of linear flows in finite dimensions. Also equivalence by Hölder or
Lipschitz maps has been considered for linear flows and complete classification
results are available, see [15, 20].

Another thread of research concerns actions on compact manifolds induced by
linear actions. Naturally, every automorphism of a finite-dimensional vector
space V induces a diffeomorphism on the corresponding projective space, or
more general, on the Grassmann manifold of k-dimensional subspaces of V , and
the flag manifolds whose elements are the flags V1 ⊂ · · · ⊂ Vr of linear subspaces
Vi ⊂ V of fixed dimensions. In Batterson [2], one finds a characterization of the
structurally stable diffeomorphisms of this kind on the Grassmann manifolds.
In Ayala, Colonius and Kliemann [1], the Lyapunov forms of matrices are char-
acterized topologically by studying Morse decompositions of their induced flows
on the Grassmann and flag manifolds.

A special case of such induced systems has been treated by Kuiper [17], who
considered the discrete-time dynamical system on a real projective space in-
duced by a linear automorphism. He provided an almost complete topological
classification of such systems saying that two projective transformations induced
by invertible matrices A and B are topologically conjugate if A and B can be
written in the form

A = λ1σ1 ⊕ · · · ⊕ λkσk,

B = µ1σ1 ⊕ · · · ⊕ µkσk,

where λ1 > · · · > λk > 0, µ1 > µ2 > · · · > µk > 0, and each σi is an auto-
morphism all of whose eigenvalues have absolute value one, and the converse
statement holds under some restrictive condition on the periods of the periodic
points of the projective maps. The problem which leads to this restriction is
directly related to the problem of the classification of linear transformations
on Euclidean space described in the first paragraph. However, for projective
flows no such restrictions are necessary, since the complete classification of lin-
ear flows by Kuiper and Ladis is available. Combining this classification result
with the ideas of [17], we prove the following classification result for projective
flows: Two projective flows induced by linear flows eAt and eBt, where A and
B are endomorphisms of the finite-dimensional real vector space V , are topo-
logically conjugate if and only if we can write (with respect to individual linear
coordinates)

A = (λ1 id+σ1)⊕ (λ2 id+σ2)⊕ · · · ⊕ (λk id+σk),

B = (µ1 id+σ1)⊕ (µ2 id+σ2)⊕ · · · ⊕ (µk id+σk),

with real numbers λ1 > λ2 > · · · > λk and µ1 > µ2 > · · · > µk, and en-
domorphisms σ1, . . . , σk all of whose eigenvalues are located on the imaginary
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axis.

The paper is organized as follows. In Section 3, we prove the direction of
the classification result, which involves the construction of a topological conju-
gacy. Here we follow the lines of Kuiper’s proof and adapt his arguments to
the continuous-time case. One of the main ideas of this proof consists in the
definition of a function on projective space which increases along certain tra-
jectories and allows to define fundamental domains for the corresponding flows.
Then the fundamental domain method can be applied to construct the topo-
logical conjugacy. In Section 4, several dynamical invariants of the projective
flows are described in algebraic terms in order to prove the missing direction of
the classification result, namely the finest Morse decomposition, the recurrent
set, and the dimensions of the stable manifolds. Here we correct a mistake in
Kuiper’s proof whose formulas for the dimensions of the stable manifolds (in
the discrete-time case) are not correct. In the final Section 5 we explain how
the main result follows from the partial results of the preceding sections.

2 Preliminaries

Let φ1 : R ×X → X and φ2 : R × Y → Y be continuous flows on topological
spaces X and Y . A homeomorphism h : X → Y is called a topological conjugacy

from φ1 to φ2 if

h(φ1(t, x)) = φ2(t, h(x)) for all t ∈ R, x ∈ X.

If such h exists, we say that φ1 and φ2 are topologically conjugate.

By End(V ) we denote the space of all endomorphisms of a finite-dimensional
real vector space V . Every A ∈ End(V ) induces a linear flow on V by

ϕA(t, x) = eAtx, ϕA : R× V → V.

By P(V ) we denote the projective space of V , that is, the quotient space of
V ∗ := V \{0}with respect to the equivalence relation v ∼ w if and only if w = αv
for some nonzero α ∈ R. Hence, the elements of P(V ) are the lines through the
origin in V (minus the origin itself). Since each time-t-map ϕA(t, ·) maps such
lines onto such lines, the flow ϕA induces a flow ψA on P(V ) which we call
the projective flow associated with A. The natural projection P : V ∗ → P(V ),
x 7→ Px := [x]∼, is a continuous surjection which satisfies

ψA(t,Px) = PeAtx for all t ∈ R, x ∈ V ∗.

If two projective flows ψA and ψB are topologically conjugate, we write A ∼=P B.

If W is a linear subspace of the vector space V , then PW := {Px : x ∈ W ∗}
is called a projective subspace of P(V ). More general, we use the notation
PA = {Px : x ∈ A\{0}} for any subset A ⊂ V .
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3 Construction of Conjugacies

In this section, we prove the following theorem:

3.1 Theorem: Assume that A,B ∈ End(V ) can be written in the form

A = (λ1 id+σ1)⊕ (λ2 id+σ2)⊕ · · · ⊕ (λk id+σk),

B = (µ1 id+σ1)⊕ (µ2 id+σ2)⊕ · · · ⊕ (µk id+σk),

with real numbers λ1 > λ2 > · · · > λk, µ1 > µ2 > · · · > µk, and endomorphisms
σ1, . . . , σk with eigenvalues lying on the imaginary axis. Then A ∼=P B.

We will conclude this theorem from the following lemma:

3.2 Lemma: Let λ1 > λ2 > · · · > λk, j ∈ {1, . . . , k}, and γ ∈ R with

γ + λj > λj+1. (1)

Then there exists a topological conjugacy from the projective flow corresponding
to the endomorphism

A := (λ1 id+σ1)⊕ · · · ⊕ (λk id+σk)

to the projective flow corresponding to

B := ((γ + λ1) id+σ1) ⊕ · · · ⊕ ((γ + λj) id+σj)

⊕ (λj+1 id+σj+1)⊕ · · · ⊕ (λk id+σk).

Indeed, assume that Lemma 3.2 is true. Then Theorem 3.1 is proved as follows.

Proof:[of Theorem 3.1] Define real numbers γ1, . . . , γk recursively by

µ1 = λ1 +

k∑

i=1

γi,

µ2 = λ2 +

k∑

i=2

γi,

...

µk−1 = λk−1 + γk−1 + γk,

µk = λk + γk,

or briefly,

µj − λj =

k∑

i=j

γi, j = 1, . . . , k.
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Then Lemma 3.2 implies

(λ1 id + σ1)⊕ · · · ⊕ (λk id+σk)
∼=P ((γk + λ1) id+σ1)⊕ · · · ⊕ ((γk + λk) id+σk)

= ((γk + λ1) id+σ1)⊕ · · · ⊕ ((γk + λk−1) id+σk−1)⊕ (µk id +σk)
∼=P ((γk−1 + γk + λ1) id+σ1)⊕ · · · ⊕ ((γk−1 + γk + λk−1) id+σk−1)

⊕(µk id+σk)

= ((γk−1 + γk + λ1) id+σ1)⊕ · · · ⊕ (µk−1 id+σk−1)⊕ (µk id +σk)

...

∼=P

((
k∑

i=1

γi + λ1

)
id+σ1

)
⊕ (µ2 id+σ2)⊕ · · · ⊕ (µk id+σk)

= (µ1 id+σ1)⊕ · · · ⊕ (µk id+σk).

Note that condition (1) is satisfied, which here reads

γj +




k∑

i=j+1

γi + λj


 =

k∑

i=j

γi + λj = µj > µj+1,

and holds by assumption. �

In order to prove Lemma 3.2, we also use the following lemma.

3.3 Lemma: Let A be as in Lemma 3.2 and j ∈ {1, . . . , k}. Then for each
δ > 0 there exists a norm ‖ · ‖A on V which satisfies

‖x‖2A = ‖x1‖
2
A + · · ·+ ‖xk‖

2
A,

where x1, . . . , xk are the components of x with respect to the decomposition
σ1 ⊕ · · · ⊕ σk, and such that

‖eσitxi‖A ≥ e−δt‖xi‖A, i = 1, . . . , j,

‖eσitxi‖A ≤ eδt‖xi‖A, i = j + 1, . . . , k,

for all t ≥ 0 and xi in the invariant subspace Vi corresponding to σi.

Proof: Let ‖ · ‖ be a fixed Euclidean norm on V . Since eσit has polynomial
growth, for each i ∈ {j + 1, . . . , k} there exists a constant ci = ci(δ) > 0 with

∥∥∥e(λi id+σi)txi

∥∥∥ ≤ cie
(λi+

2
3
δ)t‖xi‖ for all xi ∈ Vi, t ≥ 0.

Multiplication by e(−λi−
4
3
δ)t gives

∥∥∥e(− 4
3
δ id+σi)txi

∥∥∥ ≤ cie
− 2

3
δt‖xi‖ for all xi ∈ Vi, t ≥ 0.
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There exists an adapted norm ‖ · ‖A,i on Vi such that (cf. Robinson [22])

∥∥∥e(− 4
3
δ id+σi)txi

∥∥∥
A,i

≤ e−
1
3
δt‖xi‖A,i for all xi ∈ Vi, t ≥ 0.

Multiplication by e
4
3
δt now yields

∥∥eσitxi
∥∥
A,i

≤ eδt‖xi‖A,i for all xi ∈ Vi, t ≥ 0.

Analogously, for i ∈ {1, . . . , j} there is a constant ci > 0 with

∥∥∥e−(λi id+σi)txi

∥∥∥ ≤ cie
(−λi+

2
3
δ)t‖xi‖ for all xi ∈ Vi, t ≥ 0.

Multiplication by e(λi−
4
3
δ)t yields

∥∥∥e(− 4
3
δ id−σi)txi

∥∥∥ ≤ cie
− 2

3
δt‖xi‖ for all xi ∈ Vi, t ≥ 0.

Again, there is an adapted norm ‖ · ‖A,i on Vi satisfying

∥∥∥e(− 4
3
δ id−σi)txi

∥∥∥
A,i

≤ e−
1
3
δt‖xi‖A,i for all xi ∈ Vi, t ≥ 0.

Multiplication by e
4
3
δt and replacing xi by eσitxi leads to

‖eσitxi‖A,i ≥ e−δt‖xi‖A,i for all xi ∈ Vi, t ≥ 0.

Now it is easy to see that the desired norm is given by

‖x‖A :=

(
k∑

i=1

‖xi‖
2
A,i

)1/2

for all x ∈ V.

This finishes the proof. �

Proof:[of Lemma 3.2] The proof proceeds in four steps.

Step 1. We make some definitions: Let x1, . . . , xk denote the components of a
vector x ∈ V ∗ with respect to the decomposition σ1 ⊕ · · · ⊕ σk. Let δ > 0 be
chosen small enough such that

max {λj+1 − λj + 2δ, λj+1 − (γ + λj) + 2δ} < 0. (2)

This is possible, since λj > λj+1 and γ+ λj > λj+1. For the chosen δ, let ‖ · ‖A
be a corresponding adapted norm as in Lemma 3.3, and define a function

α : P(V ) → [0,∞], p = Px 7→

∑k
i=j+1 ‖xi‖

2
A∑j

i=1 ‖xi‖
2
A

.

It is easy to see that α is well-defined and continuous. We further define

β : P(V ) → [−∞,∞], p 7→ lnα(p).
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Consider the complementary linear subspaces

W := {x ∈ V : xj+1 = . . . = xk = 0} ,

Z := {x ∈ V : x1 = . . . = xj = 0} ,

and the corresponding projective subspaces PW and PZ. Obviously,

PW = β−1(−∞) and PZ = β−1(∞).

For brevity in notation we write

P(V )∗ := P(V )\(PW ∪ PZ).

Step 2. We analyze the behavior of the projective flows ψA and ψB on P(V )∗:
Take x ∈ V \(W ∪ Z), that is, x = xW ⊕ xZ with xW ∈ W ∗ and xZ ∈ Z∗, and
let t ≥ 0. Then

α(PeAtx) = α
(
P(eAtxW + eAtxZ)

)
=

‖eAtxZ‖2A
‖eAtxW ‖2A

=

∑k
i=j+1 e

2λit‖eσitxi‖2A∑j
i=1 e

2λit‖eσitxi‖2A

≤
e2λj+1t

∑k
i=j+1 e

2(λi−λj+1)te2δt‖xi‖2A

e2λjt
∑j

i=1 e
2(λi−λj)te−2δt‖xi‖2A

= e2(λj+1−λj+2δ)t

∑k
i=j+1 e

2(λi−λj+1)t‖xi‖2A∑j
i=1 e

2(λi−λj)t‖xi‖2A
.

Since λi − λj+1 ≤ 0 for i ≥ j + 1 and λi − λj ≥ 0 for i ≤ j, we obtain

α(PeAtx) ≤ e2(λj+1−λj+2δ)t

∑k
i=j+1 ‖xi‖

2
A∑j

i=1 ‖xi‖
2
A

= e2(λj+1−λj+2δ)tα(Px), (3)

or equivalently,

β(PeAtx) ≤ β(Px) + 2(λj+1 − λj + 2δ)t for all t ≥ 0. (4)

This inequality holds for all x ∈ V \(W ∪ Z) and hence we can replace x by
e−Atx, which yields

β(PeAtx) ≥ β(Px) + 2(λj+1 − λj + 2δ)t for all t ≤ 0. (5)

By (2) we have λj+1 − λj + 2δ < 0. Hence, β is strictly decreasing along the
trajectory through Px and (4), (5) imply

β(PeAtx) → ∓∞ for t → ±∞.

Analogously, for B one shows that

β(PeBtx) ≤ β(Px) + 2(λj+1 − (γ + λj) + 2δ)t for all t ≥ 0, (6)
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and from (2) it follows that the trajectories of ψB|P(V )∗ have the same limit
behavior as those of ψA|P(V )∗ . In forward time they converge to PW and in
backward time to PZ.

Step 3. Using the fundamental domain method, we show that ψA and ψB are
topologically conjugate on P(V )∗: We can define a fundamental domain for
both ψA|P(V )∗ and ψB |P(V )∗ by D := β−1(0). Then every trajectory of ψA|P(V )∗

and ψB |P(V )∗ intersects D in exactly one point, which follows from (4) and (6).
Define a topological conjugacy by

h : P(V )∗ → P(V )∗, h(ψA(t, p)) := ψB(t, p) for all t ∈ R, p ∈ D.

Since D is a fundamental domain, h is well-defined. Obviously, h is invertible;
its inverse maps ψB(t, p) to ψA(t, p) for t ∈ R and p ∈ D. An explicit expression
for h is

h(p) = ψB(−τ(p), ψA(τ(p), p)), (7)

where τ : P(V )∗ → R is defined implicitly by the equation

β(ψA(τ(p), p)) = 0.

To show that h is continuous, it hence suffices to prove continuity of τ . To this
end, assume that τ is not continuous at p ∈ P(V )∗. Then there exist ε > 0
and a sequence (pn)n≥1 converging to p such that |τ(pn) − τ(p)| ≥ ε for all
n ≥ 1. We can choose a subsequence (pmn

) such that τ(pmn
) either converges

to a real number τ∗, to ∞, or to −∞. For τ(pmn
) → ±∞ we would have

ψA(τ(pmn
), pmn

) → PW ∪PZ. This is not possible, since β(ψA(τ(pmn
), pmn

)) =
0 for all n. If τ(pmn

) → τ∗ ∈ R, then

0 = lim
n→∞

β(ψA(τ(pmn
), pmn

)) = β(ψA(τ
∗, p)) ⇒ τ∗ = τ(p),

in contradiction to |τ(pmn
) − τ(p)| ≥ ε. The conjugacy identity easily follows

from the definition of h.

Step 4. We show that h can be extended to a conjugacy on P(V ). To this end,
we define

h(p) :=

{
h(p) for p ∈ P(V )∗,
p for p ∈ PW ∪ PZ.

Then h is bijective, continuous on P(V )∗ and on PW ∪PZ. Moreover, it satisfies
the conjugacy identity, since on PW ∪ PZ the flows ψA and ψB coincide. It
remains to prove that h is continuous on P(V ). To this end, consider the explicit
expression (7) for h and pick x = xW ⊕ xZ ∈ V \(W ∪ Z). Then

h(Px) = ψB(−τ(Px), ψA(τ(Px),Px))

= ψB

(
−τ(Px),Peτ(Px)A(xW ⊕ xZ)

)

= P e−τ(Px)Beτ(Px)A︸ ︷︷ ︸
=:C(x)

(xW ⊕ xZ) = P(C(x)xW ⊕ C(x)xZ ).
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Since A and B commute, we have C(x) = eτ(Px)(A−B) and hence

C(x) = e−γτ(Px) idW ⊕ idZ ⇒ h(Px) = P(e−γτ(Px)xW ⊕ xZ). (8)

Now let (pn)n≥1 be a sequence in P(V )∗ converging to some p ∈ PW (without
loss of generality). To show that h(pn) → p = h(p), we write

pn = PeAtnxn, tn ∈ R, Pxn ∈ D = β−1(0)

and xn = xW,n ⊕ xZ,n with xW,n ∈ W ∗, xZ,n ∈ Z∗. Obviously, we may assume
that tn > 0. Then we have tn → ∞, which is proved as follows: We have
α(pn) = eβ(pn) → 0 and

α(pn) =
‖eAtnxZ,n‖2A
‖eAtnxW,n‖2A

≥
(c1e

(λk−ε)tn)2‖xZ,n‖2A
(c2e(λ1+ε)tn)2‖xW,n‖2A

=

[
c1
c2
e(λk−λ1−2ε)tn

]2
α(Pxn)︸ ︷︷ ︸

=1

with small ε > 0 and constants c1, c2 > 0, which implies (λk−λ1−2ε)tn → −∞
and therefore tn → ∞. We also have

τ(pn) = τ(PeAtnxn) = −tn,

and hence (8) yields

h(pn) = P
(
eγtneAtnxW,n ⊕ eAtnxZ,n

)

= P

(
eAtnxW,n

‖eAtnxn‖A
+

eAtnxZ,n

eγtn‖eAtnxn‖A

)

= P

(
eAtnxn

‖eAtnxn‖A
+

[
eAtnxZ,n

eγtn‖eAtnxn‖A
−

eAtnxZ,n

‖eAtnxn‖A

])
.

Observe that
∥∥∥∥

eAtnxZ,n

‖eAtnxn‖A

∥∥∥∥
2

A

=
‖eAtnxZ,n‖2A
‖eAtnxn‖2A

=
‖eAtnxZ,n‖2A

‖eAtnxW,n‖2A + ‖eAtnxZ,n‖2A

=
(
α(pn)

−1 + 1
)−1

=
α(pn)

1 + α(pn)
→ 0.

Moreover, we have

∥∥∥∥
eAtnxZ,n

eγtn‖eAtnxn‖A

∥∥∥∥
2

A

=
e−2γtnα(pn)

1 + α(pn)
→ 0,

since by (3)

e−2γtnα(pn) = e−2γtnα(PeAtnxn)

≤ e−2γtne2(λj+1−λj+2δ)tn α(Pxn)︸ ︷︷ ︸
=1

= e2(λj+1−(γ+λj)+2δ)tn → 0.
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This gives

lim
n→∞

h(pn) = lim
n→∞

P

(
eAtnxn

‖eAtnxn‖A

)
= p,

which concludes the proof. �

4 Dynamical Invariants of Projective Flows

In this section, we describe several dynamical invariants of projective flows in
algebraic terms.

4.1 The Finest Morse Decomposition

We start by giving a description of the finest Morse decomposition of a projective
flow. Let us first recall some notions.

4.1 Definition: Let ϕ : R × X → X be a continuous flow on a metric space
X . The α-limit set and the ω-limit set of a point x ∈ X are defined by

α(x, ϕ) := {y ∈ X | ∃tn → −∞ : ϕ(tn, x) → y} ,

ω(x, ϕ) := {y ∈ X | ∃tn → ∞ : ϕ(tn, x) → y} .

4.2 Definition: Let ϕ : R×X → X be a continuous flow on a compact metric
space X . A compact set K ⊂ X is called isolated invariant if it is invariant
(that is, ϕt(K) ⊂ K for all t ∈ R) and if there is a neighborhood N of K such
that the implication

ϕ(t, x) ∈ N for all t ∈ R ⇒ x ∈ K

holds. A Morse decomposition is a finite collection {Mi}ni=1 of nonempty, pair-
wise disjoint, and compact isolated invariant sets with the following properties:

(i) For all x ∈ X it holds that α(x, ϕ), ω(x, ϕ) ⊂
⋃n

i=1 Mi.

(ii) Suppose there are Mj0 ,Mj1 , . . . ,Mjl and x1, . . . , xl ∈ X\
⋃n

i=1 Mi with
α(xi, ϕ) ⊂ Mji−1

and ω(xi, ϕ) ⊂ Mji for i = 1, . . . , l. Then Mj0 6= Mjl .

The elements of a Morse decomposition are called Morse sets. One can define
an order on the Morse sets by

Mi � Mj :⇔ ∃x ∈ X : α(x, ϕ) ⊂ Mi and ω(x, ϕ) ⊂ Mj .

A Morse decomposition is finer than another one if the elements of the first one
are contained in those of the second one. A finest Morse decomposition is a
Morse decomposition which is finer than every other one.
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It is obvious that a finest Morse decomposition, if it exists, is unique. A finest
Morse decomposition exists if and only if the chain recurrent set of the given
flow has only finitely many components. In this case, the Morse sets coincide
with the chain recurrent components.

For a projective flow, we have the following result.

4.3 Proposition: Let A ∈ End(V ) with associated projective flow ψA on P(V ).
Then the components of the chain recurrent set of ψA are the projective sub-
spaces PV1, . . . ,PVk, where V = V1 ⊕ · · · ⊕ Vk is the decomposition of V into
the Lyapunov spaces of A, that is, the sums of generalized eigenspaces corre-
sponding to eigenvalues with the same real part. Consequently, {PV1, . . . ,PVk}
is the finest Morse decomposition of ψA. If we assume that real parts of the
eigenvalues are λ1 > · · · > λk and Vi corresponds to λi, then the order of the
Morse sets is PVk � PVk−1 � · · · � PV1.

A proof of this result can be found, for instance, in Ferraiol, Patrão and Seco
[11, Section 4] or Colonius and Kliemann [7]. It is easy to see that a topological
conjugacy from a flow φ1 to another flow φ2 maps a finest Morse decomposition
of φ1 to a finest Morse decomposition of φ2 preserving the order of the Morse
sets. Applying this to projective flows, we obtain the following result.

4.4 Proposition: Let ψA and ψB be two projective flows on P(V ) such that
there exists a topological conjugacy h : P(V ) → P(V ) from ψA to ψB. Then, up
to linear conjugacy, A and B can be written as

A = (λ1 id+σ1(A))⊕ (λ2 id+σ2(A)) ⊕ · · · ⊕ (λk id+σk(A)),

B = (µ1 id+σ1(B)) ⊕ (µ2 id+σ2(B)) ⊕ · · · ⊕ (µk id+σk(B)),

where λ1 > · · · > λk, µ1 > · · · > µk, and σi(A), σi(B) are endomorphisms of
the same dimension with eigenvalues lying on the imaginary axis.

4.2 The Recurrent Set

Let V be a Euclidean space of dimension n + 1 with inner product 〈·, ·〉 and
associated norm ‖ · ‖. Then a linear flow ϕA(t, x) = eAtx on V induces a flow
on the n-dimensional unit sphere S(V ) := {x ∈ V : ‖x‖ = 1} given by

χA(t, x) :=
eAtx

‖eAtx‖
.

Writing π := P|S(V ) : S(V ) → P(V ), we find that

πχA(t, x) = ψA(t, πx) for all t ∈ R, x ∈ S(V ).

The following lemma shows that a conjugacy between two projective flows can
be lifted to a conjugacy between the corresponding flows on the sphere.
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4.5 Lemma: Let A,B ∈ End(V ) and assume that there exists a topological
conjugacy h : P(V ) → P(V ) from ψA to ψB. Then there also exists a topological
conjugacy H : S(V ) → S(V ) from χA to χB.

Proof: From covering theory it follows that h can be lifted to a continuous map
H : S(V ) → S(V ), that is, π ◦ H = h ◦ π (cf., for instance, Hatcher [13]). In
fact, H is a homeomorphism, since also h−1 can be lifted to a continuous map
G : S(V ) → S(V ). Therefore, π = π ◦ (G ◦ H) = π ◦ (H ◦ G), which implies
that G ◦H and H ◦G are deck transformations of the two-fold covering map π,
hence G ◦H,H ◦G ∈ {id,− id}. This implies both injectivity and surjectivity
of H . By compactness of S(V ), H must be a homeomorphism. Moreover,

π ◦H ◦ χt
A = h ◦ π ◦ χt

A = h ◦ ψt
A ◦ π = ψt

B ◦ h ◦ π

= ψt
B ◦ π ◦H = π ◦ χt

B ◦H.

Hence, for every t ∈ R and x ∈ S(V ) we have H(χt
A(x)) = ±χt

B(H(x)). By
continuity of both sides with respect to t, we see by putting t = 0 that in fact
H(χt

A(x)) ≡ χt
B(H(x)). This concludes the proof. �

4.6 Remark: The idea of lifting the conjugacy on projective space to the unit
sphere is also used by Kuiper [17] in the discrete-time case. But in that case a
problem remains concerning the signs of the lifted transformations, that is, if A
and B are the corresponding isomorphisms of V and AS and BS the associated
maps on S(V ), and the induced maps on P(V ) are topologically conjugate, then
the lifting argument shows that AS is conjugate to either BS or −BS, but it is
not easy to see that it is BS.

We want to determine the recurrent set of χA. First we recall the definitions of
recurrent points and the recurrent set.

4.7 Definition: Let ϕ : R×X → X be a continuous flow on a compact metric
space X . A point x ∈ X is called recurrent if x ∈ ω(x, ϕ). The set of all
recurrent points of ϕ is denoted by R(ϕ).

Note that R(ϕ) is invariant, but in general not closed in X . It is easy to see
that a topological conjugacy from ϕ1 to ϕ2 maps R(ϕ1) onto R(ϕ2).

4.8 Lemma: Let S ∈ End(V ) be skew-symmetric with respect to the inner
product on V . Then there exists a sequence (tn)n≥1 of positive real numbers
with tn → ∞ and eStn → idV .

Proof: For each t ∈ R, eSt is an element of the compact Lie group SO(V ) =
{A ∈ End(V ) : AA∗ = idV , detA = 1}, where A∗ denotes the adjoint of A with
respect to the given inner product. Consider a left-invariant Riemannian metric
on SO(V ) and denote by d the associated distance function. Consider a sequence
(τn)n≥1, τn > 0, τn → ∞, such that eSτn converges. Then, for given ε > 0 we
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find m = m(ε) ∈ N such that for all l, k ≥ m we have d(eS(τl−τk), idV ) =
d(eSτl , eSτk) < ε. Now for each n ∈ N let εn := 1/n and m = m(εn). Then
choose l > m(εn) such that tn := τl − τm(εn) > n. This implies d(eStn , idV ) <
1/n and hence proves the lemma. �

Using the preceding lemma we can now characterize the recurrent set of χA.

4.9 Proposition: Let A ∈ End(V ) be an endomorphism of V all of whose
eigenvalues lie on the imaginary axis, which is given in Jordan normal form with
respect to an orthonormal basis of V . Let EA be the sum of the real eigenspaces
ofA (that is, the subspaces of the form V ∩(E(iα)⊕E(−iα)), where E(·) denotes
the corresponding complex eigenspace). Then R(χA) = EA ∩ S(V ).

Proof: The restriction A|EA
is skew-symmetric. By Lemma 4.8, there is a

sequence tn → ∞ with eA|EA
tn → idEA

, which implies

χA(tn, x) =
eAtnx

‖eAtnx‖
= eAtnx→ x for all x ∈ EA ∩ S(V ).

Therefore, EA ∩ S(V ) ⊂ R(χA). On the other hand, all x ∈ S(V )\EA are not
recurrent, which is proved as follows. We can write

x = x1 ⊕ x2, x1 ∈ EA, 0 6= x2 ∈ E⊥
A ,

and A = S + N , SN = NS, with a skew-symmetric endomorphism S and
a nilpotent endomorphism N (the Jordan decomposition of A). Then eSt is
orthogonal and eNtx1 = x1. This implies

χA(t, x) =
eAtx

‖eAtx‖
=

e(S+N)tx

‖e(S+N)tx‖
=

eSteNtx

‖eSteNtx‖

=
eSteNt(x1 ⊕ x2)

‖eNt(x1 ⊕ x2)‖
= eSt x1 ⊕ eNtx2

‖x1 ⊕ eNtx2‖

= eSt

[
x1

‖x1 ⊕ eNtx2‖
+

eNtx2
‖x1 ⊕ eNtx2‖

]
.

Since x2 6= 0 and x2 /∈ EA, we have ‖eNtx2‖ → ∞. Hence,
∥∥∥∥χA(t, x) − eSt eNtx2

‖eNtx2‖

∥∥∥∥→ 0 for t→ ∞.

Since N is nilpotent, we have N jx2 ∈ EA and N j+1x2 = 0 for some j ∈
{1, . . . , n− 1}. This implies

eNtx2
‖eNtx2‖

=
x2 + tNx2 +

t2

2!N
2x2 + · · ·+ tj

j!N
jx2

‖x2 + tNx2 +
t2

2!N
2x2 + · · ·+ tj

j!N
jx2‖

=
t−jx2 + t1−jNx2 +

t2−j

2! N
2x2 + · · ·+ 1

j!N
jx2

‖t−jx2 + t1−jNx2 +
t2−j

2! N
2x2 + · · ·+ 1

j!N
jx2‖

t→∞
−−−→

N jx2
‖N jx2‖

∈ EA ∩ S(V ).
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Therefore, x cannot be recurrent, which proves that R(χA) ⊂ EA∩S(V ). �

Using the preceding proposition we can immediately determine the recurrent
set of the projective flow ψA.

4.10 Corollary: Under the assumptions of Proposition 4.9, the recurrent set
of ψA is given by R(ψA) = PEA.

Proof: We have P ◦ χt
A = ψt

A ◦ P for all t ∈ R. Hence,

PEA = P(EA ∩ S(V )) = P(R(χA)) ⊂ R(ψA).

Now assume that Px /∈ PEA for some x ∈ S(V ). Then x /∈ EA and hence the
proof of Proposition 4.9 shows that dist(χA(t, x), EA∩S(V )) → 0 implying that
ψA(t,Px) = PχA(t, x) → PEA. Therefore, Px /∈ R(ψA). �

4.11 Remark: Note that the preceding corollary also holds without the as-
sumption that A is given in Jordan normal form with respect to an orthonor-
mal basis, since for any given A one can choose an inner product such that this
assumption holds, and the set EA does not depend on the inner product.

4.12 Remark: A characterization of the recurrent set of a projective flow can
also be found in Ferraiol, Patrão, Seco [11], and in Kuiper [17] for the discrete-
time case.

From the algebraic description of the recurrent set on the unit sphere and the
Kuiper-Ladis characterization of topological conjugacy for linear flows on Eu-
clidean space, mentioned in the introduction, we can now conclude the following
result.

4.13 Corollary: Let A,B ∈ End(V ) be endomorphisms all of whose eigenval-
ues lie on the imaginary axis. If ψA and ψB are topologically conjugate, then
the following assertions hold:

(a) The spectra of A and B coincide.

(b) The geometric multiplicities of the eigenvalues of A and B coincide.

(c) The numbers of Jordan blocks within the generalized eigenspaces of A and
B coincide.

Proof: We may assume without loss of generality that A and B are given in
Jordan normal form with respect to an orthonormal basis of V . Lemma 4.5
yields a topological conjugacy H : S(V ) → S(V ) from χA to χB. Let EA and
EB be the sums of real eigenspaces of A and B, respectively. By Proposition
4.9, the sets EA ∩ S(V ) and EB ∩ S(V ) are the recurrent sets of χA and χB.
Hence, H(EA ∩ S(V )) = EB ∩ S(V ). Define G : EA → EB by

G(x) :=

{
‖x‖H( x

‖x‖ ) for x ∈ EA\{0},

0 for x = 0.
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The map G is continuous at the origin, since it preserves the norm on V . Ac-
tually, it is a homeomorphism with inverse

G−1(x) :=

{
‖x‖H−1( x

‖x‖) for x ∈ EB\{0},

0 for x = 0.

The following calculation shows that G is a topological conjugacy from ϕA|EA

to ϕB |EB
. Let x ∈ E∗

A. Then ‖eAtx‖ = ‖x‖, H(x/‖x‖) ∈ EB ∩ S(V ), and

G(eAtx) = ‖eAtx‖H

(
eAtx

‖eAtx‖

)
= ‖x‖

eBtH( x
‖x‖ )

‖eBtH( x
‖x‖ )‖

= ‖x‖eBtH

(
x

‖x‖

)
= eBt

(
‖x‖H

(
x

‖x‖

))
= eBtG(x).

By the result of Kuiper [16] and Ladis [19], topological conjugacy of linear flows
induced by endomorphisms with purely imaginary eigenvalues is equivalent to
linear conjugacy. This implies the assertions (a)–(c). �

4.3 Stable Manifolds

In this subsection, we consider again a finite-dimensional real vector space V
and an endomorphism A ∈ End(V ) all of whose eigenvalues lie on the imaginary
axis. We investigate the stable manifolds of the projective flow ψA.

4.14 Definition: Let ϕ be a continuous flow on a compact metric space (X, d).
For a point x ∈ X , the set

st(x, ϕ) = {y ∈ X : d(ϕ(t, x), ϕ(t, y)) → 0 for t→ ∞}

is called the stable manifold of x. We define an equivalence relation on X by

x ∼ y :⇔ y ∈ st(x, ϕ)

It is clear that the stable manifolds and their topological dimensions are invari-
ants of topological conjugacy. In particular, they do not depend on the metric
but only on the topology of X .

4.15 Proposition: Consider the projective flow ψA. Every equivalence class
[Px]∼ contains a unique element of R(ψA) = PEA.

Proof: First we prove that each equivalence class contains at most one element
of R(ψA). Let p, q ∈ PEA be two distinct recurrent points of ψA. Then we
find x, y ∈ V with p = Px, q = Py, and a norm ‖ · ‖ such that eAt acts as an
isometry on EA for every t ∈ R. Let us further assume that ‖x‖ = ‖y‖ = 1. It
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is well-known that a metric on P(V ), compatible with the quotient topology, is
given by

d(Pz,Pw) = min

{
z

‖z‖
−

w

‖w‖
,
z

‖z‖
+

w

‖w‖

}
.

Using this metric, we find that

d(ψA(t, p), ψA(t, q)) = min {x+ y, x− y} > 0

for all t ∈ R, which implies that p and q are not in the same equivalence class.

To complete the proof, we have to analyze the Jordan structure of A. Let
smax be the largest dimension of a complex Jordan subspace of A. For each
s ∈ {1, . . . , smax} let Js ⊂ V be the linear subspace defined as the sum of all
real Jordan subspaces of dimension s for the real eigenvalue 0, or dimension 2s
for a complex conjugate pair of imaginary nonzero eigenvalues. We write

x = x1 ⊕ · · · ⊕ xsmax

for the unique decomposition of x ∈ V with xs ∈ Js. With respect to an
appropriate basis of Js, the component xs has coordinates

xs = (xs1, . . . , xss), xsi ∈ R
ds ,

where ds denotes the dimension of the sum of all real eigenspaces contained in
Js, such that the coordinates of eAtxs are given by

[
eAtxs

]
1

= eÂt

[
xs1 + txs2 +

t2

2!
xs3 + · · ·+

ts−1

(s− 1)!
xss

]
,

[
eAtxs

]
2

= eÂt

[
xs2 + txs3 +

t2

2!
xs4 + · · ·+

ts−2

(s− 2)!
xs(s−1)

]
,

...[
eAtxs

]
s

= eÂtxss,

for an appropriately defined skew-symmetric matrix Â. For fixed x and s let js
be the largest integer with xsjs 6= 0. Then, dividing by tjs−1, one sees that the
point Pxs ∈ P(Js) is equivalent to the recurrent point Pys, where ys has coor-
dinates (xsjs , 0, . . . , 0) ∈ R

sds . For the point Px one takes j := max1≤s≤smax
js

and divides by tj−1 to see that also Px is equivalent to a recurrent point Py,
where y is the sum of the ys with js = j. This concludes the proof. �

Using the notation of the above proof, we define the projective subspaces

Rs := {Px ∈ PEA : xs−1 = 0, xs−2 = 0, . . . , x1 = 0}

for s = 1, . . . , smax. Since Rs+1 ⊂ Rs, we have a disjoint union

R(ψA) =

smax⋃

s=1

Rs\Rs+1 (Rsmax+1 := ∅).

The proof of the following lemma is immediate and will be omitted.
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4.16 Lemma: The topological dimension of Rs\Rs+1 is
∑smax

i=s di − 1.

The next lemma gives the correct formulas for the dimensions of the stable
manifolds of the recurrent points. The formulas in [17, Lemma 5] are not quite
correct.

4.17 Lemma: The dimension of the stable manifold of some point p ∈ R(ψA)
is constant in Rs\Rs+1 and its value is

Ds := n+ 1−
smax∑

i=s

(i + 1− s)di, (9)

where n+ 1 is the dimension of V .

Proof: First consider the case s = smax. We have

Rsmax
= {Px ∈ PEA : xsmax

6= 0, xsmax−1 = · · · = x1 = 0} .

Hence, any point Py ∈ Rsmax
satisfies

ysmax
= (z, 0, . . . , 0), ys = 0 for s ≤ smax − 1

for some z ∈ R
dsmax . From the proof of Proposition 4.15 it follows that the

points Px which are equivalent to Py satisfy

xsmax
= ( ⋆, . . . , ⋆︸ ︷︷ ︸

j−1 entries

, z, 0, . . . , 0︸ ︷︷ ︸
smax−j entries

).

For the components xs with s < smax, at most the first j − 1 components can
be different from zero. The dimension of [Py]∼ is determined by the set of those
Px which satisfy

xsmax
= (⋆, . . . , ⋆, z).

Here, the number of real coordinates that can be chosen freely is

(smax − 1)dsmax
+

smax−1∑

s=1

sds =

smax∑

s=1

sds − dsmax
= n+ 1− dsmax

.

This proves the dimension formula for points in Rsmax
.

Now consider a point Py ∈ Rsmax−1\Rsmax
. This point satisfies

ysmax
= (z1, 0, . . . , 0), ysmax−1 = (z2, 0, . . . , 0) 6= 0, ys = 0 for s ≤ smax − 2.

With the same arguments as above, one sees that the maximal number of real
coordinates in Jsmax−1 ⊕ · · · ⊕ J1 that can be chosen freely is given by

(smax − 2)dsmax−1 +

smax−2∑

s=1

sds = n+ 1− smaxdsmax
− dsmax−1.
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But there are also coordinates in Jsmax
that can be chosen freely. The number

of these coordinates is

dsmax
(smax − 1)− dsmax

= dsmax
(smax − 2).

Altogether we have n + 1 − dsmax−1 − 2dsmax
free coordinates. For arbitrary

s ∈ {1, . . . , smax}, similarly one sees that the number of free coordinates is
given by

(s− 1)ds +

s−1∑

i=1

idi + (s− 1)

smax∑

i=s+1

di = n+ 1−
smax∑

i=s

(i+ 1− s)di.

This concludes the proof. �

We illustrate the preceding lemma by a concrete example.

4.18 Example: Consider the matrix

A =




0 1
0 1

0
0 1

0 1
0

0 1
0

0




.

We have smax = 3, d3 = 2, d2 = 1 and d1 = 1. Applying the flow eAt to some
vector y =

∑9
i=1 yiei ∈ R

9, we obtain

eAty =




y1 + ty2 +
t2

2 y3
y2 + ty3
y3

y4 + ty5 +
t2

2 y6
y5 + ty6
y6

y7 + ty8
y8
y9




.

The recurrent set of the projective flow ψA is given by R(ψA) = {Py : y2 =
y3 = y5 = y6 = y8 = 0} and consists of equilibria. Furthermore,

Rsmax
= R3 = {Py : yi = 0 for all i /∈ {1, 4}} .

If y3 6= 0 and y6 6= 0, one sees (dividing by t2) that PeAty converges to the point
p = P(y3, 0, 0, y6, 0, 0, 0, 0, 0) ∈ Rsmax

. Hence, one can choose the coordinates yi
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with i 6= {3, 6} freely, which shows that the dimension of the stable manifold of
p is 7 = 9− d3, which is consistent with formula (9). Now, consider the set

R2\R3 = {Py : y9 = 0, y7 6= 0, y2 = y3 = y5 = y6 = y8 = 0} .

If y3 = y6 = 0, one sees (dividing by t) that PeAty converges to p =
P(y2, 0, 0, y5, 0, 0, y8, 0, 0). We have p ∈ R2\R3 if and only if y2 = y5 = 0.
Hence, we see that the dimension of the stable manifold of p is 4 = 9−d2− 2d3,
which is consistent with formula (9). Finally, consider

R1\R2 = {Py : y9 6= 0, y2 = y3 = y5 = y6 = y8 = 0} .

If y9 6= 0 and y2 = y3 = y5 = y6 = y8 = 0, then PeAty converges to p =
P(y1, 0, 0, y4, 0, 0, y7, 0, y9) ∈ R1\R2. Hence, one cannot choose any coordinates
freely, and thus the dimension of the stable manifold is 0 = 9−d1− (2d2+3d3),
again consistent with formula (9).

The following corollary is the last ingredient for the proof of our classification
result.

4.19 Corollary: Let A and B be endomorphisms of V all of whose eigenvalues
lie on the imaginary axis, such that ψA and ψB are topologically conjugate.
Then the numbers smax and ds, s = 1, . . . , smax, coincide for A and B, that is,
the Jordan structures of A and B coincide.

Proof: Let h denote the homeomorphism which conjugates ψA and ψB . For
different values of s, the dimension Ds (cf. Formula (9)) has a different value,
in fact we have Ds > Ds−1 for all s, which follows from

Ds −Ds−1 = −
smax∑

i=s

(i + 1− s)di +

smax∑

i=s−1

(i+ 1− s+ 1)di

=

smax∑

i=s−1

di ≥ dsmax
> 0.

Since h maps stable manifolds of ψA onto corresponding stable manifolds of
ψB, preserving the dimension, we can thus conclude that the number #{s :
ds 6= 0} is the same for both flows. If smax(A) = s1(A) > · · · > sk(A) are the
corresponding numbers for A with dsi(A)(A) 6= 0 and smax(B) = s1(B) > · · · >
sk(B) the ones for B, then

h
(
Rsi(A)\Rsi(A)+1

)
= Rsi(B)\Rsi(B)+1 for i = 1, . . . , k.

Since h preserves the dimension, Lemma 4.16 yields

δi := dsi(A)(A) = dsi(B)(B) for i = 1, . . . , k.
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Putting s = s2(A) and s = s2(B) in Formula (9) gives

Ds2(A)(A) = Ds2(B)(B) ⇒ s1(A)− s2(A) = s1(B) − s2(B). (10)

Now let us assume that sj(A) − sj+1(A) = sj(B) − sj+1(B) holds for j =
1, 2, . . . , l − 2 and proceed by induction on l. We have

s1(A)∑

i=sl(A)+1

(i+ 1− sl(A))di(A) =

s1(B)∑

i=sl(B)+1

(i+ 1− sl(B))di(B).

This is equivalent to

l−1∑

j=1

(sj(A) − sl(A))δj =

l−1∑

j=1

(sj(B)− sl(B))δj .

For each j ∈ {1, . . . , l− 1} we can write

sj(A)− sl(A) =

l−1∑

i=j

si(A) −
l∑

i=j+1

si(A)

=

l−1∑

i=j

(si(A)− si+1(A))

=

l−2∑

i=j

(si(B)− si+1(B)) + (sl−1(A)− sl(A))

= (sj(B)− sl−1(B))− (sl−1(A)− sl(A)).

This yields

l−1∑

j=1

[(sj(B)− sl−1(B))− (sl−1(A)− sl(A))] δj

=

l−1∑

j=1

[(sj(B)− sl−1(B)) + (sl−1(B) − sl(B))] δj ,

which immediately gives sl−1(A) − sl(A) = sl−1(B) − sl(B) and hence con-
cludes the induction step. It easily follows that the differences si(A)−si(B) are

constant. Since
∑k

i=1 si(·)δi = n+ 1 for (·) ∈ {A,B}, we obtain

0 =

k∑

i=1

(si(A)− si(B)) δi ⇒ si(A)− si(B) ≡ 0.

The proof is finished. �
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5 The Main Theorem

Finally, we can give a full proof of the announced classification result:

5.1 Theorem: Let V be a finite-dimensional real vector space and A,B ∈
End(V ). Then the induced projective flows ψA and ψB are topologically con-
jugate on P(V ) if and only if, with respect to individual linear coordinates, A
and B can be written in the form

A = (λ1 id+σ1)⊕ (λ2 id+σ2)⊕ · · · ⊕ (λk id+σk),

B = (µ1 id+σ1)⊕ (µ2 id+σ2)⊕ · · · ⊕ (µk id+σk),

with real numbers λ1 > λ2 > · · · > λk, µ1 > µ2 > · · · > µk, and endomorphisms
σ1, . . . , σk with eigenvalues lying on the imaginary axis.

Proof: The proof follows by combining Theorem 3.1 with Proposition 4.4,
Corollary 4.13 and Corollary 4.19. Indeed, Theorem 3.1 settles the direction
of the proof which involves the construction of the conjugacy. In the other
direction of the proof, Proposition 4.4 reduces everything to endomorphisms
with eigenvalues whose real parts vanish. Then Corollary 4.19 shows that, up
to the eigenvalues, the Jordan structures of both endomorphisms are the same.
Finally, a careful application of Corollary 4.13 (using the fact that the sets
Rs\Rs+1 and hence the projective subspacesRs are respected by the topological
conjugacy, as a consequence of Lemma 4.17) shows that the eigenvalues of both
endomorphisms are the same and that they are distributed in the right way over
the Jordan blocks of different sizes. �
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