
ar
X

iv
:1

40
3.

38
38

v2
  [

m
at

h.
C

A
] 

 2
1 

M
ay

 2
01

5

Limits of topological minimal sets with finitely generated

coefficient groups

Xiangyu Liang
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Abstract.

We prove that the (local) Hausdorff limit of topological minimal sets (with finitely generated

coefficient group) are topologically minimal. The key idea is to reduce the homology group on the

space to the homology group on the sphere, and then reduce the homology group on the sphere to

a finitely representable one, by ”glueing” grids with small measure to block local elements in the

homology group.
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1 Introduction

It is frequently asked that given a sequence of sets, measures or functions that admit a certain

important property, whether this property is kept while passing to the limit. For instance, this kind

of compactness help to prove existence results for many minimizing problems in geometry measure

theory. Also, in various models in geometric measure theory, a typical method to study the local

structure around a point x of a set E is to look at the ”blow-up” limits at the point, which are limits

of subsequences of

(1.1) Er =
1

r
(E − x), r → 0.

This is also similar to the tangent measure in a measure theoretical setting.

A blow-up limit of E at x describes the asymptotic behavior of E around x at small scales. The

study of blow-up limits for sets, as well as functions, measures, etc., is widely used in the study of

regularity and classification of singularities for many problems in geometric measure theory, geometric

analysis, and calculus of variations. See works of Besicovitch, David, Hamilton, Kenig, Mattila, Preiss,
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Simon, Toro, etc.. In most cases, dilatations always keep useful properties of the set. However, to

carry on the study for limit behavior, one must prove that these properties pass to the limit.

In this article, we discuss this problem for topological minimality of sets. The notion of minimal

sets was initially introduced by Almgren [1] to study soap films (or Plateau’s problem in general

dimensions and codimentions) in a setting of sets. Plateau’s problems aims at understanding existence

and regularity for physical objects that admitting certain minimizing properties, which is one of the

central interests in geometric measure theory.

In Almgren’s definition, a closed set E is d−dimensional Almgren-minimal when there is no defor-

mation F = ϕ(E), where ϕ is Lipschitz and ϕ(x)−x is compactly supported, for which the Hausdorff

measure Hd(F ) is smaller than Hd(E). See Definition 2.9 for the precise definition.

The idea of minimizing measure among deformations corresponds with physical intuition for the

formation of soap films. On the other hand, deformation is not an extrinsic property for sets—one

set can have many different parametrizations. This brings many mathematical obstacles for proving

results that seem to be obvious in physics. For example, we do not have any good existence result for

Almgren minimal sets.

Another slightly stronger notion of minimal sets is the notion of topological minimal sets (intro-

duced by the author in [12]). It is also in the setting of sets, but instead of minimizing Hausdorff

measure among compact deformations, one asks that a topological minimal set admits a minimal mea-

sure among all sets that keep some topological property of the set. A simplified version for topological

minimal sets of dimension d (in R
n, with coefficient group G = Z) is the following:

Definition 1.2. Let U ⊂ R
n be open. Let E ⊂ U be relatively closed and has locally finite d−dimensional

Hausdorff measure. Then E is said to be d−dimensional topologically minimal in U if

(1.3) Hd(E\F ) ≤ Hd(F\E)

for each closed set F ⊂ U such that there exists a compact ball B ⊂ U with the following properties:

1◦ E\B = F\B;

2◦ For each n − d − 1-simplicial cycle γ ⊂ U\(E ∪ B), if γ represents a non-zero element in

Hn−d−1(U\E,Z), then it also represents a non zero element in Hn−d−1(U\F,Z).

Such a F is called a topological competitor of dimension d for E in B.

A more general definition will be given in Definitions 2.14 and 2.18. When d = n− 1, this is the

Mumford-Shah minimal set defined in [6].

This definition might be physically less intuitive than that of Almgren minimal sets. However, for

topological minimal sets, one can prove many good properties which we do not know how to prove

for Almgren’s minimal sets. For instance, existence results (cf. [12] Theorems 4.2 and 4.28), and the
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topological minimality of the product of a topological minimal set with R
n (cf. [12] Proposition 3.23).

In addition, for many known Almgren minimal sets, their Almgren minimality was in fact proved by

proving this stronger topological property (cf. e.g. [9],[3],[13]).

Hence it would be also interesting to study local behaviour for topological minimal sets, in partic-

ular, the blow-up limits of such sets. As a first step, we will prove the following theorem:

Theorem 1.4. Let E be the Hausdorff limit of a sequence of d−dimensional topological minimal sets

Ek, k ∈ N in an open set U ⊂ R
n . Then E is topologically minimal of dimension d in U .

See Theorem 3.1 (the main theorem) for a more general version.

As a direct corollary, we will prove that the blow-up limits of a topological minimal set are all

topological minimal cones. Also, the theorem makes it possible to use compactness argument in many

circumstances.

The idea of the proof of the main theorem is the following.

Suppose E is not topologically minimal. Thus there exists a ball B and a competitor F of E in

B, such that Hd(E ∩ B) > Hd(F ∩ B). We want to use F to construct better competitors Ek for k

large. A natural idea is to glue Ek\B and F ∩B together.

Since Ek converges to E, when k is large, Ek is very closed to E, and hence F (since E\B = F\B)

on the sphere ∂B. Hence near the sphere, we can use Federer Fleming projections to weld Ek and

F together, without adding much measure. The new obtained sets are called Fk. They will coincide

with Ek outside a slightly larger ball B′. See Section 3 for the construction.

But the key is to prove that Fk are competitors for Ek. For this purpose we have to proved that

the homology group of U\Fk is controlled by that of U\Ek, using the fact that the homology group

of their limit U\F is controlled by the limit of U\Ek. By some standard argument, we can restrict

ourselves to only look at the homology group on the sphere ∂B′\Fk. In order to pass to the limit,

we need some finiteness of homology groups. But there is no reason why the homology group has

some finiteness property. So we are obliged to add the assumption that the coefficient group G of the

homology group is finitely generated.

Also, no matter how close are Fk and E on the sphere, there may exists local elements in

Hn−d−1(U\Ek) that do not exist in Hn−d−1(U\E), so that we cannot control them using E. But

we can kill these local element by adding d−dimensional grids to a neighborhood of E and Ek. See

Section 4 for detail.

Acknowledgement: The research leading to these results has received fundings from the Euro-

pean Research Council under the European Unions Seventh Framework Programme (FP/2007-2013)

/ ERC Grant Agreement n. 291497.
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2 Preliminaries

In this section we will give necessary definitions and preliminaries.

2.1 Basic notation and definition

B(x, r) is the open Euclidean ball with radius r and centered at x;

B(x, r) is the closed ball with radius r and center x;

Hd is the Hausdorff measure of dimension d;

For any two points a, b ∈ R
n, Rab denotes the half line issued from the point a and passing through

the point b;

For a set A ⊂ R
n, A◦ denotes its interior.

Definition 2.1 (Local variant of the Hausdorff distance). For any compact set K ⊂ R
n, and any two

subsets E and F of Rn, the local variant of the Hausdorff distance in K between E and F is defined

by

(2.2) dK(E,F ) = sup{dist(x, F ), x ∈ E ∩K}+ sup{dist(x,E), x ∈ F ∩K}.

Note that dK is not a distance.

Definition 2.3 (Limit of closed sets). Let U ⊂ R
n, and {Ek}k∈N and E are closed subsets of Rn.

We say that {Ek}k∈N converges to E in U , if for each compact set K ⊂ J ,

(2.4) lim
k→∞

dK(E,Ek) = 0.

2.2 Definition of minimal sets

In this part we introduce the general notion of minimal sets.

Definition 2.5 (Minimal sets). Let 0 < d < n be integers, U be an open set of Rn, and F be a class

of relatively closed sets in U . A set E in U is said to be minimal of dimension d in U with respect to

the class F if

(2.6) Hd(E ∩B) <∞ for every compact ball B ⊂ U,

and

(2.7) Hd(E\F ) ≤ Hd(F\E)

for all set F ∈ F .
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In the above definition, we usually call F a class of competitors, and the sets in F are called

competitors. Different choices of competitor classes give (in general) different definitions of minimal

sets. Note that if two competitor classes F1 and F2 satisfies F1 ⊂ F2, then the minimality with

respect to F2 implies immediately the minimality (of the same dimension) with respect to F1. Hence

smaller competitor class gives a weaker notion of minimality. The Almgren competitor class below is

somehow weak.

Definition 2.8 (Almgren competitor). Let U ⊂ R
n be open. Let E ⊂ R

n be a closed set, and d ≤ n−1

be an integer. An Almgren competitor for E in U is a closed set F ⊂ R
n such that E\U = F\U , and

that F ∩ U = ϕ1(E ∩ U), where ϕt : U → U is a family of continuous mappings such that

(2.9) ϕ0(x) = x for x ∈ U ;

(2.10) the mapping (t, x) → ϕt(x) of [0, 1]× U to U is continuous;

(2.11) ϕ1 is Lipschitz,

and if we set Wt = {x ∈ U ; ϕt(x) 6= x} and Ŵ =
⋃

t∈[0.1][Wt ∪ ϕt(Wt)], then

(2.12) Ŵ is relatively compact in U.

Such a ϕ1 is called a deformation in U , and F is also called a deformation of E in U .

Note that if V ⊂ U are two open sets, then an Almgren competitor (or a deformation) of E in V

is automatically an Almgren competitor (or deformation) of E in U .

Definition 2.13 (Almgren minimal sets). Let 0 < d < n be integers, U an open set of Rn. A relatively

closed set E ⊂ U is said to be Almgren minimal of dimension d in U if it is d-dimensional minimal

with respect to the class of all Almgren competitors F for E in U .

It can be seen that the notion of Almgren minimality involves the concept of deformation, which

comes naturally from the physical intuition on the formation of soap films. Hence many people

prefer this notion due to the physical background. Besides, since it is relatively weak, any regularity

property for Almgren minimal sets holds also for other stronger types of minimal sets. However,

since deformation is not always easy to control, we often have to prove the Almgren minimality by

proving another stronger type of minimality, which is up to now the case for most minimal cones

we know. For instance, the method of paired calibrations, introduced by [3] and [9], is quite often

used to prove minimality among a class of competitors satisfying some separation condition, called

Mumford-Shah competitor. These are competitors only for codimension 1 sets. As its generalization

to higher codimensions, the definition of topological competitors is the following.
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Definition 2.14. Let 0 < d < n be integers. Let G be an abelian group. Let U ⊂ R
n be an open set,

E be a closed set in U . A closed set F ⊂ U is said to be a d−dimensional G-topological competitor

for E in U if there exists an open set V ⊂ U , such that

(2.15) E\V = F\V,

and for each n − d − 1-simplical G-cycle in U\(V ∪ E), if it represents a non zero element in the

homology group Hn−d−1(U\E;G), then it also represents a non zero element in Hn−d−1(U\F ;G).

When the domain U is fixed, we also call F a G-topological competitor for E in V .

Remark 2.16. we are not going to say precisely which type of homology we are using, because in our

setting, the topological spaces are always very nice (open subset of Rn, or the support of a simplicial

complex). However in the proofs, we often use the simplicial chain for convenience.

Remark 2.17. As before, one can easily check that if V1 ⊂ V2 ⊂ U , then F is a topological competitor

for E in V1 implies that F is a topological competitor for E in V2.

Definition 2.18 (G-Topological minimal sets). Let 0 < d < n be integers. Let G be an abelian group.

Let U ⊂ R
n be an open set. A closed set E in U is said to be G-topologically minimal of dimension

d in U if it is minimal of dimension d with respect to the class of all G-topological competitors of

dimension d for E in balls.

A first relation between the two kinds of minimal sets is due to the following:

Proposition 2.19. Let V ⊂ U ⊂ R
n be open sets, and V ⊂ U . Let E ⊂ U be closed. Then for

any coefficient group G, and any open set V ′ ⊃ V , any deformation of E in V is a G-topological

competitor for E in V ′. Thus the class of G-topological competitors of dimension d for E in U is

larger than the class of Almgren competitors of E in U . And hence any G-topological minimal set of

dimension d in U is Almgren minimal of dimension d in U .

The proof is standard, using mainly transversality. See for example the proof in Proposition 3.7

of [12].

2.3 Regularity of minimal sets

In this part we cite some regularity results for reduced minimal sets that will be useful later. Some

of these results were proved by many people in many ways, but for convenience the author will cite

G.David’s work systematically. Also, these results are proved for Almgren minimal sets. But due to

Proposition 2.19, they also hold for topological minimal sets.
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Definition 2.20 (Reduced set). Let U ⊂ R
n be an open set. For every closed subset E of U , denote

by

(2.21) E∗ = {x ∈ E ; Hd(E ∩B(x, r)) > 0 for all r > 0}

the closed support (in U) of the restriction of Hd to E. We say that E is reduced if E = E∗.

Remark 2.22. It is easy to see that

(2.23) Hd(E\E∗) = 0.

And it is not hard to prove that a set E is Almgren or topologically minimal if and only if E∗ is. As

a result it is enough to study reduced minimal sets.

Theorem 2.24 (Uniform Ahlfors regularity for minimal sets. See [7] Proposition 4.1). For any pair

of integers d < n, there exists a constant C = C(n, d) > 1, such that the following holds: Let U ⊂ R
n

be open, let E be a reduced Almgren minimal set in U . Then for any ball B(x, r) such that x ∈ E and

B(x, 2r) ⊂ U , we have

(2.25) C−1rd < Hd(E ∩B(x, r)) < Crd.

For proving existence for minimizers in various settings, we always need the lower semi continuity

of Hausdorff measure with respect to the Hausdorff distance, that is, for a sequence of sets Ek in a

domain U that converges (locally) to a set E with respect to the Hausdorff distance, we want to have

(2.26) Hd(E) ≤ lim inf
k→∞

Hd(Ek).

This does not hold in general. But if Ek are reduced minimal sets, then this is true.

Theorem 2.27 (cf. [4] Theorem 3.4). Let Ω ⊂ R
n, 0 < d < n. Suppose that for each k ≥ 0, Ek is a

reduced minimal set of dimension d in Ω, and that Ek converges to E. Then

(2.28) Hd(E ∩W ) ≤ lim inf
k→∞

Hd(Ek ∩W )

for every open set W ⊂ Ω.

2.4 Federer-Fleming Projection on dyadic complexes

In this part we give the notations and conventions of dyadic complexes, and recall the definition of

Federer-Fleming Projection on dyadic complexes. These will be used in the construction of topological

competitors. The whole procedure is a typical technique in geometric measure theory.

Fix any n ∈ N. Let m ∈ N be a positive integer. Denote by ∆m the set of all (closed) dyadic cubes

in R
n, For k < n, denote by ∆k,m the set of all k-dimensional faces of cubes in ∆m. An element in

∆k,m is called a k−dimensional dyadic cube of length 2−m.
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Definition 2.29 (Dyadic complex). Let 0 < k ≤ n be integers. Let Q = {σ1, σ2, · · · , σl} be a finite

family of k-dimensional dyadic cubes of Rn. For 0 ≤ i ≤ k and σ ∈ Q denote by Ki(σ) the set of all

i-dimensional faces of the cube σ. Set Ki(Q) = ∪σ∈QKi(σ). Note that Kk(Q) = Q.

Set K(Q) = ∪k
i=0Ki(Q).

We say that a family K of dyadic cubes of dimension at most k is a dyadic complex of dimension

k if there exists a a subfamily Q of dyadic cubes in ∆k,m for some fixed m ∈ N such that K = K(Q).

Obviously, if K is a dyadic complex, then

(2.30) ∀α, β ∈ K, α 6= β ⇒ α◦ ∩ β◦ = ∅.

For 0 ≤ i ≤ k, denote by Ki the set of all its i−dimensional faces, and Ki = ∪i
j=0Kj the

i−dimensional sub-complex of K. Denote by |K| the support of the complex K:

(2.31) |K| =
⋃

σ∈K

σ.

The support |Ki| of the i−dimensional sub-complex Ki is called the i-skeleton of K.

Now we want to see how to project a given closed set onto faces of cubes.

Definition 2.32 (Radial projection). Let σ be a k−dimensional cube in R
n, and x ∈ σ◦. Define the

radial projection Πσ,x on the faces of σ as follows:

(2.33) Πσ,x :=




σ\{x} → ∂σ;

y 7→ z ∈ Rx,y ∩ ∂σ,

where Rxy denotes the half line issued from x and passing through y.

Remark 2.34. Any radial projection on the faces of σ fixes the points of ∂σ.

Any radial projection Πσ,x is continuous on σ\{x}, and is Lipschitz on σ\B(x, r) for any r > 0.

However the Lipschitz constant will blow up when r → 0. Hence given a closed set E contained in σ,

a radial projection can enlarge the measure quite a lot. However, the following Lemma says that if

we are allowed to choose the projection center, then the measure of the projection will be less than a

uniform multiple of the measure of the original set.

Lemma 2.35 (cf.[7] Lemma 3.22). Let 1 ≤ d < k ≤ n be integers. There exists a constant K =

K(d, k) > 0 that only depends on d and k, such that for any k−dimensional cube σ ∈ R
n, and any

set E ⊂ σ with locally finite d−dimensional Hausdorff measure in σ, we can find a subset X of σ◦\E

with non zero Hk measure, such that

(2.36) ∀x ∈ X,Hd(Πσ,x(E)) ≤ KHd(E).

8



Remark 2.37. If E is closed (and hence compact, because σ is compact), then for any x ∈ X ⊂ EC ,

the projection Πσ,x is Lipschitz on E (but the Lipschitz constant could be very large).

Let us continue on Federer-Fleming projection. By Lemma 2.35, for d < k ≤ n, for each

k−dimensional dyadic complex K, if E ⊂ |K| is a closed set with locally finite d−dimensional Haus-

dorff measure, then for each k−dimensional face σ ∈ Kk, there exists a radial projection Πσ on faces

of σ such that

(2.38) Hd(Πσ(E ∩ σ)) ≤ K(d, k)Hd(E ∩ σ).

Then we can define φk−1 : E → |Kk−1|, such that

(2.39) φk−1|σ = Πσ for all σ ∈ Kk.

φk−1 is well defined, because when two cubes α, β of the same dimension meet each other, (2.30) says

that they can only meet each other at their boundaries. But Πα and Πβ are both equal to the identity

on boundaries, hence they agree on α ∩ β.

Set Ek−1 = φk−1(E) ⊂ |Kk−1|. Then by (2.38) we have

(2.40) Hd(φk−1(E)) ≤ K(d, k)Hd(E).

Now if d = k − 1 we stop; otherwise in the k − 1-dimensional complex Kk−1, we can do the same

thing for the d−dimensional subset φk−1(E) of |Kk−1|, with a Lipschitz map φk−2 : φk−1(E) → |Kk−2|

such that

(2.41) Hd(φk−2 ◦ φk−1(E)) ≤ K(d, k)K(d, k − 1)Hd(E).

We carry on this process until the map φd : φd+1 ◦ · · · ◦ φk−1(E) → |Kd| is defined, with

(2.42) Hd(φd ◦ · · ·φk−2 ◦ φk−1(E)) ≤ K(d, k)K(d, k − 1) · · ·K(d, d+ 1)Hd(E).

Set φ′ = φd ◦ · · ·φk−2 ◦ φk−1 : E → |Kd|. It is Lipschitz, and φ′|Kd = Id. Set K1(d, k) =

K(d, k)K(d, k − 1) · · ·K(d, d+ 1). Then we have

(2.43) Hd(φ′(E)) ≤ K1(d, k)H
d(E).

Such a φ′ is called a radial projection (for d−dimensional sets) on a dyadic complex.

But we do not stop here. We want to construct a Lipschitz map φ : E → |Kd|, such that modulo

Hd-null sets, the image φ(E) is a union of d−faces of K. That is, if σ ∈ Kd, then

(2.44) σ◦ ∩ φ(E) 6= ∅ ⇒ σ ⊂ φ(E).
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Here for our map φ′, the image φ′(E) may meet the interior of a d face σ of K but not contain it. To

deal with this issue, for each σ ∈ Kd that does not satisfy (2.44) with the set φ′(E), take x ∈ σ◦\φ′(E),

and denote by Πσ = Πσ,x. Then Πσ is Lipschitz on φ′(E) ∩ σ (since φ′(E) is compact), and it sends

φ′(E) to the boundary of σ, which is of dimension d− 1. In other words, when φ′(E) does not cover

the whole σ, we ”clean” it out of σ with Πσ.

Define φ′′ : φ′(E) → |Kd| as the following: for σ ∈ Kd that satisfies (2.44) with the set φ′(E),

φ′′|σ = Id, and for σ ∈ Kd that does not satisfy (2.44) with the set φ′(E), set φ′′|σ = Πσ. Then

φ′′ : φ′(E) → |Kd| satisfies

(2.45) Hd(φ′′(φ′(E)) ≤ Hd(φ′(E)).

Such a φ′′ is called a polyhedral erosion.

Now set φ = φ′′ ◦ φ′. Then φ is a Lipschitz map from E to |Kd| that satisfies (2.44), and

(2.46) Hd(φ(E)) ≤ K1(d, k)H
d(E).

Such a projection φ is a Federer-Fleming projection for a set E ⊂ |K|. Of course, by extension

of Lipschitz functions, we have the following

Lemma 2.47 (Federer-Fleming projection). Let 1 ≤ d < k ≤ n be integers, then there exists a

constant K1(d, k) that only depends on d and k, such that the following is true: If K is a k−dimensional

dyadic complex, and E ⊂ |K| is a closed set with locally finite d−dimensional Hausdorff measure, then

there exists Lipschitz maps φ′, φ′′ and φ from |K| to |K| such that

1◦ φ′ : E → |Kd| is a radial projection, φ′|Kd = Id, and satisfies (2.43);

2◦ φ′′ : φ′(E) → |Kd| is a polyhedral erosion, hence does not increase Hausdorff measure;

3◦ φ = φ′′ ◦ φ′ : E → |Kd| is a Federer Fleming projection that satisfies (2.44) and (2.46).

In our construction, we will only deform our sets locally. That is, we will have an n dimensional

dyadic complex K, and a set E of dimension d that is not contained in |K|, and we want to deform

that part E ∩ |K| inside K, while keeping E\|K| fixed. Notice that in this case, points on ∂|K| should

be fixed as well. For that purpose, we first use φn−1 on K to deform E ∩ |K| to |Kn−1|. Next, we only

do the Federer-Fleming Projection on n− 1-faces that are not on the boundary of |K|.

More precisely, for d ≤ k ≤ n− 1, let K∗
k be the set of all k-faces σ of K such that σ◦ ∩ ∂|K| = ∅.

Let φ∗n−1 = φn−1 on |K|, and φ∗n−1 = id outside |K|.

Now if φ∗k is already defined, then define φ∗k−1 as follows:

1◦ φ∗k−1 is the radial projection from φ∗k ◦ · · · ◦ φ
∗
n−1(E) ∩ K∗

k to Kk−1 (not necessarily in K∗
k−1);

2◦ φ∗k−1 = Id on R
n\|K|◦.

We can define φ∗k until k = d. Let φ′∗ = φ∗d ◦ · · · ◦ φ
∗
n−1. As a last step, let φ′′∗ be the polyhedral

erosion from φ′∗(E) ∩ K∗
d to Kd−1. Let φ

∗ = φ′′∗ ◦ φ′∗. Then we have the following

10



Lemma 2.48 (local Federer-Fleming projection). Let 1 ≤ d ≤ n be integers, then there exists a

constant K1(d, n) that only depends on d, such that the following is true: If K is a n−dimensional

dyadic complex in R
n, and E is a closed set with locally finite d−dimensional Hausdorff measure, then

there exists Lipschitz maps φ′∗, φ′′∗ and φ∗ from R
n to R

n such that

1◦ φ′∗|(Rn\|K|◦)∪|Kd| = id, φ′∗(E ∩ |K|) ⊂ |Kd| ∪ ∂|K|, and

(2.49) Hd(φ′∗(E ∩ |K|)) ≤ K1(d, n)H
d(E ∩ |K|).

2◦ φ′′∗|(Rn\|K|◦) = id. The restriction φ′′∗ : φ′∗(E) ∪ |K∗
d| → |K∗

d| is a polyhedral erosion, hence

does not increase Hausdorff measure of φ′∗(E);

3◦ φ∗ = φ′′∗ ◦ φ′∗ : Rn → R
n is a Federer Fleming projection from E inside |K| that satisfies

(2.50) φ∗|(Rn\|K|◦)∪|Kd−1| = id;

(2.51) φ∗(E ∩ |K|) ⊂ |Kd| ∪ ∂|K|;

(2.52) σ◦ ∩ φ(E) 6= ∅ ⇒ σ ⊂ φ(E) for all σ ∈ K∗
d;

and

(2.53) Hd(φ(E)) ≤ K1(d, n)H
d(E).

3 The construction of competitors

After all the preparation, we will begin to prove the main theorem.

Theorem 3.1. Let G be a finitely generated abelian group. Let 1 ≤ d < n be integers. Let Ek be a

sequence of reduced d−dimensional G-topological minimal sets in U ⊂ R
n, and Ek converge (in the

sense of Definition 2.3) to a set E. Then E is a reduced d−dimensional G-topological minimal set in

U .

Proof.

We fix the group G, and topological minimal set means G−topological minimal sets in the whole

proof.

Let Ek, k ∈ N be a sequence of reduced topological minimal sets of dimension d in U ⊂ R
n, and

Ek converge to a set E . It is clear that E is a reduced set as well. We want to prove that E is also

topologically minimal of dimension d.

Suppose not. That is, there exists a ball B1 with B1 ⊂ U , and F a topological competitor for E

in B1, such that

(3.2) A = Hd(E ∩B1)−Hd(F ∩B1) > 0.
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We are going to use this set F to construct sets Fk, k ∈ N, such that for k large, Fk will be a

better topological competitor for Ek, which will contradict our hypothesis that Fk being topologically

minimal.

Without loss of generality, we can suppose that B1 = B(0, r1). Then since B1 ⊂ U , there exists

r2 ∈ (r1, r1 +
1
10r1) such that B(0, r2) ⊂ U . Set B2 = B(0, r2).

Let m0 ∈ N be such that 2−m0 < (r2 − r1)/100. Denote by Qm0 the set of all closed dyadic cubes

of length 2−m0 that are contained in B(0, r1 +
1
2 (r2 − r1)), and denote by D the union of all cubes in

Qm0 . Then

(3.3) B1 ⊂ D◦ ⊂ D ⊂ B2,

and there exists ǫ1 > 0 such that for any r ∈ [1− 2ǫ1, 1 + 2ǫ1], we also have

(3.4) B1 ⊂ rD◦ ⊂ rD ⊂ B2,

where rD = {rx;x ∈ D} for r ∈ R. Moreover, ∂D is a finite union of dyadic n− 1 cubes.

Lemma 3.5. For any x ∈ D, and any t < 1, tx ∈ D◦.

Proof. Let x ∈ D. Then there exists a dyadic cube σ ∈ Qm0 , such that x ∈ σ. Since σ is a dyadic

cube of length 2−m0 , there exists l1, · · · , ln ∈ Z, such that σ = Πn
i=1[2

−m0 li, 2
−m0(li + 1)]. Note that

for any i, |2−m0 li| 6= |2−m0(li + 1)|. So set ai =





2−m0 li, if |2−m0li| > |2−m0(li + 1)|

2−m0(li + 1), if |2−m0li| < |2−m0(li + 1)|
. Then

(a1, · · · , an) is the (unique) farthest point in σ from the origin. Denote by Rσ the hyper rectangle

Πn
i=1[−|ai|, |ai|]. Then it is a union of dyadic cubes of length 2−m0 , and each of these dyadic cubes

is contained in B(0, r1 +
1
2 (r2 − r1)), since for any y ∈ Rσ, |y| ≤ |(a1, · · · , an)|. By definition of the

region D, each of these cubes are contained in D. Hence Rσ ⊂ D.

Now let t < 1, then it is clear that for any 1 ≤ i ≤ n, its i-th coordinate (tx)i are such that

|(tx)i| = t|xi| < |xi| ≤ |ai|, where xi denotes the i-th coordinate of x. As a result, tx ∈ R◦
σ, and hence

tx ∈ D◦. ✷

Now let f be the map (1+ ǫ1)D\(1− ǫ1)D
◦ → [1− ǫ1, 1+ ǫ1], f(x) = inf{r : x ∈ rD}. By Lemma

3.5, f is well defined, and f(x) = r if and only if x ∈ ∂(rD).

Lemma 3.6. The map f is 2m0-Lipschitz.

Proof.

Let x, y ∈ (1 + ǫ1)D\(1− ǫ1)D
◦. Denote by xi and yi the i-th coordinates of x and y respectively.

Suppose that f(x) = r, that is, x ∈ ∂(rD). Let σ ∈ Qm0 be such that x ∈ rσ. Then x ∈ ∂(rσ).

Define l1, · · · , ln ∈ Z, ai, Rσ as in the proof of Lemma 3.5. By definition of ai, |ai| ≥ 2−m0 for each

1 ≤ i ≤ n.
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Since x ∈ ∂(rσ), for each 1 ≤ i ≤ n, |xi|/r ≤ |ai|. But |yi − xi| ≤ d(x, y), ∀1 ≤ i ≤ n, hence

|yi| ≤ |xi|+ d(x, y) ≤ r|ai|+ d(x, y). Therefore for each 1 ≤ i ≤ n,

(3.7)
|yi|

r + d(x,y)
|ai|

≤ |ai|.

That is, y

r+
d(x,y)

|ai|

∈ Rσ. Hence

(3.8) f(y) ≤ r +
d(x, y)

|ai|
= f(x) +

d(x, y)

|ai|
≤ f(x) + 2m0d(x, y)

since |ai| ≥ 2−m0 for each i. That is,

(3.9) f(y)− f(x) ≤ 2m0d(x, y).

By symmetry, we also have f(x) − f(y) ≤ 2m0d(x, y). Hence |f(x) − f(y)| ≤ 2m0d(x, y). So f is

2m0-Lipschitz. ✷

Now we apply [8] 2.10.25 to the 2m0-Lipschitz map f , and get

(3.10)

∫ 1+ǫ1

1−ǫ1

Hd−1(E ∩ f−1(y))dy ≤ C2m0Hd(E ∩ (1 + ǫ1)D\(1− ǫ1)D
◦) <∞,

Hence there exists r0 ∈ (1− ǫ1, 1 + ǫ1) such that Hd−1(E ∩ f−1(r)) <∞, that is

(3.11) Hd−1(E ∩ ∂(r0D)) <∞.

Without loss of generality, we can suppose that r0 = 1. (Otherwise we can replace the sets E,

Ek, B1 and B2 by E/r, Ek/r, B1/r and B2/r, and notice that the minimality is invariant under

dilatations).

Set D0 = D. Take ǫ2 ∈ (0, ǫ1) such that there exists m2 ∈ N such that 2m2ǫ2 ∈ N. In other words,

ǫ2 is a dyadic fraction. Set D1 = (r0 − ǫ2)D, D2 = (r0 + ǫ2)D. Then we have

(3.12) B1 ⊂ D◦
1 ⊂ D1 ⊂ D◦

0 ⊂ D0 ⊂ D◦
2 ⊂ D2 ⊂ B2.

Moreover, for each m ≥ m0 +m2, the Di, i = 0, 1, 2 are all unions of dyadic cubes of length 2−m.

Denote by Qm the set of all dyadic cubes of length 2−m that are contained in D2, m ≥ m0 +m2.

Set Km = K(Qm) (See Definition 2.29).

For t ∈ (0, 10−2ǫ1) (to be chosen later), denote by Qm,t the set of all n−dimensional cubes σ ∈ Qm

such that there exists an n−dimensional cube σ′ ∈ Qm such that σ ∩ σ′ 6= ∅, and σ′ ∩ (E ∩ (1 +

t)D0\(1− t)D◦
0) 6= ∅. Denote by Sm,t = K(Qm,t) the sub complex of Km that is composed of all faces

of dyadic cubes in Qm,t. Denote by Sd
m,t = Kd(Qm,t) the d−dimensional sub complex of Sm.

Let Q′
m,t be the set of all n-dimensional cubes σ ∈ Qm such that σ ∩ |Sm,t| 6= ∅. In other words,

we get Q′
m,t by adding all adjacent cubes to Qm,t. Define S′

m,t = K(Q′
m,t) and S

′d
m,t = Kd(Q′

m,t).
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By (3.11), and the continuity of the d−dimensional Hausdorff measure restricted to E, we have

(3.13) lim
t→0

Hd(E ∩ (1 + t)D0\(1− t)D◦
0) = 0.

Thus, by the uniform Ahlfors regularity for topological minimal sets Ek, we claim that

Lemma 3.14.

(3.15) lim
t→0

sup
k

Hd(Ek ∩ (1 + t)D0\(1− t)D◦
0) = 0.

Proof. For each δ > 0, there exists t > 0 such that Hd(E ∩ (1 + t)D0\(1 − t)D◦
0) < δ. Since

E ∩ (1 + t)D0\(1 − t)D◦
0 is compact, there exists {B(xi, ri)}1≤i≤N a finite family of balls (with

arbitrarily small radii) that cover E ∩ (1 + t)D0\(1− t)D◦
0 , and

∑
1≤i≤N |ri|d < 2δ. By the finiteness

of the family, the union U0 := ∪1≤i≤NB(xi, ri) is an open neighborhood of E ∩ (1 + t)D0\(1− t)D◦
0 .

Since E is the Hausdorff limit of Ek, when k is large enough, Ek ∩ (1 + t
2 )D0\(1 −

t
2 )D

◦
0 ⊂ U0. By

the uniform Ahlfors regularity (Theorem 2.24) for Ek, for each 1 ≤ i ≤ N ,

(3.16) Hd(Ek ∩B(xi, ri)) < Crdi ,

where C = C(n, d) is the uniform Ahlfors regularity constant in Theorem 2.24 that only depends on

n and d. As a result,

(3.17) Hd(Ek ∩ (1 +
t

2
)D0\(1−

t

2
)D◦

0) ≤
∑

1≤i≤N

Hd(Ek ∩B(xi, ri)) ≤
∑

1≤i≤N

Crdi ≤ 2Cδ.

This proves our Lemma 3.14. ✷

By Lemma 3.14, there exists t1 > 0 such that for all t < t1,

(3.18) Hd(E ∩ (1 + t)D0\(1− t)D◦
0) <

A

4M
,

and

(3.19) Hd(Ek ∩ (1 + t)D0\(1− t)D◦
0) <

A

4M
,

where M = K1(n, d) is the constant in Lemmas 2.47 and 2.48.

On the other hand, still by (3.13), we have the following:

Lemma 3.20.

(3.21) lim
t→0

lim
m→∞

Hd(|S′d
m,t|) = 0.
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Proof. Fix any t < 2−m0ǫ2 small. Set Et = E ∩ (1 + t)D0\(1− t)D◦
0 .

Take any m ≥ m0 + m2, and 2−m < 2−m0t. For any σ ∈ Qm, denote by ξ(σ) = ∪{σ′ ∈ Qm :

σ′ ∩ σ 6= ∅} the union of all its neighbours. Then ξ(σ) is also a cube (but not a dyadic one).

Let σ ∈ Qm be such that σ∩Et 6= ∅. Then there exists x ∈ σ∩Et. Therefore the ball B(x, 2−m) ⊂

ξ(σ). Hence

(3.22) Hd(E2t ∩ ξ(σ)) ≥ Hd(E2t ∩B(x, 2−m).

We claim that

(3.23) E2t ∩B(x, 2−m) = E ∩B(x, 2−m).

In fact, since x ∈ Et ⊂ (1 + t)D0\(1− t)D◦
0 , we know that f(x) ∈ [1− t, 1 + t], where f is defined

above Lemma 3.6. By Lemma 3.6, f is 2m0-Lipschitz, hence for all y ∈ B(x, 2−m), |f(y) − f(x)| ≤

2m0d(x, y) ≤ 2m0 ×2−m < t. That is, f(y) ∈ [1−2t, 1+2t]. In other words, y ∈ (1+2t)D0\(1−2t)D◦
0.

Hence B(x, 2−m) ⊂ (1+2t)D0\(1−2t)D◦
0. As a result, E2t∩B(x, 2−m) = E∩(1+2t)D0\(1−2t)D◦

0∩

B(x, 2−m) = E ∩B(x, 2−m). Thus we get Claim (3.23).

Recall that the sets Ek are topologically minimal in U , and hence are Almgren minimal in U

(cf. Proposition 2.19). By Theorem 2.24, they are Ahlfors regular with a uniform constant C. Since

x ∈ E = limk→∞ Ek, when k is large

(3.24) Hd(Ek ∩B(x, 2−m) ≥ (2C)−12−dm.

We want to prove that

(3.25) Hd(E ∩B(x, 2−m)) ≥ C′2−dm

for some C′ > 0 as well. So let δ > 0 be such that 10δ <dist(B(x, 2−m), ∂U). For any ǫ > 0 small, we

can cover E ∩B(x, 2−m) by countably many balls B(yi, ti), i ∈ I with radius less than δ, such that

(3.26)

∞∑

i=1

tdi ≤ Hd(E ∩B(x, 2−m) + ǫ.

By Vitali covering theorem, we can find a subfamily J ⊂ I, such that the balls B(yi, ti), i ∈ J

are disjoint, and E ∩B(x, 2−m) ⊂ ∪i∈JB(yi, 5ti). By compactness of E ∩B(x, 2−m), we can suppose

that J is finite. Hence ∪i∈JB(yi, 5ti) is an open neighborhood of E ∩B(x, 2−m). Therefore when k is

large, Ek ∩B(x, 2−m) ⊂ ∪i∈JB(yi, 5ti) as well. Thus we have

(2C)−12−dm ≤ Hd(Ek ∩B(x, 2−m)) ≤
∑

i∈J

Hd(Ek ∩B(yi, 5ti))

≤
∑

i∈J

C(5ti)
d = 5dC

∑

i∈J

tdi ≤ 5dC(Hd(E ∩B(x, 2−m) + ǫ).
(3.27)
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Let ǫ→ 0, we get

(3.28) Hd(E ∩B(x, 2−m)) ≥ C′2−dm,

where C′ = 1
2C

−25−d.

Combine with (3.22) and (3.23), we get

(3.29) Hd(E2t ∩ ξ(σ)) ≥ C′2−dm.

Note that (3.29) is true for all σ ∈ Qm such that σ ∩Et 6= ∅.

On the other hand, note that all the σ, σ ∈ Qm are essentially disjoint, hence the ξ(σ), σ ∈ Q have

uniformly finite overlap that depends only on n. That is, there exists C1 that depends only on n (but

not on m), such that

(3.30)
∑

σ∈Qm

1ξ(σ) ≤ C1.

As a result,

(3.31)
∑

σ∈Qm,σ∩Et 6=∅

Hd(E2t ∩ ξ(σ)) ≤ C1H
d(E2t).

Combine with (3.29), we get

(3.32)
∑

σ∈Qm,σ∩Et 6=∅

2−dm ≤ C2H
d(E2t),

for some constant C2 > 0 that only depends on n and d (but not on m and t).

Now for any σ ∈ Qm, set T (σ) = {σ′ ∈ Qm, σ
′ ∩ ξ(σ) 6= ∅}. Then the d-skeleton |Kd(T (σ))| has

measure

(3.33) Hd(|Kd(T (σ))|) = C32
−md,

where C3 is a constant that only depends on n and d. On the other hand, by definition,

(3.34) Q′
m,t = ∪σ∈Qm,σ∩Et 6=∅T (σ),

hence the d-skeleton

(3.35) |S′d
m,t| = |Kd(Q′

m,t)| ⊂ ∪σ∈Qm,σ∩Et 6=∅|K
d(T (σ))|.

As a result,

Hd(|S′d
m,t|) ≤

∑

σ∈Qm,σ∩Et 6=∅

Hd(|Kd(T (σ))|) =
∑

σ∈Qm,σ∩Et 6=∅

C32
−md

= C3(
∑

σ∈Qm,σ∩Et 6=∅

2−md) ≤ C3C2H
d(E2t)

(3.36)
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by (3.33) and (3.32).

As a result,

(3.37) lim sup
m→∞

Hd(|S′d
m,t|) ≤ C3C2H

d(E2t) = C3C2H
d(E ∩ (1 + 2t)D0\(1− 2t)D◦

0),

which tends to zero when t→ 0 by (3.13). Therefore,

(3.38) lim
t→0

lim
m→∞

Hd(|S′d
m,t|) = 0.

✷

By Lemma 3.20, there exists a τ ∈ (0,min{2−10ǫ2,
1
2 t1}) , and m3 > m0 +m2, with 2−m3 << τ ,

such that

(3.39) Hd(|S′d
m3,τ

|) <
1

4
[Hd(E ∩B1)−Hd(F ∩B1)] =

A

4
.

We fix this pair ofm3, τ . Let Q denote Qm3,τ , S = Sm3,τ , S
d = Sd

m3,τ
; let Q′ = Q′

m3,τ
, S′ = S′

m3,τ
,

S′d = S′d
m3,τ

.

Since 2−m3 << τ < 1
2 t1, |S

′| ⊂ (1 + 3
4 t1)D0\(1−

3
4 t1)D

◦
0 . Therefore by (3.18) and (3.19),

(3.40) Hd(E ∩ |S′|) < Hd(E ∩ (1 +
3

4
t1)D0\(1−

3

4
t1)D

◦
0) <

A

4M
,

and

(3.41) Hd(Ek ∩ |S′|) < Hd(Ek ∩ (1 +
3

4
t1)D0\(1−

3

4
t1)D

◦
0) <

A

4M
.

Let QB denote the set of polygons in Q that touch the boundary of |S|, that is, the outside layer

of Q.

We claim that

(3.42) for any σ ∈ QB such that σ ⊂ (1 + τ)D0\(1− τ)D◦
0 , σ ∩ E = ∅.

In fact, for any σ ∈ Q which is contained in (1 + τ)D0\(1− τ)D◦
0 , if σ ∩E 6= ∅, then σ ∩ [E ∩ (1 +

τ)D0\(1− τ)D◦
0 ] 6= ∅. As a result, by definition of Q, all cubes adjacent to σ must also belong to Q.

Thus σ cannot touch the boundary of |S| = ∪{σ ∈ Q}.

As a result,

(3.43) E ∩ (1 +
3

4
τ)D0\(1−

3

4
τ)D◦

0 ⊂ |S|◦.

Therefore, since Ek converges to E, there exists k1 such that for any k > k1,

(3.44) Ek ∩ (1 +
1

2
τ)D0\(1−

1

2
τ)D◦

0 ⊂ |S|◦.
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That is, if we denote by Q′
B the set of polygons in Q′ that touch the boundary of |S′|, then for

any σ ∈ Q′
B,

(3.45) σ ∩ Ek ∩ [(1 +
1

2
τ)D0\(1−

1

2
τ)D◦

0 ] = ∅

for k > k1.

Therefore, when k > k1, we can use the local Federer-Fleming projection (Lemma 2.48) inside

|S′| to project each Ek to a a subset of |S′d| ∪ ∂|S′|. More precisely, there exists a Lipschitz map

ϕk : U → U such that ϕk||S′|C∪∂|S′|∪|S′d| = id, and

(3.46) ϕk(Ek ∩ |S|◦) ⊂ |Sd|,

(3.47) Hd(ϕk(Ek ∩ |S′|)) ≤MHd(Ek ∩ |S′|).

Also note that when k > k1, by (3.44), the part of the set Ek inside (1 + 1
2τ)D0\(1 − 1

2τ)D
◦
0 is

contained in |S|◦. Hence by (3.46),

(3.48) ϕ(Ek ∩ [(1 +
1

2
τ)D0\(1−

1

2
τ)D◦

0 ]) ⊂ |Sd|.

We can also do the local Federer-Fleming projection for F in |S′|: there exists a Lipschitz map

ψ : U → U such that ϕk||S′|C∪∂|S′|∪|S′d| = id, and

(3.49) ψ(F ∩ |S|◦) ⊂ |Sd|,

(3.50) Hd(ψ(F ∩ |S′|)) ≤MHd(F ∩ |S′|).

We know that the set F equals E outside B1, hence F ∩ (1 + 3
4τ)D0\(1 − 3

4τ)D
◦
0 = E ∩ (1 +

3
4τ)D0\(1−

3
4τ)D

◦
0 . By (3.43),

(3.51) F ∩ (1 +
3

4
τ)D0\(1−

3

4
τ)D◦

0 = E ∩ (1 +
3

4
τ)D0\(1−

3

4
τ)D◦

0 ⊂ |S|◦.

thus

(3.52) ψ(F ∩ [(1 +
3

4
τ)D0\(1−

3

4
τ)D◦

0 ]) ⊂ |Sd|.

Now define Fk = (ϕk(Ek)\D◦
0) ∪ (ψ(F ) ∩ D0) ∪ |S′d|. That is, we use |S′d| to weld the part of

ϕk(Ek) outside D0, the part of ψ(F ) inside D0 together. We can do this because by (3.46) and (3.49),

on ∂D0, both ϕk(Ek) and ψ(F ) are contained in |S′d| ∩ ∂D0. Note that by definition,

(3.53) Fk\D
◦
2 = Ek\D

◦
2 .
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Now we estimate the measure of Fk ∩D◦
2 , note that

(3.54) ϕk(Ek)\D
◦
0 ⊂ [(Ek\|S

′|)\D◦
0 ] ∪ (ϕk(Ek ∩ |S′|)),

and by (3.41) and (3.47),

(3.55) Hd(ϕk(Ek ∩ |S′|)) ≤MHd(Ek ∩ |S′|) ≤M ×
A

4M
=
A

4
;

Also, by (3.44), Ek ∩ (1 + 1
2τ)D0\(1−

1
2τ)D

◦
0 ⊂ |S′|, hence (Ek\|S′|)\D◦

0 ⊂ U\(1 + 1
2τ)D0, therefore

(3.56) Hd([ϕk(Ek)\D
◦
0 ] ∩D

◦
2) ≤ Hd((Ek ∩D◦

2\(1 +
1

2
τ)D0) +

A

4
;

On the other hand,

(3.57) ψ(F ) ∩D0 = (F ∩D0\|S
′|) ∪ ψ(F ∩ |S′|).

Note that F ∩ |S′| = E ∩ |S′|, hence by (3.40) and (3.50)

(3.58) Hd(ψ(F ∩ |S′|)) ≤MHd(F ∩ |S′|) =MHd(E ∩ |S′|) ≤M ×
A

4M
=
A

4
.

Also, by (3.51), (F\|S′|) ∩D0 ⊂ F ∩ (1− 3
4τ)D0, Therefore

(3.59) Hd(ψ(F ) ∩D0) ≤ Hd(F ∩ (1 −
3

4
τ)D0) +

A

4
.

Recall that by (3.39), Hd(|S′d|) ≤ A
4 . By (3.56), (3.59), and the definition of Fk, we have

Hd(Fk ∩D◦
2) ≤ Hd([ϕk(Ek)\D

◦
0) +Hd(ψ(F ) ∩D0) +Hd(|S′d|)

≤ [Hd((Ek ∩D◦
2\(1 +

1

2
τ)D0)) +

A

4
] + [Hd(F ∩ (1 −

3

4
τ)D0) +

A

4
] +

A

4

≤ Hd((Ek ∩D◦
2\(1 +

1

2
τ)D0)) +Hd(F ∩ (1−

3

4
τ)D0) +

3A

4
.

(3.60)

Recall that F is a competitor for E in B1, and B1 ⊂ (1 − 3
4τ)D0, hence F ∩ (1 − 3

4τ)D0\B1 =

E ∩ (1 − 3
4τ)D0\B1, thus

(3.61) Hd(E ∩ (1−
3

4
τ)D0)−Hd(F ∩ (1−

3

4
τ)D0) = Hd(E ∩B1)−Hd(F ∩B1) = A.

Hence (3.60) becomes

(3.62) Hd(Fk ∩D◦
2) ≤ Hd((Ek ∩D◦

2\(1 +
1

2
τ)D0)) +Hd(E ∩ (1 −

3

4
τ)D0)−

A

4
.

But E is the Hausdorff limit of Ek, by the lower semi continuity of Hausdorff measure for minimal

sets (cf. Theorem 2.27), we have

(3.63) Hd(E ∩D0) ≤ lim inf
k→∞

Hd(Ek ∩ (1 + τ)D0).

19



As a result, there exists k2 > k1 such that for any k > k2,

(3.64) Hd(E ∩ (1−
3

4
τ)D0) ≤ Hd(Ek ∩ (1 +

1

2
τ)D0) +

A

8
.

Combine with (3.62), we have

Hd(Fk ∩D
◦
2) ≤ Hd((Ek ∩D◦

2\(1 +
1

2
τ)D0)) +Hd(Ek ∩ (1 +

1

2
τ)D0 +

A

8
−
A

4

= Hd(Ek ∩D◦
2)−

A

8

(3.65)

whenever k > k2.

Now we have constructed the sequence Fk, which have smaller measure than Ek when k > k2. To

complete the proof of Theorem 3.1, we have to prove that each Fk is a topological competitor for Ek

in D◦
2 . We will do this in the next section.

4 Fk is a topological competitor for Ek

In this section, we prove the following lemma to complete the proof of Theorem 3.1.

Lemma 4.1. For each k > k2, Fk is a topological competitor for Ek in D◦
2 .

For any k > k2. Denote by E′
k = ϕk(Ek) ∪ |S′d|, and F ′ = ψ(F ) ∪ |S′d|.

By definition of Fk, we have

(4.2) Fk\D
◦
0 = E′

k\D
◦
0, Fk ∩D0 = F ′ ∩D0.

Recall that ∂D0 is a union of n − 1−faces of Km3 = K(Qm3). So let T denote the n − 1-sub

complex of Km3 : T := {σ ∈ Km3 : σ ⊂ ∂D0}. Denote by T ′ the n − 1-sub complex of S′ and T :

T ′ := {σ ∈ S′, σ ⊂ ∂D0}. Then T ′ = T ∩ S′, and for any k > k2,

(4.3) Fk ∩ ∂D0 = E′
k ∩ ∂D0 = F ′ ∩ ∂D0 = |T ′d|.

Now ∂D0 = |T |, and T ′d is a sub complex of T , hence H0 = Hn−d−1(∂D0\|T ′d|;G) is a finitely

generated abelian group.

Since F ′ ∩ ∂D0 = |T ′d|, we have the natual inclusion map j : ∂D0\|T ′d| → D0\F ′, which induces

a group homomorphism j∗ : Hn−d−1(∂D0\|T ′d|;G) → Hn−d−1(D0\F ′;G). Let H = kerj∗, then H is

a subgroup of H0 = Hn−d−1(∂D0\|T ′d|;G), hence is also finitely generated. Let A = {ai, 1 ≤ i ≤ N}

be a finite set of generators of H .

Lemma 4.4. For each ai, there exists a smooth simplicial n − d − 1-cycle γi ⊂ ∂D0\|T ′| (not only

|T ′d|) which represents ai.
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Proof. For the pair of topological spaces (|T ′|, |T ′d|), and for any q ≤ d−1, we have the exact sequence

(4.5) Hq+1(|T
′|, |T ′d|;Z) → Hq(|T

′d|;Z)
i∗→ Hq(|T

′|;Z) → Hq(|T
′|, |T ′d|;Z),

where i∗ is induced by the inclusion map i : |T ′d| → |T ′|.

However, for any q ≤ d− 1, and any simplicial q−chain or q+1 chain is of dimension less or equal

than d. By Federer Fleming projection, any simplicial q−chain or q + 1 chain in |T ′| with boundary

in |T ′d| is homotopic to chains in |T ′d|. That is, any simplicial q−chain or q + 1 chain in the pair

(|T ′|, |T ′d|) represents a zero element. Hence Hq(|T
′|, |T ′d|;Z) = Hq+1(|T

′|, |T ′d|;Z) = 0. As a result,

the map i∗ in (4.5) is an isomorphism.

By the universal coefficient theorem for cohomology and the naturality, we have the following

commutative diagram:

(4.6)

0 −→ Ext(Hd−2(|T ′|;Z), G) −→ Hd−1(|T ′|;G) −→ Hom(Hd−1(|T ′|;Z), G) −→ 0

↓ Ext(i∗, j) ↓ i∗ ↓ Hom(i∗, j)

0 −→ Ext(Hd−2(|T ′d|;Z), G) −→ Hd−1(|T ′d|;G) −→ Hom(Hd−1(|T ′d|;Z), G) −→ 0,

where j is the identity map of G.

Since i∗ in (4.5) is an isomorphism for d − 1 and d − 2, the two maps Ext(i∗, j) and Hom(i∗, j)

are isomorphisms. By the five lemma, the map

(4.7) Hd−1(|T ′|;G)
i∗

→ Hd−1(|T ′d|;G)

is also an isomorphism.

Now since ∂D0 is topologically an n − 1- sphere, by Alexander duality and its naturality with

respect to inclusions, we have the commutative diagram

(4.8)

Hn−d−1(∂D0\|T
′|;G)

i′∗−→ Hn−d−1(∂D0\|T
′d|;G)

↓ ↓

Hd−1(|T ′|;G)
i∗

−→ Hd−1(|T ′d|;G),

where i′ : ∂D0\|T ′| → ∂D0\|T ′d| is the inclusion map. As a result, i′ also induces a isomorphism

(4.9) Hn−d−1(∂D0\|T
′|;G)

i′∗∼= Hn−d−1(∂D0\|T
′d|;G).

That proves that each ai ∈ A can be represented by a simplicial n− d − 1-cycle γi that does not

touch |T ′|. ✷

Let V ⊂ D◦
2\D1 be a small neighborhood of |S′|, and V ∩ γi = ∅ for any 1 ≤ i ≤ N .

Then by definition, ϕk(Ek) (resp. ψ(F )) is a deformations of Ek (resp. F ) in V . Hence by

Proposition 2.19, ϕk(Ek) (resp. ψ(F )) is a topological competitor for Ek (resp. F ) in V . And so is

E′
k (resp. F ′).
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Recall that each γi represents a zero element inHn−d−1(D0\F ′;G), and hence inHn−d−1(U\F ′;G).

But F ′ is a topological competitor for F in V , and γi ∈ U\(V ∪ F ), hence γi represents also a zero

element in Hn−d−1(U\F ;G). Recall that F is a topological competitor for E in B1, and γi ∈ DC
1 ⊂

BC
1 , hence γi represents also a zero element in Hn−d−1(U\E;G). As a result, for each 1 ≤ i ≤ N ,

there exists a n − d-chain Γi ⊂ U\E such that ∂Γi = γi. Denote by |Γi| the support of Γi, then

Γ := ∪1≤i≤N |Γi| is compact, and does not touch E. Now since E is the Hausdorff limit of Ek, there

exists k3 > k2, such that for all k > k3, Ek ∩ Γ = ∅.

Now we are ready to prove that for any k > k3, Fk is a d-dimensional topological competitor for

Ek in D◦
2 .

So fix any k > k3. By (3.53), Fk\D
◦
2 = Ek\D

◦
2 .

Let σ be a simplicial n−d−1 chain in U\(D◦
2∪Fk), and represents a zero element inHn−d−1(U\Fk;G).

We want to prove that

(4.10) σ also represents a zero element in Hn−d−1(U\Ek;G).

Let Σ be an n− d chain in U\Fk, such that ∂Σ = σ.

If Σ∩D0 = ∅, then Σ ⊂ U\(Fk ∪D0). But by (4.2), Fk\D0 = E′
k\D0, hence Σ ⊂ U\(E′

k ∪D0)) ⊂

U\E′
k, and hence σ also represents a zero element in Hn−d−1(U\E′

k;G). By Proposition 2.19, E′
k is a

topological competitor for Ek with respect to V , and σ ∈ U\D◦
2 ⊂ U\V , therefore σ also represents

a zero element in Hn−d−1(U\Ek;G).

Otherwise, Σ ∩ D0 6= ∅. By transversality, we can suppose that Σ intersects ∂D0 transversally.

Hence the intersection σ0 is also a simplicial n− d− 1 cycle on D0\Fk, and the part Σ inside D0 is a

simplicial n− d chain Σ0, such that ∂Σ0 = σ0.

Since ∂Σ0 = σ0, σ0 represents a zero element in Hn−d−1(D0\Fk;G). By (4.2), D0 ∩Fk = D0 ∩F ′,

hence σ0 represents a zero element in Hn−d−1(D0\F ′;G). Note that σ0 ⊂ ∂D0\F ′ = ∂D0\|T ′d|, hence

σ0 represents an element in the group H . So there exists g1, · · · gN ∈ G, such that σ0 represents the

element
∑

1≤i≤N giai in H . By Lemma 4.4, σ is homologue to σ1 =
∑
giγi in ∂D0\|T ′d|, and hence

also in U\E′
k, since ∂D0\|T ′d| ⊂ U\E′

k. Moreover, σ1 ⊂ U\V .

Also denote by Σ2 the part of Σ outside D◦
0 , which is also a simplicial n − d chain, and ∂Σ2 =

σ − σ0. This means, σ − σ0 represents a zero element in Hn−d−1(U\(D◦
0 ∪ Fk);G). But by (4.2),

Fk\D◦
0 = E′

k\D
◦
0 , hence σ − σ0 represents a zero element in Hn−d−1(U\(D◦

0 ∪ E′
k);G), and hence in

Hn−d−1(U\E′
k;G). Recall that σ0 is homologue to σ1 in U\E′

k, hence σ−σ1 represents a zero element

in Hn−d−1(U\E′
k;G).

Recall that E′
k is a topological competitor for Ek in V , and σ − σ1 does not touch V , As a result,

σ − σ1 represents a zero element in Hn−d−1(U\Ek, G), hence there exists an n− d-chain Σ′
2 ⊂ U\Ek

such that ∂Σ′
2 = σ − σ1.
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Define the n − d−chain Θ =
∑

1≤i≤N giΓi + Σ′
2. Then Θ does not touch Ek since k > k3, and

∂Θ = σ. This proves (4.10). Hence the proof of Theorem 3.1 is completed. ✷

5 Possible applications

5.1 Classification of singularities

An immediate consequence of Theorem 3.1 is the following:

Corollary 5.1. Let U ⊂ R
n, and G be a finitely generated group. Let E be a reduced G-topological

minimal set of dimension d in U . Then given a point x ∈ E, any blow-up limit of E at x is a

G-topological minimal cone of dimension d.

Here a blow-up limit of E at x is the limit of any converging sequence 1
rk
(E − x) with rk → 0. It

describes the asymptotic behavior of E around x at small scales. The study of blow-up limits for sets

is the key point in the classification of singularities for minimal sets.

Proof. It is known that any blow-up limit of an Almgren minimal set is an Almgren minimal cone

(cf. [6] Proposition 7.31). Since topological minimal sets are all Almgren minimal, their blow-ups are

cones. The corollary follows hence directly from Theorem 3.1. ✷

5.2 Bernstein type problem

Similarly, we can also apply Theorem 3.1 to the Bernstein type problem for minimal sets, that is,

whether all topological minimal sets are cones.

The basic idea to study this problem is to look at the blow-in limits for topological minimal sets,

that is, limits of the sets

(5.2) Er =
1

r
E, r → ∞.

The blow-in limits for a set E describe what the set E looks like at infinity. And by Theorem 3.1,

these blow-in limits are topological minimal cones. Then the rest of the task is to use minimality of

sets to control their topological behaviors at small scales by their behaviors at large scales. See for

example [6] Section 18, [14],[10], for details.

Note that this Bernstein type problem is a typical interest for all kinds of minimizing problems

in geometric measure theory and calculus of variations. One can refer to [2, 17, 16, 5] for results on

complete 2 dimensional minimal surfaces in R
3, area or size minimizing currents in R

n, and global

minimizers for the Mumford-Shah functional.
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5.3 Local almost-Almgren minimality for product of an Almgren minimal

set and R
n

Up to now, we do not know any example of Almgren minimal cone which is not topologically minimal.

In fact, we only know a few Almgren minimal cones, among which the only possible non topological

minimal ones are unions of almost orthogonal planes. (The author proved in [11] the Almgren mini-

mality for a family of unions of almost orthogonal planes, and she proved then in [15] that a subfamily

is topologically minimal.)

It would be of course interesting if there were any Almgren minimal cone which is not topological

minimally, according to the above corollary. On the other hand, if all Almgren minimal cones are

topologically minimal, things might be even better, because then many good properties for topological

minimal sets could be proved in an asymptotic way for almgren minimal sets, by compactness argument

and using Theorem 3.1.

Here is an example: we do not know whether the product of two Almgren minimal sets is still

Almgren minimal, although this sounds reasonable. We do not even know whether the product of an

Almgren minimal set with R is minimal. However the last property is true for topological minimal

sets. So if all blow-up limits for Almgren minimal sets are topologically minimal, we can conclude

that any blow-up limit for the product E × R of an Almgren minimal set E and R is topologically

minimal.

Of course this property alone does not guarantee anything: all manifolds admit planes (which are

topologically minimal of course) as blow-up limits, but they are by no means minimal.

However for our particular example, since E is Almgren minimal, E ×R admits some other useful

properties. These properties could help to prove the asymptotic Almgren minimality for E ×R, by a

compactness argument with the help of Theorem 3.1.
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