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bstract. Color demosaicing is critical for digital cameras, because
t converts a Bayer sensor mosaic output to a full color image, which
etermines the output image quality of the camera. In this work, an
fficient decision-based demosaicing method is presented. This
ethod exploits a new edge-sensing measure called integrated gra-
ient (IG) to effectively extract gradient information in both color

ntensity and color difference domains simultaneously. This mea-
ure is reliable and supports full resolution, which allows one to
nterpolate the missing samples along an appropriate direction and
ence directly improves the demosaicing performance. By sharing it

n different demosaicing stages to guide the interpolation of various
olor planes, it guarantees the consistency of the interpolation direc-
ion in different color channels and saves the effort required to re-
eatedly extract gradient information from intermediate interpolation
esults at different stages. An IG-based green plane enhancement is
lso proposed to further improve the method’s efficiency. Simulation
esults confirm that the proposed demosaicing method outperforms
p-to-date demosaicing methods in terms of output quality at a com-
lexity of around 80 arithmetic operations per pixel. © 2010 SPIE and

S&T. �DOI: 10.1117/1.3432484�

Introduction
ost digital cameras use a single charge-coupled device

CCD� or complementary metal oxide semiconductor
CMOS� image sensor to capture a scene. To reduce the
ost, a Bayer color filter array �CFA�,1 as shown in Fig. 1,
s coated over the sensor such that only one of the three
rimary colors �R, G, and B� is sampled at each pixel lo-
ation. The acquired mosaic image �Bayer image� is then
onverted to a full color image by interpolating the two
issing color samples of a pixel. This process is called

emosaicing or color interpolation. It is critical to a digital
amera because it determines the image quality of the cam-
ra output.

Early demosaicing methods such as bilinear
nterpolation2 apply interpolation techniques for grayscale
mages to each color channel separately. These simple
ethods generally introduce severe color artifacts such as

lurring, false color, and zipper effect around edges. To
rovide better demosaicing performance, many advanced
emosaicing methods3–17 have been proposed. Most of
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them are heuristic in a way that they do not interpolate the
missing samples by solving a mathematically defined opti-
mization problem. Methods reported in Refs. 4–11 and
Refs. 12–17 are, respectively, typical examples of heuristic
and nonheuristic demosaicing methods.

Recently, the well-known directional Laplacian filter7

has been proven to be a good approximation of the optimal
interpolator for Bayer images in one dimension.18 Accord-
ingly, many demosaicing methods try to orient the filter
horizontally, vertically, or sometimes diagonally to provide
better local interpolation results with fewer artifacts. As a
consequence, a decision has to be made to determine the
filter orientation. This can be done based on the color in-
tensity gradient7 or the smooth property of the image’s
color difference �green-to-red and green-to-blue�
signals.18–22 In particular, Hirakawa and Parks select the
directions with the least misguidance level of color artifacts
presented in images,18 while Wu and Zhang adopt Fisher’s
discriminant technique to determine the optimal direction
that preserves the highest correlation of color gradients.19

In Ref. 20, Chung and Chan make the decisions by com-
paring the variances of color differences along window
axes. In contrast, Menon, Andriani, and Calvagno21 com-
pute the local horizontal and vertical color difference gra-
dients to determine the interpolation direction, whereas Tsai
and Song proposed a hard-decision scheme that selects the
direction by comparing the horizontal and vertical hetero-
geneity values of the pixels.22

It is interesting to find that, though early demosaicing
methods7,9,11,23,24 try to extract gradient information from
color intensity �CI� domains to guide the interpolation in
corresponding color planes, recent demosaicing
methods19,21,22 generally put their focus on the color differ-

Fig. 1 Four 5�5 regions of Bayer CFA pattern having their centers
at �a� and �b� green, �c� red, and �d� blue Bayer samples.
Apr–Jun 2010/Vol. 19(2)1
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nce �CD� domains and exploit the interchannel spectral
orrelation to guide the interpolation. In either approach,
he information extracted from the color difference and the
olor intensity domains is not properly balanced. This bias
ay result in misleading information that guides one to

nterpolate samples along a wrong direction.
Another observation is that, to improve the output qual-

ty, some demosaicing methods such as Refs. 9 and 11 re-
xtract gradient information from intermediate interpola-
ion results obtained at different stages. This adapt-to-new-
nformation approach is great but it does not always work
roperly. For example, in texture areas where edges are
ocally ambiguous along the horizontal and vertical direc-
ions, the gradient information extracted at different stages
an be mutually contradictory and makes the situation con-
using. Besides, gradient estimation is generally computa-
ionally expensive and hence repeated estimation increases
he complexity a lot.

Color artifacts in high frequency areas are commonly
ound in the outputs of various demosaicing methods. The
ost common solution for this problem is to introduce a

ostprocessing step10,25 to suppress the artifacts after demo-
aicing. Nevertheless, as all missing samples have to be
rocessed again in the postprocessing stage, it seems to be
nefficient from a system point of view. Besides, as the
nterpolation of the red and blue planes is carried out before
he enhancement of the green plane, one cannot make use
f the enhanced green plane as a “better” reference to in-
erpolate the red and blue planes. This also lowers the effi-
iency.

Triggered by the aforementioned observations, we put
ur effort toward tackling the corresponding problems. In
his work, an efficient decision-based demosaicing method
s proposed to reconstruct color images from Bayer images.
t aims at producing high quality output images at a low
omputation cost. Figure 2 shows a flow diagram of the
roposed demosaicing method. In this method, a new direc-
ional edge-sensing parameter called integrated gradient
IG�, which extracts gradient information in both color in-

ig. 2 The spatial arrangement of the proposed demosaicing meth-
d’s intermediate results: �a� work flow of the method, �b� raw sen-
or output Bayer image at point A, �c� green plane interpolation re-
ult at point B, �d� green plane enhancement result at point C, �e�

ntermediate interpolation result during red and blue plane interpo-
ations, and �f� final interpolation result at point D.
ournal of Electronic Imaging 021104-
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tensity �CI� and color difference �CD� domains simulta-
neously, is defined for being shared in various stages
throughout the demosaicing process to interpolate the color
channels. This IG is not only used as an edge detector to
determine the interpolation direction when interpolating a
green sample, but is also used to adjust the coefficients of
two spatial-variant interpolators when estimating the miss-
ing red and blue samples. In addition, a green plane en-
hancement that works with the IG is introduced to further
improve the method’s performance. Simulation results con-
firmed that the proposed demosaicing method provides su-
perior output quality at a comparatively low computation
cost.

The remainder of this work is organized as follows. In
Sec. 2, gradients in various domains are introduced and
their uses are discussed. They form basic elements to con-
struct the proposed IG. The details are discussed in Sec. 3.
Section 4 presents the details of the proposed demosaicing
method. Section 5 provides some experimental results of
the proposed method for comparison study, while Section 6
shows the computational complexity of the proposed
method. Finally, a conclusion is given in Section 7.

2 Gradients for Edge Detection

Since our human visual system is sensitive to edge struc-
tures, many demosaicing methods try to avoid doing inter-
polation across edges. To achieve the goal, gradients are
estimated in various directions at each pixel to guide the
interpolation along an edge.

The CI gradient is commonly used to identify edges
based on the fact that the intensity gradient perpendicular to
the edge direction is large.3,24 Since R, G, and B samples in
a Bayer CFA image are interlaced, the horizontal and ver-
tical CI gradients at a particular pixel �i , j� are, respectively,
approximated by

�H�i, j� = �Z�i, j − 1� − Z�i, j + 1�� , �1�

and

�V�i, j� = �Z�i − 1, j� − Z�i + 1, j�� , �2�

in general,3 where Z�m ,n� denotes the valid Bayer sample
at pixel �m ,n�. The approximation result can be very mis-
leading in regions containing fine details or textures, as the
approximation is based on two samples not involving �i , j�.
Accordingly, interpolation may be done along a wrong di-
rection.

Supplementary information can be used to have a better
decision in a texture region. In practice, the color difference
signals are locally constant along an edge or a line.22 In
consequence, the CD gradient along the corresponding di-
rection should be close to zero. Accordingly, one can make
a hypothesis test to determine if a pixel should be interpo-
lated along a particular direction.

In particular, one can assume that the pixel, say �i , j�, is
on a horizontal line and, based on the assumption, estimate
its color difference as
Apr–Jun 2010/Vol. 19(2)2
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d
H�i, j� = Z�i, j� −

1

2
�Z�i, j − 1� + Z�i, j + 1�� . �3�

ote that the estimation can be highly accurate when the
ssumption is valid, as averaging the available Bayer
amples of �i , j�’s neighboring pixels along the line pro-
ides a good estimate of the corresponding missing color
ample in �i , j�. Similarly, Cd

H�i , j�1� can be estimated un-
er the same assumption, and the horizontal CD gradient
an then be estimated as

H�i, j� =
1

2 �
l=�1

�Cd
H�i, j� + Cd

H�i, j + l�� . �4�

ote that, due to the interlaced color sampling arrangement
n a Bayer CFA image, �Cd

H�i , j�+Cd
H�i , j�1�� actually pro-

ides the absolute difference between two adjacent pixels
n the same color difference plane. For example, for the
ocal region shown in Fig. 1�c�, Cd

H�i , j� is the red-to-green
ifference, while Cd

H�i , j�1� is the green-to-red difference.
ence, Cd

H�i , j�+Cd
H�i , j+ l� for l= �1 are estimates of the

radient in the red-to-green difference plane already.
H�i , j� is a strengthened estimate that is the mean absolute
alue of the two estimates. The absolute value nature of the
tems prevents them from canceling each other in averag-

ng. Obviously, a large value of �̃H�i , j� means that the as-
umption is invalid.

Similarly, one can make another assumption that �i , j� is
n a vertical line and, based on the new assumption, esti-
ate the color difference and the vertical CD gradient re-

pectively as

d
V�i, j� = Z�i, j� −

1

2
�Z�i − 1, j� + Z�i + 1, j��

nd

V�i, j� =
1

2 �
l=�1

�Cd
V�i, j� + Cd

V�i + l, j�� .

y comparing it with the aforementioned horizontal CD
radient, one can tell which assumption is more likely to be
alid and determine the interpolation direction accordingly.

Both CI and CD gradients can be used to guide the
nterpolation direction, and they make different contribu-
ions. In Sec. 3, gradients in different color intensities and
olor difference domains are combined to form an inte-
rated gradient for better guidance performance.

Extraction of Integrated Gradient
he proposed demosaicing method uses a measure called

he integrated gradient �IG� to guide the interpolation. This
G is a combination of the gradients in both the CI and CD
omains, which provides more information for one to reach
better decision in selecting the interpolation direction.

his section presents the definition of this IG and its ratio-
ale.

Before we define IG, let us first define an intermediate
easure called the weaker integrated gradient �WIG�. It is
ournal of Electronic Imaging 021104-
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called this because, compared with IG, it extracts informa-
tion from fewer CI and CD planes and hence provides less
information for edge detection.

Figure 3�a� shows a cross template for extracting Bayer
samples to calculate the WIG of the pixel located at the
template center. The template has four extensions. The
Bayer samples covered in a particular extension of the tem-
plate �including the center� are used to compute the WIG
along the corresponding direction. No matter which pos-
sible 5�5 Bayer pattern is concerned �see Fig. 1�, after
rotating the Bayer sample patterns covered by the north-
bound, the westbound, and the southbound extensions of
the cross template by 90, 180, and 270 deg, respectively,
they are all in the same standard pattern form shown in Fig.
3�b� as those patterns covered by the eastbound extension.
Hence, as long as the eastbound WIG is defined, the west-
bound, northbound, and southbound WIGs can also be de-
fined in the same manner. To save effort, here we just de-
fine the eastbound WIG.

In the generalized form shown in Fig. 3�b�, X and Y
denote the colors of the corresponding Bayer samples in a

concerned pattern. Let �̄X
E�i , j� and �̃XY

E �i , j� be respectively
the eastbound CI and CD gradients of pixel �i , j�. In the
notations, superscript E and subscripts XY and X respec-
tively denote the direction of the WIG, the involved CD
plane, and the involved CI plane.

The eastbound CI gradient of pixel �i , j�, �̄X
E�i , j�, mea-

sures the extent of eastbound CI change and is defined on
the color channel that contains the Bayer sample of pixel
�i , j�. Specifically, we have

�X
E�i, j� = �̄H�i, j + 1� = �X�i, j� − X�i, j + 2�� . �5�

Note X�i , j� is now the known Bayer sample at position
�i , j�. The eastbound CI gradient is used to identify edges,
and hence only the gradient magnitude is concerned. There

is likely an edge if �̄X
E�i , j� is large.

The eastbound CD gradient �̃XY
E �i , j� is introduced to

provide supplementary edge detection information by
evaluating the CD change of two successive pixels along
the same eastbound direction. In formulation, it is defined
as

Fig. 3 �a� A cross template for computing WIGs. �b� All possible
Bayer patterns covered for computing the eastbound WIG of a pixel
and their generalized form.
Apr–Jun 2010/Vol. 19(2)3
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XY
E �i, j� =

1

2 �
l=0,1

�dXY�i, j + l� − dXY�i, j + 1 + l�� , �6�

here dXY�m ,n� represents the X-Y CD value at position
m ,n�. dXY�m ,n� has to be estimated based on the neigh-
oring Bayer samples. When it is estimated as

XY�m,n� = �
Cd

H�m,n� if �m,n� contains

a X Bayer sample

− Cd
H�m,n� if �m,n� contains

a Y Bayer sample
� , �7�

q. �6� can be rewritten as �̃XY
E �i , j�= �̃H�i , j+1�. In our pro-

osed approach, this estimate is further low-pass filtered
ith a three-point averaging filter to remove the potential
igh frequency noise before being used as dXY�m ,n�. The
etails are discussed in Sec. 3.1.

With the eastbound CI and CD gradients respectively
efined in Eqs. �5� and �6�, the eastbound WIG for the pixel
i , j� shown in Fig. 3�b� is then defined as

XY
E �i, j� = �̄X

E�i, j� + ��̃XY
E �i, j� , �8�

here � is a weighting factor used to control the contribu-
ion of the two gradients. The determination of its value is
iscussed later.

The WIG of pixel �i , j� only provides the edge informa-
ion extracted from the X plane and the X-Y plane. It might
appen that, over the edge to be detected, there is only a
harp change in the Y plane or another CD plane. In that
ase, WIG fails to detect the edge. To solve this problem,
ore CI or CD planes should be included in the detection.
ne of the possible solutions is to combine the eastbound
IGs of pixels �i−1, j�, �i , j� and �i+1, j� to form the east-

ound IG of pixel �i , j�.
As an example, for the case shown in Fig. 1�b�, the

astbound IG of �i , j� can be defined as

E�i, j� = 2�GB
E �i, j� + �RG

E �i − 1, j� + �RG
E �i + 1, j�

= �2�̄G
E�i, j� + �̄R

E�i − 1, j� + �̄R
E�i + 1, j�� + ��2�̃GB

E �i, j�

+ �̃RG
E �i − 1, j� + �̃RG

E �i + 1, j�� . �9�

ote that �GB
E �i , j� is weighted by 2 to balance the contri-

ution of the CD �CI� gradients extracted from different CD
CI� planes to �E�i , j�. By so doing, CD gradients from R-G
nd G-B planes have equal votes in Eq. �9�. Similarly, CI
radients from R and G planes also have equal votes.

However, this definition of IG makes IGs along different
irections incompatible. Though the Bayer patterns shown
n Figs. 1�c� and 1�d� are symmetric in all four �E ,W ,S ,N�
irections, the ones shown in Figs. 1�a� and 1�b� are not. To
btain the northbound IG of the pixel �i , j� shown in Fig.
�b�, one can rotate Fig. 1�b� clockwise by 90 deg and then
ompute the eastbound IG of the rotated version with Eq.
9�. In other words, we have
ournal of Electronic Imaging 021104-
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�N�i, j� = 2�GR
N �i, j� + �BG

N �i, j − 1� + �BG
N �i, j + 1�

= �2�̄G
N�i, j� + �̄B

N�i, j − 1� + �̄B
N�i, j + 1��

+ ��2�̃GR
N �i, j� + �̃BG

N �i, j − 1� + �̃BG
N �i, j + 1�� , �10�

for the case shown in Fig. 1�b�. From Eqs. �9� and �10�, one
can see that �E�i , j� carries CI gradient information from
the R plane but not the B plane, while �N�i , j� does the
opposite. Hence, they are not compatible and it does not
make sense to compare them.

By considering the aforementioned compatibility con-
straint, we regulate the definition of IG to eliminate the
items that cause the incompatibility and, accordingly,
modify Eqs. �9� and �10� as

�E�i, j� = �̄G
E�i, j� + ��2�̃GB

E �i, j� + �̃RG
E �i − 1, j�

+ �̃RG
E �i + 1, j�� , �11�

and

�N�i, j� = �̄G
N�i, j� + ��2�̃GR

N �i, j�

+ �̃BG
N �i, j − 1� + �̃BG

N �i, j + 1�� , �12�

for the case shown in Fig. 1�b�. Note that �̄G
E�i , j� and

�G
N�i , j�’s original scaling factor of 2 is also eliminated in

Eqs. �11� and �12�. However, this can be compensated for
by adjusting weighting factor � at the end.

Due to the absolute value nature of �̃XY
E �i , j� �see Eq. �6��

and the fact that dXY�i , j�=−dYX�i , j�, we have �̃XY
E �i , j�

= �̃YX
E �i , j�. In other words, both �E�i , j� and �N�i , j� now

carry the information extracted from the same G, G-R, and
G-B planes, and hence they are compatible. As a matter of
fact, with this regulated definition, all four IGs of any par-
ticular pixel are compatible.

To maintain this compatibility, though theoretically a
full color image of three color components contains three
CI and three CD planes, we do not further include more CI
and CD planes in the definition of IG. This final definition
of IG is used in the proposed demosaicing method.

Similarly, the eastbound IGs of pixel �i , j� in the cases
shown in Figs. 1�a�, 1�c�, and 1�d� are, respectively, defined
as

�E�i, j� = �̄G
E�i, j� + ��2�̃GR

E �i, j� + �̃BG
E �i − 1, j�

+ �̃BG
E �i + 1, j�� , �13�

for the case shown in Fig. 1�a�;

�E�i, j� = �̄R
E�i, j� + ��2�̃RG

E �i, j� + �̃GB
E �i − 1, j�

+ �̃GB
E �i + 1, j�� , �14�

for the case shown in Fig. 1�c�; and
Apr–Jun 2010/Vol. 19(2)4
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E�i, j� = �̄B
E�i, j� + ��2�̃BG

E �i, j� + �̃GR
E �i − 1, j�

+ �̃GR
E �i + 1, j�� , �15�

or the case shown in Fig. 1�d�. The northbound, west-
ound, and southbound IGs of a pixel can be defined simi-
arly as before. As a matter of fact, they can be determined
y rotating the Bayer image clockwise by 90, 180, and
70 deg, respectively, and then computing the eastbound
Gs of the rotated versions.

As a final remark, we note that, due to the absolute value
ature of each component in the definition of IG, we have
E�i , j�=�W�i , j+2� and �S�i , j�=�N�i+2, j�. By making
se of this property, one can save an amount of computa-
ion effort.

.1 Color Difference Estimation for Computing
Integrated Gradients

hen computing the proposed IGs for pixel �i , j�, dGB�i , j�,
BG�i , j�, dGR�i , j�, and dRG�i , j� are required, and their es-
imation depends on which IG of the pixel is evaluated.

Figure 4�a� shows how to generate the required G-R and
-B planes for computing eastbound/westbound IGs. In a
ayer image, the sensor pattern repeats every other row and
very other column. For each row, the Bayer sample se-
uence is convolved with �−0.5,1 ,−0.5� to provide

d
H�i , j�. The output can be considered as a sequence of
lternate preliminary estimates dGR� and dRG� �dBG� and dGB� �.
ince we have dXY�i , j�=−dYX�i , j� in theory, by negating
very second estimate in a row, we have a row of dGR�
d� �. A three-point averaging filter is then applied to re-

Fig. 4 Estimation of color difference values for c
procedure and �b� alternative implementations o
GB

ournal of Electronic Imaging 021104-
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move the potential high frequency noise in each row, which
produces the final CD estimates dGR �dGB�. The G-R �G-B�
plane is constructed with all odd �even� rows.

To get the required G-R and G-B planes for computing
the northbound or southbound IG, one can follow the same
procedures as presented in Fig. 4�a� after rotating the Bayer
image by 90 deg.

Figure 5 shows the CD planes of a testing image for
computing IGs of different directions. The vertical �hori-
zontal� resolution supported by the CD planes shown in

ing eastbound or westbound IGs: �a� realization
ore module.

Fig. 5 �a� Part of a testing image. �b� Color difference planes for
computing northbound or southbound IGs. �c� Color difference
planes for computing eastbound or westbound IGs.
omput
f the c
Apr–Jun 2010/Vol. 19(2)5
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ig. 5�b� �Fig. 5�c�� is identical to that of the original im-
ge. One can see that some edges can only be detected in a
articular CD plane but not the other one. That explains
hy IG instead of WIG is used in our detection process.

.2 Realization in Practice
igure 4�a� presents the idea how CDs are estimated step
y step. These steps can be combined to make their real-
zation much easier by making use of the following facts.
irst, the functions of the two approaches of implementa-

ion shown in Fig. 4�b� are identical, so one can replace the
pper approach with the lower one in the realization. Sec-
nd, the negation process in the lower approach can be
kipped because �dXY�i , j�+dYX�i , j+1��, the absolute value
f the sum of two successive output values of the filter,
quals �dXY�i , j�−dXY�i , j+1��. It is already the information

equired for computing �̃XY
E �i , j� and hence the correspond-

ng IG.
Based on these facts, one can first convolve each row of

he Bayer image with filter kernel F= �1,−3,4� ,
3 ,1�*�1,1� �= �1,−2,1 ,1� ,−2 ,1�, where the * sign denotes
onvolution and the underscore marks the position of the
ixel of interest, and combine the filter outputs of all rows
o form a plane of s�i , j�, which equals 6�dXY�i , j�
dYX�i , j+1�� if �i , j� carries an X Bayer sample, or
�dYX�i , j�+dXY�i , j+1�� if �i , j� carries a Y Bayer sample.

XY
E �i , j� can then be obtained with

XY
E �i, j� =

1

12
��s�i, j�� + �s�i, j + 1��� . �16�

.3 Determination of �

arameter � is a weighting factor used to control the con-
ribution of the CI and CD gradients to IG. An empirical
tudy was carried out to investigate its impact to the demo-
aicing performance. The performance was measured by
he average color peak signal-to-noise ratio �CPSNR� over
set of testing images shown in Fig. 6, and the CPSNR of
testing image is given by

PSNR = 10 log10
2552

1

3HW
�
i=1

H

�
j=1

W

	Io�i, j� − Ir�i, j�	2

, �17�

here Io�i , j� and Ir�i , j� respectively denote the three-
lement color vectors of pixel �i , j� in the original and re-
onstructed images of size H�W each.

It was found that the optimum in terms of CPSNR hap-
ened at around �=1 and, within the range of 1���5,

ig. 6 Set of full-color training images used for parameter study.
Color online only.�
ournal of Electronic Imaging 021104-
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the CPSNR variation of the results achieved by the pro-
posed demosaicing method was less than 0.1 dB. By con-
sidering this, the value of � is selected to be 3 /2, such that

the computation of ��̃XY
E �i , j� using the approach presented

in Sec. 3.2 only involves shift and add operations. This
saves realization effort.

4 Proposed Demosaicing Method
Figure 2 briefly illustrates the work flow of the proposed
demosaicing method. After IG extraction, the proposed
method interpolates the green plane first. The resultant
green plane is then enhanced to provide a reference for the
subsequent red and blue plane interpolations. The extracted
IGs are used in various stages of the proposed method to
improve the interpolation efficiency. The details of these
stages are described in this section.

For the sake of reference, hereafter a pixel at location
�i , j� in the Bayer image is represented by either
�R�i , j� ,g�i , j� ,b�i , j��, �r�i , j� ,G�i , j� ,b�i , j��, or
�r�i , j� ,g�i , j� ,B�i , j��, where R�i , j�, G�i , j�, and B�i , j� de-
note the known red, green, and blue Bayer samples, and
r�i , j�, g�i , j�, and b�i , j� denote the unknown samples of
corresponding color channels in the image. The final esti-
mates of r�i , j�, g�i , j�, and b�i , j� are denoted as r̂�i , j�,
ĝ�i , j�, and b̂�i , j�, respectively, for clear presentation.

4.1 Green Plane Interpolation
As far as a pixel that does not have a green Bayer sample is
concerned, the pattern of its local region must be in the
form shown in either Fig. 1�c� or 1�d�. Without losing gen-
erality, the former pattern is discussed in this work. For the
pattern shown in Fig. 1�d�, one can exchange the red
samples with the corresponding blue samples and then per-
form the interpolation in the same way.

For the case shown in Fig. 1�c�, the missing green
sample of pixel �i , j� can be interpolated with one of the
following Laplacian interpolation filters as proposed in Ref.
7.

gi,j
H =

G�i, j − 1� + G�i, j + 1�
2

+
2R�i, j� − R�i, j − 2� − R�i, j + 2�

4
, �18�

gi,j
V =

G�i − 1, j� + G�i + 1, j�
2

+
2R�i, j� − R�i − 2, j� − R�i + 2, j�

4
, �19�

gi,j
D =

gi,j
H + gi,j

V

2
, �20�

where gi,j
H , gi,j

V , and gi,j
D are, respectively, the estimates ob-

tained with the corresponding horizontal, vertical, and non-
directional interpolators. The interpolator defined in Eq.
�20� is nondirectional in a way that gD is actually the av-
i,j
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rage of gi,j
H and gi,j

V . It favors neither horizontal nor vertical
nterpolation in such a case.

The selection of the interpolators is critical to the demo-
aicing performance. In the proposed demosaicing method,
he high performance two-step estimation scheme proposed
n Ref. 26 is modified in three aspects to estimate the miss-
ng green samples at a reduced complexity. First, instead of
he parameters LH and LV used in Ref. 26, IGs are utilized
o determine the interpolation direction of the missing
reen sample to improve the performance. Second, pixels
hat obviously should not be interpolated horizontally or
ertically are processed in the first pass rather than in the
econd pass to save computation effort. Third, in the second
ass, the analysis on the variance of local CD values is
implified without sacrificing its reliability. Figure 7 sum-
arizes the procedures of the proposed two-step estimation

cheme. This scheme produces a preliminary green esti-
ate denoted as g̃�i , j� for each pixel �i , j� without a G
ayer sample.

ig. 7 Procedures for interpolating a missing green sample in the
roposed demosaicing method.
ournal of Electronic Imaging 021104-
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The first pass of the estimation scheme raster scans the
Bayer image to classify the local region of each pixel that
does not carry a G Bayer sample. The classification is based
on �=max��H /�V ,�V /�H�, where �H=�E�i , j�
+�W�i , j� and �V=�N�i , j�+�S�i , j�. When � equals 1 �i.e.,
�H=�V�, obviously the interpolation should not be done
along the horizontal or vertical direction. When � is larger
than a predefined threshold T, the difference between �H
and �V is significant enough to provide a clear message
that a directional interpolation should be done. Otherwise,
there is no clear suggestion, and additional information is
required to make the selection. Accordingly, based on the
extent of preference for using a horizontal or a vertical
interpolator, one can classify the region in which the pixel
of interest is to be a no-bias, strong-bias, or a weak-bias
region. For any pixel �i , j� that is not in a weak-bias region,
g�i , j� is determined in pass 1 as specified in Fig. 7. As for
those pixels in weak-bias regions, more information is re-
quired to make a decision and hence they are handled in
pass 2.

Extra CD information is exploited in pass 2 to decide the
interpolation direction. Though one may use the CD esti-
mates already obtained in IG extraction to save the effort, a
re-estimation using the green estimates obtained in pass 1 is
performed in our realization, as these green estimates are
generally more accurate and hence can guide one to a better
decision.

Assume that the green sample of pixel �i , j� shown in
Fig. 1�c� cannot be determined in pass 1. In pass 2, the CD
values of pixel �m ,n�� 
�i , j�2t� , �i�2t , j� � t
=0,1 ,2 , . . .L� are re-estimated to estimate: 1. the CD varia-
tion in the region, and 2. the CD variation along the hori-
zontal and vertical axes passing pixel �m ,n�, where L de-
termines the number of pixels involved in the estimation.
Let �GR

H �m ,n�, �GR
V �m ,n�, and �GR

D �m ,n� be three green-to-
red CD estimates of pixel �m ,n� obtained under three dif-
ferent conditions as
GR
k �m,n� = �g̃�m,n� − R�m,n� if g̃�m,n� was obtained in pass 1

gm,n
k − R�m,n� otherwise


 for k � 
H,V,D� . �21�
hree parameters are then computed with these estimates as
ollows.

H = �
t=−L

L

��GR
H �i, j� − �GR

H �i, j + 2t�� ,

V = �
t=−L

L

��GR
V �i, j� − �GR

V �i + 2t, j�� ,
and 	D =
1

2 �
t=−L

L

���GR
D �i, j� − �GR

D �i, j + 2t�� + ��GR
D �i, j�

− �GR
D �i + 2t, j��� . �22�

In particular, parameters 	H and 	V are respectively used
to reflect the extent of CD variation along the horizontal
and vertical axes. Parameter 	D is an estimate of the extent
of CD variation in a local region under the assumption that
the nondirectional interpolator, defined as in Eq. �20�, is
used. It serves as a reference to determine whether a non-
directional interpolator should be used.

CDs are generally locally constant along an edge. If a
Apr–Jun 2010/Vol. 19(2)7
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irectional interpolation is used, the right directional inter-
olator should provide an interpolation result, the CD
ariation of which is minimum along the corresponding
irection. Accordingly, the missing green sample of pixel
i , j� can be estimated as

�i, j� = gi,j
Z , where z = arg min

k�
H,V,D�
�	k� . �23�

For the case that pixel �i , j� contains a blue Bayer
ample as shown in Fig. 1�d�, one can interchange the roles
f red and blue samples and then follow the same proce-
ures as mentioned before to determine its green estimate
�i , j�.

At the end of pass 2, a complete demosaiced green plane
s obtained. Figure 2�c� shows the spatial arrangement of
he available color samples in the processing image after
reen plane interpolation.

An empirical study was carried out to investigate the
mpact of the threshold T and the parameter L to the demo-
aicing performance of the proposed method. The demosa-
cing performance under various combinations of L


1,2 ,3 ,4� and T� 
1.0,1.1, . . . ,5.0� were evaluated, and
he set of testing images shown in Fig. 6 were used in the
valuation. Based on this study result, the settings of T
1.7 and L=3 are selected. All the simulation results re-
orted in this work are obtained with these settings unless
ther arrangements are specified.

.2 Green Plane Enhancement

ith the fully populated green plane, the proposed demo-
aicing method then enhances the demosaiced green
amples prior to the interpolation of the red and blue
lanes. Since the high frequency proportion of a CD signal
s generally weak,6 the proposed enhancement scheme is
arried out in the CD domain to produce more accurate
reen estimates.

Without losing generality, the case of enhancing the
emosaiced green sample at a red Bayer sample position, as
epicted in Fig. 1�c�, is described in this work. As for the
ase shown in Fig. 1�d�, one can exchange the role of the
ed and blue samples and perform the same treatment used
n this case to achieve the goal.

After green plane interpolation, g̃�i , j� is available for all
ixels without green Bayer samples, and it is the “best”
reen estimate so far. Based on the idea that a better tem-
orary green estimate can be used to derive a better CD
stimate and hence a better interpolation result, in green
lane enhancement the CD estimate of a pixel is re-
valuated with g̃�i , j�. For example, for the pixel �i , j�
hown in Fig. 1�c�, its G-R CD is re-evaluated as

GR�i, j� = g̃�i, j� − R�i, j� , �24�

or �i , j� carrying R Bayer sample. After re-evaluating the
-R CDs of all pixels carrying R Bayer samples, the CD

stimate of pixel �i , j� is further adjusted to be d̂GR�i , j� by

using d̄GR�i , j� with d̃GR�i , j�, an interpolation result based

n d̄ �i , j�2� and d̄ �i�2, j�, as follows.
GR GR

ournal of Electronic Imaging 021104-
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d̂GR�i, j� = 
d̄GR�i, j� + �1 − 
�d̃GR�i, j� �25�

for �i , j� carrying R Bayer sample, where 0�
�0.5 is a
weighting factor controlling the fusion. In formulation,

dGR�i , j� is defined as

dGR�i, j� =

� wEd̄GR�i, j + 2� + wWd̄GR�i, j − 2�

+ wSd̄GR�i + 2, j� + wNd̄GR�i − 2, j�
�

wE + wW + wS + wN �26�

for �i , j� carrying R Bayer sample, where wk=1 /�k�i , j� for
k� 
E ,W ,S ,N�. Since a large value of �k�i , j� implies that
there is a great change of either CD or CI in the corre-
sponding direction, the weighting mechanism in Eq. �26�
automatically directs the interpolation of d̃GR�i , j� along an
edge when there is one.

Parameter 
 can be determined off-line by linear regres-
sion. In our study, a set of training images covering the
testing images shown in Fig. 6 were used in the training
process. For the simulation results reported in this work, 

is selected to be 0.33. As a matter of fact, the demosaicing
performance of the proposed method is not sensitive to 
.
In our simulation study, the variation of the CPSNR perfor-
mance is less than 0.055 dB on average when 
 varies from
0.2 to 0.45.

With the adjusted d̂GR�i , j�, the demosaiced green
sample is updated to be

ĝ�i, j� = d̂GR�i, j� + R�i, j� �27�

for �i , j� carrying R Bayer sample. Similar procedures can
be performed with the same parameter 
 to enhance the
demosaiced green samples at pixels carrying blue Bayer
samples. At the end of the enhancement, all g̃�i , j� are up-
dated and finalized to be ĝ�i , j�, as shown in Fig. 2�d�.

4.3 Red Plane and Blue Plane Interpolations

The red plane interpolation is presented first here. During

green plane enhancement, the d̂GR�i , j� for pixels carrying R
Bayer samples are evaluated with Eq. �25� and they are
ready to form a partial G-R plane. The complete G-R plane
is interpolated with this partial plane through two steps.

In step 1, the d̂GR�i , j� for pixels carrying B Bayer
samples are interpolated. Consider the pixel �i , j� shown in
Fig. 1�d�. Its four diagonal neighbors carry R Bayer

samples, and hence d̂GR�i�1, j�1� are known. Accord-

ingly, d̂GR�i , j� can be interpolated with

d̂GR�i, j� =

� wNWd̂GR�i − 1, j − 1� + wNEd̂GR�i − 1, j + 1�

+ wSEd̂GR�i + 1, j + 1� + wSWd̂GR�i + 1, j − 1�
�

wNW + wNE + wSE + wSW

�28�

for �i , j� carrying B Bayer sample, where
Apr–Jun 2010/Vol. 19(2)8
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k1k2 =
1

�k1�i, j� + �k2�i, j�
for kl � 
S,N� and k2 � 
E,W� .

�29�

Theoretically, the weight wk1k2 should be derived from
he two-norm of two perpendicular IGs ��k1�i , j� and

k2�i , j��. However, our empirical study shows that the im-
rovement over one-norm is insignificant for almost all the
esting images.

To complete the G-R plane, the G-R CDs for pixels
arrying G Bayer samples are interpolated in step 2. For the

ixel �i , j� shown in Fig. 1�a� or 1�b�, d̂GR�i , j� is interpo-
ated with

ˆ
GR�i, j� =

� wEd̂GR�i, j + 1� + wWd̂GR�i, j − 1�

+ wSd̂GR�i + 1, j� + wNd̂GR�i − 1, j�
�

wE + wW + wS + wN �30�

or �i , j� carrying G Bayer sample, where wk=1 /�k�i , j� for
� 
E ,W ,S ,N�.

With the complete G-R plane and the enhanced green
lane, all missing red samples can be estimated by

ˆ�i, j� =�G�i, j� − d̂GR�i, j� if G�i, j� exists

ĝ�i, j� − d̂GR�i, j� if B�i, j� exists

 . �31�

Blue plane interpolation can be achieved in the same
ay by exchanging the role of red and blue samples. The

nterpolations of the two color planes are independent and
an be carried out in parallel. Figure 2�e� shows the spatial
rrangement of the intermediate red and blue planes ob-
ained after step 1, and Fig. 2�f� shows the final recon-
tructed full color image.

Simulation Results
imulations were carried out to evaluate the performance of

he proposed demosaicing method. Some other state of the
rt demosaicing methods such as enhanced effective color
nterpolation �EECI�,11 alternating projections �AP�,12

daptive filtering �AF�,15 directional linear mean square er-
or �DLMSE�,16 adaptive homogeneity-directed demosaic-
ng algorithm �AHDA�,18 primary-consistent soft decision
PCSD�,19 variance of color differences �VCD�,20 direc-
ional filtering and a-posteriori decision �DFPD�,21 and
eterogeneity-projection hard decision �HPHD� �with adap-

ig. 8 24 full color testing images, referring to images 1 to 24 in a
aster scanning sequence. �Color online only.�
ournal of Electronic Imaging 021104-
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tive interpolation�22 were also evaluated for comparison. 24
digital full color images from the Kodak database, as
shown in Fig. 8, were used in the simulations. These full
color images were first subsampled according to the Bayer
pattern to form a set of testing Bayer images. They were
then reconstructed to full color images by the evaluated
demosaicing methods. Whenever there is a postprocessing
scheme recommended by the authors of a particular demo-
saicing method to enhance its demosaicing results, the
scheme was performed in the simulation as suggested.

Two performance measures, CPSNR and S-CIELAB,27

were exploited to measure the quality of the demosaiced
images. Tables 1 and 2 list the CPSNR and S-CIELAB
measures of various demosaicing methods. As mentioned,
recommended postprocessing was performed to improve
the demosaicing performance of HPHD, AHDA, DFPD,
and VCD. One can see from the table that the proposed
method outperforms the other demosaicing methods for the
majority of the testing images. For images that contain
many fine structures, such as images 1, 6, 9, and 13, the
proposed method provides significant performance im-
provement over the others. As an example, for image 1, in
which the fine stone structure is almost everywhere, the
proposed method provides a CPSNR of 39.96 dB, which is
around 1 dB higher than the second best CPSNR perfor-
mance provided by other evaluated methods in the simula-
tion. Consistent performance improvement can also be
found when the S-CIELAB measure is used. These results
demonstrate that the proposed demosaicing method is ro-
bust to the input when recovering a full color image from a
Bayer image.

Figure 9 shows part of the demosaicing results of image
19 for visual comparison. It can be observed that the pro-
posed demosaicing method produces an outstanding per-
ceptual result compared with the other evaluated methods.
Especially in the area near the boundary of the fence and
the grass, the proposed method preserves the fine fence
details and produces a result with almost invisible color
artifacts. Some other sophisticated methods such as HPHD
and VCD can also produce comparable results.

Figure 10 shows part of the demosaicing results of im-
age 22 from which one can see the superiority of the pro-
posed method to HPHD and VCD. In Figs. 10�h� and 10�i�,
severe zipper artifacts can be observed at the upper bound-
ary of the wall and in the middle area of the wall. In con-
trast to this, they are significantly reduced in Fig. 10�j�.

It is comparatively easy for a demosaicing method to
produce a good demosaicing performance in smooth re-
gions. The strength of a method is usually reflected by its
performance in handling edge regions. In Table 3, the per-
formance of HPHD, DLMSE, VCD, and the proposed
method in regions of different nature is separately mea-
sured. The region classification is based on the criterion
suggested in Ref. 10. The superiority of the proposed
method is more visible in edge regions.

The IG proposed in this work plays a significant role in
the proposed method. First, it provides information for one
to select appropriate interpolators in green plane interpola-
tion. Second, it guides the interpolation in the G-B and G-R
planes such that final estimates of the missing color com-
ponents can be derived indirectly in green plane enhance-
ment and red �blue� plane interpolation. In the following
Apr–Jun 2010/Vol. 19(2)9
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art of this section, we show how IG contributes to the
nterpolation of the three color planes, and how the IG-
ased green plane enhancement contributes to the overall
emosaicing performance of the proposed method.

Table 4 shows the performance of various decision-
ased demosaicing methods in the interpolation of the G
lane. Specifically, the first row shows their performance in
electing the optimal interpolator among the three defined
n Eqs. �18�–�20� to interpolate a missing green sample.
ere, the optimal interpolator means the one that provides

he best green estimate in terms of MSE. Based on the
elected interpolators, missing G samples were interpolated

Table 1 Performance of different dem

mage
AP

Ref. 12
AF

Ref. 15
EECI

Ref. 11
DLMSE
Ref. 16

1 37.70 37.44 37.99 38.41

2 39.57 40.63 40.49 48.85

3 41.45 42.52 42.64 42.56

4 40.03 40.42 40.51 40.44

5 37.46 37.91 38.04 37.98

6 38.50 37.87 38.10 40.11

7 41.77 42.83 42.73 42.32

8 35.08 35.10 35.20 35.97

9 41.72 42.62 42.58 42.98

10 42.02 42.61 42.52 42.56

11 39.14 39.17 39.46 39.94

12 42.51 42.60 42.63 43.38

13 34.30 33.66 34.38 34.71

14 35.60 36.93 37.13 36.79

15 39.35 39.78 39.49 39.80

16 41.76 40.97 41.16 43.67

17 41.11 41.14 41.36 41.58

18 37.45 37.38 37.73 37.75

19 39.46 40.01 40.13 40.98

20 40.66 41.08 41.33 41.21

21 38.66 38.55 38.96 39.03

22 37.55 38.32 38.28 38.29

23 41.88 42.99 42.91 43.16

24 34.78 34.88 34.82 35.56

Avg. 39.15 39.48 39.61 40.00
ournal of Electronic Imaging 021104-1
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directly to obtain the G plane. No enhancement scheme or
adaptive scheme is used in any algorithms. As the MSE
penalty for a miss varies from pixel to pixel and from in-
terpolator to interpolator, a method that can achieve a
higher hit rate may not be able to provide a G plane of
lower PSNR. However, one can see that the hit rate of our
proposed IG-based selection scheme is higher than the oth-
ers, and the PSNR of its resultant green plane is the highest.
This reveals that IG can effectively detect the edge direc-
tions and contribute to the interpolation of the green plane.

To study the contribution of the IG-based G plane en-
hancement step, three different approaches were imple-

g methods for CPSNR �in decibels�.

PCSD
Ref. 19

VCD
Ref. 20

DEPD
Ref. 21

HPHD
Ref. 22 Ours

36.32 38.53 36.56 39.00 39.96

39.98 40.43 40.40 40.96 40.99

41.82 42.54 41.95 43.01 43.26

39.52 40.50 39.79 40.89 40.56

37.15 37.89 37.18 38.61 38.31

38.72 40.03 38.93 40.53 41.00

41.51 42.15 41.80 43.01 42.64

34.39 36.41 34.94 36.94 37.35

42.03 43.04 42.27 42.90 43.42

41.74 42.51 42.02 42.56 42.83

38.52 39.86 38.83 40.51 40.66

42.63 43.45 42.84 43.88 44.13

32.64 34.90 32.81 35.32 36.03

35.69 36.88 36.36 37.48 37.10

38.93 39.78 39.20 39.81 39.84

42.55 43.64 42.72 44.08 44.47

40.40 41.21 40.37 41.60 41.77

36.23 37.49 36.40 38.02 37.96

39.48 41.00 39.74 41.35 41.79

40.02 41.07 40.05 41.68 41.71

37.27 39.12 37.47 39.60 39.99

37.13 37.97 37.52 38.43 38.48

42.21 42.89 42.50 43.10 43.20

34.38 35.04 34.55 35.25 35.39

38.80 39.93 39.05 40.36 40.54
osaicin

AHDA
Ref. 18

35.17

39.34

41.52

38.87

35.70

37.55

40.87

33.80

41.10

40.77

37.48

41.81

31.41

35.50

38.02

41.37

39.25

35.20

38.44

39.23

36.56

36.46

41.88

33.42

37.95
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ented to complete the demosaicing process after the IG-
ased G plane interpolation. In approach 1 �IG-IRB�, we
ove on to do the proposed IG-based R and B plane inter-

olations without implementing the proposed IG-based G
lane enhancement step. In approach 2 �IG-IRB-ERGB�, vari-
us conventional postenhancement schemes were applied
o the output of IG-IRB to enhance all color planes. Ap-
roach 3 �IG-EG-IRB� corresponds to the full version of the
roposed demosaicing algorithm, in which the IG-based G
lane enhancement is done before the R and B plane inter-
olations.

Table 2 Performance of differen

mage
AP

Ref. 12
AF

Ref. 15
EECI

Ref. 11
DLMSE
Ref. 16 R

1 1.6460 1.6328 1.5060 1.4552 1

2 1.6639 1.5218 1.4880 1.4262 1

3 0.9509 0.8828 0.8608 0.8699 0

4 1.2863 1.2195 1.2099 1.1836 1

5 2.1668 1.9992 1.9431 1.9906 2

6 1.2447 1.2805 1.2137 1.0472 1

7 1.1062 0.9704 0.9742 1.0194 1

8 1.8668 1.7597 1.6898 1.6003 1

9 0.8411 0.7566 0.7734 0.7408 0

10 0.8263 0.7597 0.7661 0.7623 0

11 1.4742 1.4182 1.3413 1.3053 1

12 0.6765 0.6497 0.6404 0.6071 0

13 2.5824 2.7044 2.4381 2.4334 2

14 1.9443 1.7917 1.7172 1.7151 1

15 1.4286 1.3302 1.3230 1.3121 1

16 1.0303 1.0776 1.0347 0.8515 0

17 1.3292 1.2973 1.2791 1.2585 1

18 2.1841 2.0626 2.0695 2.0821 2

19 1.2877 1.1971 1.1858 1.1142 1

20 1.0030 0.9563 0.9277 0.9451 1

21 1.3281 1.3302 1.2413 1.2510 1

22 1.4973 1.3690 1.3949 1.3974 1

23 0.9500 0.8773 0.8931 0.8737 0

24 1.4378 1.3669 1.3350 1.3300 1

Avg. 1.4064 1.3421 1.3019 1.2738 1
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Table 5 contrasts the average performance in different
scenarios. By comparing the PSNRs of different planes ob-
tained with IG-IRB and IG-EG-IRB, one can see that the IG-
based enhancement step boosts up the quality of the G
plane by 2.62 dB. Subsequently, this better G plane helps to
improve the quality of the interpolated R and B planes, as
their interpolation relies on the enhanced G plane.

Another observation is that, from an efficiency point of
view, enhancing a single G plane before R and B plane
interpolations with the proposed IG-based scheme is actu-
ally better than the conventional approach that enhances all

saicing methods for S-CIELAB.

PCSD
Ref. 19

VCD
Ref. 20

DEPD
Ref. 21

HPHD
Ref. 22 Ours

1.7422 1.4630 1.8101 1.4301 1.2747

1.5951 1.4985 1.5866 1.4445 1.4019

0.9325 0.8802 0.9334 0.8444 0.8270

1.3367 1.2156 1.3479 1.1990 1.1737

2.1340 2.0313 2.2147 1.8585 1.8815

1.1426 1.0627 1.1871 1.0164 0.9682

1.0871 1.0329 1.0715 0.9643 0.9827

1.8194 1.5865 1.8824 1.5243 1.4305

0.7873 0.7418 0.7930 0.7743 0.7274

0.8134 0.7727 0.8241 0.7853 0.7519

1.4657 1.3302 1.4986 1.2759 1.2041

0.6532 0.6143 0.6605 0.5951 0.5782

2.9799 2.4453 3.0769 2.3441 2.1993

1.9254 1.7484 1.9172 1.6292 1.6392

1.4622 1.3372 1.4475 1.3287 1.2963

0.9249 0.8710 0.9567 0.8411 0.8107

1.3991 1.3076 1.4382 1.3023 1.2590

2.3639 2.1318 2.3462 2.0613 2.0837

1.2928 1.1439 1.3143 1.1420 1.0715

1.0506 0.9633 1.0796 0.9158 0.8974

1.4471 1.2616 1.4995 1.2028 1.1567

1.5594 1.4495 1.5298 1.3698 1.3977

0.9647 0.9183 0.9438 0.8911 0.8869

1.4697 1.3628 1.5032 1.3165 1.3074

1.4312 1.2988 1.4526 1.2524 1.2170
t demo

AHDA
ef. 18

.6140

.5726

.9296

.3196

.2155

.1348

.1285

.7256

.8179

.8407

.4240

.6554

.7473

.8681

.4597

.9192

.3983

.3892

.2715

.0326

.3612

.5942

.9630

.4876

.4113
Apr–Jun 2010/Vol. 19(2)1

58.132.161.9. Terms of Use:  http://spiedl.org/terms



c
b
p
e
o
p

t
I
w
s
i

Chung and Chan: Low-complexity color demosaicing algorithm based on integrated gradients

J

olor planes at the end. Even though the CPSNR difference
etween IG-IRB-ERGB and IG-EG-IRB is not significant ap-
arently, one can still see that carrying out the IG-based
nhancement step at an early stage can provide a better
verall demosaicing performance at a much lower com-
lexity cost.

As a final remark, we note that, even without the help of
he IG-based enhancement step, the output of the proposed
G-based demosaicing algorithm �i.e., IG-IRB� can still work
ith various conventional postprocessing enhancement

chemes such as Ref. 10, 11, and 25 to provide a demosa-
cing performance better than some conventional demosa-

Fig. 9 Demosaicing results of image 19.
ournal of Electronic Imaging 021104-1
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icing algorithms.12,15,18,19,21 This can be verified by compar-
ing the CPSNRs achieved by IG-IRB-ERGB and the CPSNRs
of the corresponding algorithms in Table 1.

6 Computational Complexity
This section reports the computational complexity of the
proposed demosaicing method in terms of number of addi-
tions �ADD�, multiplications �MUL�, bit-shifts �SHT�, and
absolute-value-taking operations �ABS�. A comparison op-
eration is considered as an addition in our report.

Table 6 shows the number of arithmetic operations re-
quired per involved pixel in different stages of the proposed

Fig. 10 Demosaicing results of image 22.
Apr–Jun 2010/Vol. 19(2)2
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emosaicing method. In this table, �R, �G, and �B denote
he set of pixels carrying R, G, and B Bayer samples, re-
pectively.

The computational complexity of the other evaluated
emosaicing methods is tabulated in Table 7 for compari-
on. The complexity figures for AP, AF, AHDA, and PCSD
re directly taken from Lian et al.15 For VCD,20 DFPD,21

nd HPHD,22 the figures are, respectively, extracted from
heir corresponding papers. As for DLMSE,16 its complex-
ty is derived based on its realization presented in Ref. 16.

From Table 7, one can see that the proposed demosaic-
ng method requires the least computation effort compared
ith HPHD, DLMSE, and VCD, the demosaicing perfor-
ance of which is comparable to ours. In the worst case
here all red and blue Bayer samples are in weak-bias

egions, the proposed method requires totally at most 93.5

able 3 Performance of various demosaicing methods in edge and
mooth regions.

CPSNR �in dB� S-CIELAB

Edge Smooth Edge Smooth

CD20 34.74 41.94 2.3671 1.1313

LMSE16 34.78 42.06 2.3392 1.1042

PHD22 35.05 42.49 2.3188 1.0842

urs 35.37 42.54 2.1885 1.0652

Table 4 Performance of various decision-ba

AHDA
Ref. 18

PCSD
Ref. 19

Hit rate �%� 51.42 49.75

G Plane PSNR �dB� 39.65 39.25

Table 5 Average performance of various enhan
version of the proposed demosaicing method.

Approach IG-IRB

Enhancement scheme — R

G plane PSNR �dB� 40.68 4

R plane PSNR �dB� 38.67 3

B plane PSNR �dB� 38.86 3

CPSNR �dB� 39.26 4

S-CIELAB 1.2839 1
ournal of Electronic Imaging 021104-1
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operations to reconstruct a color pixel on average, which is
at least 67% lower than that required by HPHD, the second
best in terms of CPSNR and S-CIELAB. Comparatively
speaking, the complexity of DLMSE and VCD is closer to
ours, but it is still around 20 to 40% higher. On top of that,
from the simulation results shown in Figs. 10�f� and 10�h�,
one can see some checker patterns and zipper artifacts,
while the situation is better in Fig. 10�j�. Although the com-

mosaicing methods in G plane interpolation.

VCD
Ref. 20

DFPD
Ref. 21

HPHD
Ref. 22 Ours

48.11 50.74 35.55 52.30

40.10 39.54 40.16 40.66

t schemes. IG-EG-IRB is the equivalent at the full

IG-IRB-ERGB IG-EG-IRB

Ref. 10 Ref. 25 Ours

43.02 42.98 43.30

39.32 38.68 39.55

39.62 39.53 39.94

40.29 39.93 40.54

1.2600 1.2839 1.2170

Table 6 Number of arithmetic operations required per involved pixel
in the proposed demosaicing method.

Operational step ADD MUL SHT ABS

Extraction of IGs for
�i , j��ΩR�ΩG�ΩB

16 0 6 4

G plane interpolation for �i , j��ΩR�ΩB

• If �i , j� is in no-bias regions 12 0 5 0

• If �i , j� is in strong-bias regions 14 1 5 0

• If �i , j� is in weak-bias regions 52 1 6 12

G plane enhancement for �i , j�
�ΩR�ΩB

9 9 0 0

Interpolating B samples for �i , j��ΩR 11 9 0 0

Interpolating R samples for �i , j��ΩB 11 9 0 0

Interpolating R/B samples for �i , j��ΩG 14 12 0 0
sed de
cemen

ef. 11

3.37

9.44

9.87

0.49

.2228
Apr–Jun 2010/Vol. 19(2)3
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lexity of AF and DFPD is lower than that of the proposed
ethod, their output quality is low, as shown in Fig. 9. All

hese facts reveal that the cost performance of the proposed
ethod is high.
In our simulations, the average number of arithmetic op-

rations is around 80 per pixel. The execution time for the
roposed demosaicing method to process a Bayer image of
ize 768�512 on a 3.4-GHz Pentium 4 PC with 1024-MB
AM is 0.0948 s on average.

Conclusion
new edge-sensing measure called integrated gradient is

roposed. This measure effectively extracts gradient infor-
ation from a Bayer image in both color intensity and

olor difference domains, and consequently provides reli-
ble and complete information for one to interpolate miss-
ng samples in a Bayer image along an appropriate direc-
ion.

An efficient decision-based demosaicing method is then
eveloped. Under the guidance of the same integrated gra-
ients, the proposed demosaicing method interpolates dif-
erent color planes in different stages. Though the method
pdates the green plane and the corresponding color differ-
nce planes in the course to provide better references for
nterpolation, computationally expensive re-estimation of
ocal gradients based on intermediate interpolation results
s avoided. It guarantees the consistency of the interpola-
ion direction in different color channels, and saves the ef-
ort required to repeatedly extract gradient information
rom intermediate interpolation results at different stages.

Unlike some other demosaicing methods that carry out a
ostprocessing step to enhance all color planes at the end,
he proposed demosaicing method enhances the green plane
efore the interpolation of the red and blue planes based on
he integrated gradients. By so doing, it provides a better
eference for one to interpolate the red and blue planes.
his automatically improves the quality of the resultant red

Table 7 Complexity of various demosaicing me
pixel.

ADD MU

AP 384 3

AF 40.5 10

DLMSE 72.5

AHDA 184

PCSD 149

VCD 48 to 92 16.5 to

DFPD 28.5 0

HPHD 176.5 to 207 81 to

Ours 39 to 59 15 to 15
ournal of Electronic Imaging 021104-1
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and blue planes, and hence eliminates the necessity of an-
other enhancement step for these planes after their interpo-
lation.

Simulation results confirm that the proposed demosaic-
ing method outperforms up-to-date demosaicing methods in
terms of output quality at a complexity of around 80 arith-
metic operations per pixel.
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