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Abstract. A highly efficient circle positioning algorithm, called the two-step optimization 
Hough transform (TSHT), based on multi-resolution segmentation is proposed to solve the prob- 
lems of the offset Hough transform, namely, its large memory overhead, long time consumption, 
and low recognition accuracy. First, using the image feature of the printed circuit board (PCB) 
circular identifier, the target circle is obtained using adaptive image preprocessing, and then, 
images of an acceptable quality are separated by shape quality inspection to improve their 
robustness. Second, using effective interval sampling strategies and gradually controlling the 
accumulative interval of parameters, the TSHT algorithm reduces the memory overhead and 
quickly locates the center at the pixel level. Finally, the center at the sub-pixel level is found 
by the least-squares method for circle fitting. The experiments prove that TSHT, as a result of its 
high robustness, strong anti-noise capability, fast recognition speed, and accuracy, can be suc- 
cessfully applied to a vision positioning system of a solder paste printing machine. © 2022 SPIE 
and IS&T [DOI: 10.1117/1.JEI.32.1.011002] 

Keywords: two-step optimization Hough transform; adaptive image preprocessing; shape qual- 
ity inspection; least-squares method. 

1 Introduction 

The decrease in device packaging sizes and increase in PCB patch density have led to the high 
precision detection of the PCB circular identifier becoming the core of the machine vision posi- 
tioning system.1,2 At present, the center of the circle is most commonly detected with the Hough 
transform (HT).3 Briefly, the image space is transformed into the parameter space, and some 
parameters are used to describe the edge curve. This method shows good robustness and pro- 
duces favourable detection results, even under the conditions of noise, defects, and deformation. 
However, when the parameter space exceeds two dimensions, the computing time and storage 
requirement increase dramatically, making the method inefficient in circle detection. The HT is a 
method for the detection clean lines in its most basic form, although it can also be used it to 
recognize circles and ellipses. The approach is based on the assumption that the edge has been 
spotted, and it is resistant to interference and lacking points. By selecting in the Hough dimen- 
sional space and afterward choosing local maxima in an accumulation matrix, the circular con- 
tenders are created.4 

Randomized Hough transform (RHT)5,6 solves this problem via sampling points randomly in 
the edge image and establishing a link-list data structure for the parameters but also has difficulty 
detecting multi-circle complex images. Improvements can be made by reducing sample points or 
invalid accumulations in the parameter space. Scientists promote randomized circle detection 
(RCD) algorithm,7 which randomly samples four edge pixels—three are used to construct a 
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possible circle and the remaining to confirm whether the possible circle can be promoted to a 
candidate circle, which effects cases involving multiple circles but only modestly affect single 
circles. The RHT differs from of the HT because it uses the geometrical features of analysis 
curvatures to avert to conduct the computational cost election system for each and every non- 
negative pixel of an image, improving the period efficiency and reducing the storage overhead of 
the existing algorithm.8 

Xia et al.9 put forward a new algorithm, called the offset Hough transform (OHT). This 
obtains the mapping coordinate set of all edge points by translating the mapping coordinate 
set of the datum point in the parameter space only using HT,10 which greatly improves the speed 
of single target detection but not the recognition accuracy. Objects that are coherent in the 
Euclidean geometry input images are clearly obvious when examined in Hough parameter space 
because they give curves that meet at a single point. The Hough parameter field is quantized into 
limited periods or accumulation units to apply the transform.11 

In addition, by combining image preprocessing and the final voting process, relevant scholars 
have proposed numerous improved algorithms based on specific application backgrounds. For 
example, Liang et al.12 proposed a novel angle-aided circle detection algorithm based on the 
randomized HT, which ameliorated the sampling method of random sampling points to reduce 
the invalid accumulation. Xie et al.13 fully considers the eight-neighborhood pixel information 
and keeps the Roberts operator’s advantages of high location accuracy and fast speed to improve 
sub-pixel edge detection algorithm. Kumar et al.14 presents a circle HT structure for accurate iris 
localisation. De Melo et al.15 processes images through the circle HT (CHT) method to count 
arbuscular mycorrhizal fungi automatically with neural networks. The CHT is a fundamental 
extracting features approach for detecting circle in defective pictures in image processing. 
Through voting in the Hough dimensional space and afterward choosing local maxima in an 
aggregate matrix, the circular contenders are created.16 

This paper will present TSHT, an algorithm based on multi-resolution segmentation and 
combining image preprocessing with the OHT algorithm. After image preprocessing and 
two-step optimization HT (TSHT), we will find the center of the PCB circular identifier. 

 
 

2 Methodology 

2.1 OHT Algorithm 

2.1.1 Principle of the OHT algorithm 
For a circle, one edge point in the image space can be mapped onto a circle in the parameter 
space by the Hough transformation, and the corresponding circles of all edge points in the 
parameter space must intersect at one point, which is the center of the circle in the image space. 
While implementing the OHT algorithm, all corresponding circles can be obtained by translating 
the circle of the datum point in the parameter space to reduce the time consumption of the HT 
point by point. A datum point is a documented reference point that can be used to do measure- 
ments or analyses. The mark could be based on current place’s speed or a reference. The steps 
can be summarized as follows: 

Step 1: Take point xbase; ybase as the datum point and R as the radius of the original image. The 
mapping coordinate set of the datum point in the parameter space is Fbase for the tradi- 
tional HT. 

Step 2: Find the first edge point x1; y1 . Then, obtain the mapping coordinate set of x1; y1 , 
named F1, by adding the offset (x1 − xbase) in the x direction and (y1 − ybase) in the y direc- 
tion, respectively). At last, all corresponding accumulative values of the elements of F1 are 
accumulated in the parameter space. 

Step 3: Repeat Step 2 and calculate Fn (n ≥ 2). Then, accumulate all corresponding accumu- 
lative values of the elements of Fn. It is important to ensure that all of the edge points are 
involved in the calculation. 

Step 4: Obtain the accumulative value of the maximum in the parameter space, which is the 
corresponding center coordinate of the circle in the image space. 



 

 

2.1.2 Performance analysis of OHT 

1. It is assumed that the circle image is of N row and M column, and the OHT algorithm 
needs M × N scan cycles to determine the number of edge points that participate in the 
transformation. For convenience, the total number of edge points is recorded as Q. To 
obtain the mapping coordinate set of some points, Fbase is translated and the translational 
coordinates are accumulated. At this point, the calculation area for every point in the 
parameter space is 2R × 2R, that is to say, it is a triple loop of 2R × 2R × Q for Q edge 
points. Obviously, this consumes a very large amount of space and time and seriously 
affects the efficiency of the algorithm. 

2. Due to the discretization of coordinates in digital image, the translational mapping coor- 
dinates are not completely the same as the calculational coordinates. Moreover, the edge of 
the circle may appear burred, dislocated, defected, or polluted. Taking this into consid- 
eration, the accumulative value in the parameter space will generate peak diffusion, and the 
real peak will disappear in the noise peak. All of this can lead to a deviation in the cal- 
culation results from the true value. 

 

2.2 Basic Idea of TSHT 
The large amount of edge point transformations involved in Hough algorithms is quite time 
consuming. Although OHT accelerates the speed of calculation greatly through the use of a 
single Hough transformation of the datum point, there are still two limitations. The first is that 
quite a lot of times of accumulative calculations are needed in the parameter space. Second, most 
of existing improved algorithms are based directly on the edge points, whereas the raw data are 
images with noise in practical engineering applications. Thus, the question how to quickly 
acquire edge points from the original image data has real significance. 

In this paper, the TSHT algorithm is proposed to reduce the limitations. First, the target circle 
is obtained using adaptive image preprocessing to locate the effective search area. The method 
employs image identification as a fundamental component to allow the implementation of 
customizable picture pre-processing algorithms, boost the system’s versatility, and allow 
self-adapting behaviors. To validate and verify the study’s validity, real photos from a washer 
manufacturing line are shown. Preprocessing has the potential to break down current industrial 
inflexible supervisory approaches and produce systems that can cope to problem continues and 
time-varying factors.17 Then, high quality images are separated by shape quality inspection to be 
used as accurate data sources. In the process of center positioning, the first-level HT quickly 
obtains the center interval by heavily reducing the number of points involved in the transfor- 
mation in the image space and the number of invalid accumulations in the parameter space. It is 
worth mentioning that this measure can guarantee that the number of calculations is far 
<2R × 2R × Q. The second-level HT rapidly determines the center position at the pixel level 
by further restricting the accumulative range. Using the two-level HT, the center of the circle 
is detected from an approximative level to an accurate level. At last, least-squares fitting for the 
circle is adopted to upgrade the positioning accuracy to the sub-pixel level and, at the same time, 
reduce the influences of burr, dislocation, defects, and pollution. The least-squares method is a 
scientific procedure for deciding the best fit for a group of data locations by reducing the total of 
the spots’ deviations or royalties from of the plotted curve. To forecast the movement of response 
variable, least-squares analysis is employed. 

 

2.3 Image Preprocessing of TSHT 
It is easy to extract edge points of an acceptable quality with the image feature of the PCB 
circular identifier in only three steps: adaptive binarization processing, searching for the largest 
area, and shape quality detection. The adaptive binarization system is preferable for real-time 
computing and can be used on portable devices. It is also the process that turns a grayscale to 
black-and-white, effectively lowering the amount of knowledge image content from varying 
shades. When attempting to identify an item from such a picture, this is a frequent operation.18 
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Step 1: In adaptive binarization processing, it is assumed that the image (Iorg) is in the N rows 
and M columns, and the gray value ranges from 0 to 255. The calculation is as follows: let 
Iorg  g x; y , where 0 ≤ x ≤ M − 1 and 0 ≤ y ≤ N − 1. The whole image is scanned from 
left to right and bottom to top, and the average gray value ave is calculated with 

 N M 

ave 
 1  

g x; y : (1) 
MN y¼1 x¼1 

By taking ave as the reference value, the number of pixels whose gray value is greater 
than ave is computed, and then the pixel-value difference det ave between the acceptable 
pixel gray value and ave is determined. meanave denotes the average value of det ave of 
all acceptable pixels. Next, the average gray value ave0 in the range of ave and 255, which 
can be explained as ave0 ave meanave, is determined, so at this point, the threshold 
range is from ave0 to 255. The circular identifier gray peak is set to index, considering the 
image boundary transition information, and the final threshold selected is Tb, which rep- 
resents the weighted sum of index and ave0. 

m1 
Tb ¼ 

m 
ave0 þ 

(
1 − 

m1
) 

index; (2) 
 

where m1 is the number of pixels whose gray value is ave0, and m2 is the number of pixels 
whose gray value is index. 

Step 2: To search for the largest area, the binary image Ibi is obtained using threshold Tb from 
Step 1. Image binarization is used to turn the target pixels black and the background pixels 
white. The black area contains both the target circle and the noise, with an irregular small 
black connected area. The target circle has the largest connected area in the actual industrial 
image, which means it can be easily found by searching the connected area in the binary 
image Ibi. Finally, the gray values of all pixels included in the target area are set to 0 and the 
background pixels are set to 255, to eliminate the internal small holes for the purpose of 
extracting the target area outline easily and accurately by edge detection method. 

Step 3: Shape quality inspection is performed with the following calculation: let V denote the 
set of all edge points in Ibi, which can be obtained by contour extraction, 

V ¼ fðxvi; yviÞji ¼ 1;2; · · ·  Qg: (3) 

The width range W and height range H of the circle circumscribed rectangle can be easily 
inferred. W is also named Δxv, which is equal to (xv_ max − xv_ min), and H is also named Δyv, 
which is equal to (yv_ max − yv_ min). Among the aforementioned parameters, xv_ max and xv_ min 
represent the maximum and minimum coordinates in the X direction, respectively. The same 
goes for yv_ max; yv_ min, which represent the maximum and minimum coordinates in the Y direc- 
tion, respectively. 

1. Out of W and H, the larger value is named dmax, and the smaller, dmin. Then, Δd is set as 
(dmax − dmin). For convenience, D Δd∕dmin is taken as the difference index for vertical 
or horizontal difference of the circle, and Td is the threshold of the difference index. If 
D > Td, the calculation is terminated due to excessive defects or protrusions, and the 
result is shown in Fig. 1(a). Otherwise, it does not affect the subsequent center location 
because the circle identifier area has an acceptable level of defecting or protruding. While, 
the difference index will fail to exclude the deformations with the same amount of 
differences both in vertical and horizontal directions, caused by defects or pollution as 
shown in Fig. 1(b), a matter that will be further discussed in the next step. 

2. All elements xvi; yvi of the set V are traversed, and then the center of the circular iden- 
tifier contour is calculated as follows: 
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Fig. 1 Unqualified circle contour shape. (a) Image with D > Td ; (b) Image with D ≤ Td ; (c) Image 
with G ≤ Tg . 

 

The center of the circle circumscribed rectangle is calculated as follows: 
 

Favex 
ðxv_ min þ xv_ maxÞ 

; F 
2 

 
 

avey 

 
ðyv_ min þ yv_ maxÞ 

: (5) 
2 

Thus, the difference between the contour center position and circumscribed rectangle 
center position can be expressed as 

Δg ¼ minfjVavex − Favexj; jVavey − Faveyjg: (6) 

G  Δg∕dmin is taken to be the one-way equivalent deformation index, and Tg is the one- 
way equivalent deformation index threshold. If G > Tg, this indicates that the circle has 
severe deformation in the one-way vertical or horizontal direction. Therefore, the calcu- 
lation must be terminated. Otherwise, the subsequent detection of the center cannot be 
affected by the equivalent deformation in the one-way vertical or horizontal direction. 
However, horizontal and vertical equivalent deformation can occur simultaneously in two 
opposite directions, as shown in Fig. 1(c). This cannot be ruled out by merely using G, soa 
further step is required. 

3. The roundness parameter C19 is calculated using equation C 4π · s∕L2, where S is the 
number of pixels within the circular area, and L is the number of pixels of the circular 
perimeter in eight neighborhoods. Ideally, C of the standard circle is 1, but it is usually 
about 0.9 due to the discretization of the image. Furthermore, the circle becomes closer to 
the standard as C increases, and the maximum is still 1. After calculating the D and G 
parameters, the roundness parameters can be used to effectively detect whether horizontal 
and vertical equivalent deformation are occurring simultaneously in two opposite direc- 
tions. Tc is the roundness threshold; if C < Tc, then the process should move to the next 
new image. Otherwise, the situation is acceptable for the subsequent center location. 

In Step 3, the vertical and horizontal difference index D, the one-way equivalent deformation 
index G, and the roundness C are used to detect the quality of the circle contour to acquire 
accurate data for the subsequent TSHT algorithm. 

 
2.4 TSHT Algorithm for Detecting the Circle Center 
Combined with image preprocessing, the THSH algorithm can effectively calculate the center of 
the circle. The specific steps are as follows: 

Step 1: To describe the symbols conveniently, one point xbase; ybase is defined randomly in set 
V as the datum point, and r is defined as the radius. In fact, the inner and outer diameters are 
represented by rin and rout, respectively, where rin dmin∕2, rout dmax∕2. The mapping 
coordinate set of datum points in the parameter space is set as Fbase. Finally, a single HT is 
conducted on the datum point under the conditions of rin and rout, and Fbase, as follows: 

Fbase ¼ fða; bÞjða − xbaseÞ2 þ ðb − ybaseÞ2 ¼ r; rin < r < routg: (7) 

where xbase ranges in rout;M − rout and ybase ranges in rout;N − rout . a; b is the mapping 
coordinate of the transformed circle in the parameter space. 
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Step 2: Set V is sampled with a 3-pixels interval, and the set of sampling points is defined as V 0, 
where V 0  xv

0 
j; yv

0
j j  1;2; ·· · Q 0 . Q 0 is the number of sampling points. It is neces- 

sary to add that only sampling points are involved in the OHT. 
Step 3: According to OHT algorithm, the mapping coordinate of xv

0
j ; yv

0 
j  after the HT is 

named Fj: 
 

Fj ¼ fðaj; bjÞjaj ¼ a þ ðxv
0
j − xbaseÞ; bj ¼ ðyv

0 
j − ybaseÞg: (8) 

The term aj; bj in Eq. (8) is the mapping coordinate of the transformed circle in the param- 
eter space. 

Step 4: In fact, the circle center must be located in the circle-inscribed rectangle, so the accu- 
mulative space in the parameter space is restricted as follows: 
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* rout ; (9) 

− 
pffi

2
ffiffi 

* rout : (10) 
 

Step 5: An accumulator array (A1 aj; bj ) is established and, initially, all elements are set to 0. 
Then, the coordinates of Fj can be accumulated in the three-pixel interval. At the same time, 
to speed up the accumulation, the cumulative range is limited in Eqs. (9) and (10). At last, 
the center position xcent; ycent is obtained through the first-level HT. Obviously, 
xcent; ycent represents the center position with several pixels of error, so the real center 
position can be conclusively determined to be in small areas of m × m. m is assumed 
to be equal to 5. Hence, the expression of aj and bj is as follows: 

 
xcent − 5 ≤ aj ≤ xcent þ 5; (11) 

ycent − 5 ≤ bj ≤ ycent þ 5: (12) 

Step 6: Sample set V pixel by pixel. Repeat Step 2 and Step 3. The mapping coordinate of the 
edge points after the HT in the parameter space is named Fi. 

Step 7: The coordinates of Fi are accumulated, pixel-by-pixel. In addition, to improve the 
speed, the cumulative range is limited in Eqs. (11) and (12). The real center position 
xcenter; ycenter is acquired via the second-level HT. 

Step 8: The distance rvi from every point xvi; yvi to the real center xcenter; ycenter is calculated. 
The reliable radius R is the arithmetic average of rvi. This is shown as follows: 

R ¼ 
 1 X 

r ¼ 
 1 X q

ð
ffiffi

x
ffiffiffiffiffiffiffi

−
ffiffiffiffi

x
ffiffiffiffiffiffiffiffi

Þ
ffiffi

2
ffiffiffi

þ
ffiffiffiffiffi

ð
ffiffi
y
ffiffiffiffiffiffi

−
ffiffiffiffiffi

y
ffiffiffiffiffiffiffiffi

Þ
ffiffi
2
ffi
: (13)

 

 
Step 9: TN denotes the denoising threshold for the boundary. If the absolute value of (rvi − R) is 

>TN, it should be the noise point and can be discarded. Otherwise, the point should be 
retained. 

Step 10: After least-squares fitting using the edge points after denoising processing, the center 
of the circular identifier at the sub-pixel level is determined. 

At this point, a coarse-to-fine circle center detection algorithm is realized. The specific proc- 
ess of the algorithm is shown in Fig. 2. 

 
 

2.5 Performance Analysis of the TSHT Algorithm 
On the whole, TSHT is superior to the OHT algorithm in terms of time consumption, space 
complexity and accuracy. 
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Fig. 2 Implementation of the TSHT algorithm. 
 
 

2.5.1 Low time and space complexity 
During the process of center positioning, the first-level Hough transformation samples the edge 
pixels, with a 3-pixels interval in the image space and accumulates the coordinates of the trans- 
formed circles with a 3-pixels interval, also in the parameter space. At the same time, the accu- 
mulative space is restricted to the inscribed rectangle. From this, it can be inferred that its 

computation amount is approximately a triple loop of 
pffi

2
ffi

R × 
pffi

2
ffi

R × Q. Compared with the 
OHT algorithm of 2R × 2R × Q, the number of calculations required is decreased by 53 times, 
thus, dramatically reducing the memory and time overhead. Based on the first-level Hough trans- 
formation, the second-level HT is equal to a triple loop, with 11 × 11 × Q. Clearly, this requires 
very little computation. Furthermore, the time complexity of the least-squares circle fitting is 
negligible, so it will not affect the time consumption of the algorithm. Therefore, the TSHT 
algorithm significantly improves the efficiency of circle recognition. 

 
2.5.2 Sub-pixel locating accuracy 
The improved algorithm reduces the number of calculations required by 53 times, at the expense 
of a 3-pixel error in the first-level HT by sampling. Then, the second-level HT achieves an accu- 
rate center at the pixel level, with little time consumption. Finally, the least-squares fitting 
method is adopted to upgrade the positioning accuracy to the sub-pixel level.20 In general, the 
TSHT algorithm avoids discrete coordinates and peak diffusion, greatly enhancing the credibility 
of the test results. 



 

 

2.5.3 Strong robustness 
TSHT algorithm excludes the problematic image before center detection by shape quality inspec- 
tion and target image segmentation, which strongly increases the robustness and makes it appli- 
cable to all of the series of PCB images in actual industrial production. 

 
 

3 Results and Discussion 

In this section, the results from five experiments are provided to validate the high speed and 
resolution of the proposed algorithm in different aspects of the rationality of shape quality 
inspection, the speed and accuracy of the algorithm, the ratio of robustness to noise, robustness 
to the non-standard circle, and the performance of the real images. The first four experiments 
were conducted with synthetic images. Synthetic imaging is the method of creating two- 
dimensional diffraction patterns through computational mathematics calculations of accumu- 
lated data rather than the more tool has the ability approach of focusing light rays through camera 
or even other optical elements. In the backup system, the physical image is essentially stored 
digitally. The synthetic image is a two-dimensional array that is mostly applied for picture cre- 
ation. Depending on various forms of signals in the computer animation, the primary arrays value 
of the kind of cover image is assessed and calculated. All of these experiments were performed 
on an Intel CPUAMD Athlon(tm) II X2 250 Processor with 3.0 GHz and 2 GB RAM. The 
operating system adopted was MS-Windows XP, and the programming environment was 
C++ Builder 6.0. 

 
3.1 Rationality of Shape Quality Inspection 
The experiments used synthetic images with dimensions of 1280 × 960. The center was set as 
(500, 500). R was used to denote the radius, and ideal circles were generated based on the mid- 
point circle algorithm. Next, the ideal circles were changed artificially to simulate burring, dis- 
locations, defects, and pollution. To reflect the adaptability of TSHT for different sizes, R values 
of 100, 150, 200, and 250 pixels were used. For each circle of a certain radius, different shape 
changes were made according to the different vertical and horizontal difference indexes D, the 
one-way equivalent deformation index G, and the roundness parameter C. We carried out 50 
experiments for each radius, 200 experiments in total. The proposed algorithm was used to detect 
the center, and the parameters of D, G, and C were measured in every experiment. It was found 
that, when Td ¼ 1∕4, Tg ¼ 1∕5, Tc ¼ 0.7, the center identification error was less than 1 pixel, 
which meets the demand for high-precision positioning. In total, the qualified data included 153 
of the 200 groups. 

Due to space limitations, we only provide 12 sets of experimental data and their correspond- 
ing images, and it is necessary to explain that the images above were of an acceptable quality and 
all had a radius of 150 pixels. Empirical data are recorded in Table 1, where Δgx and Δgy re- 
present the difference in the center position between the circle contour and the circumscribed 
rectangle in the x and y directions, respectively, and Δa and Δb are the deviation values between 
the calculated center and standard center, respectively. All parameters mentioned in this section 
are in pixels. The images that correspond with the data in Table 1 are shown in Fig. 3; specifi- 
cally, the first four images correspond to sequences 1–4 in Table 1, and so on. 

 
3.2 Speed and Accuracy of the TSHT Algorithm 
Four different algorithms were carried out to validate the performance of the TSHT algorithm in 
terms of speed and accuracy, as compared with the RHT (in Ref. 5), RCD (in Ref. 6), and OHT 
(in Ref. 9). As previously mentioned, the dimensions of the synthetic images were 1280 × 960, 
and the center of each image was at (500, 500). The minimum radius was 50 pixels, and the 
maximum radius was 400 pixels. It was assumed that the radius R was the interval of 10 pixels, 
so 36 circles of different sizes could be acquired. Finally, a total of 36 tests were developed. 
The experimental data are shown in Table 2, where t means the execution time (in seconds), 



 

 

 
 Table 1 Shape quality detection (R ¼ 150).  

Image Δd D ðΔgx ; Δgy Þ P C ðΔa; ΔbÞ 

1 0 0.000 (0, 0) 0.000 0.92 (0.000, 0.000) 

2 4 0.013 (7, 62) 0.195 0.78 (0.002, 0.023) 

3 44 0.020 (31, 0) 0.105 0.72 (0.06, 0.078) 

4 38 0.086 (2, 37) 0.134 0.70 (0.686, 0.045) 

5 24 0.086 (3, 27) 0.090 0.82 (0.003, 0.105) 

6 0 0.000 (21, 9) 0.070 0.83 (0.023, 0.006) 

7 10 0.034 (26, 17) 0.090 0.80 (0.028, 0.037) 

8 6 0.020 (47, 0) 0.159 0.71 (0.016, 0.000) 

9 58 0.239 (4, 27) 0.115 0.77 (0.000, 0.406) 

10 40 0.153 (5, 30) 0.115 0.72 (0.148, 0.176) 

11 2 0.006 (48, 44) 0.161 0.70 (0.094, 0.842) 

12 0 0.000 (8, 4) 0.027 0.83 (0.416, 0.038) 

 
 
 

 

Fig. 3 Non-standard circle with a radius of 150 pixels. 
 
 

and Δa and Δb are the deviation values of the calculated center and standard center, respectively. 
Because of the limited space, eight groups of experimental data are presented in Table 2. 

As can be seen in Table 2: (1) considering time consumption only, the detection time of the 
improved TSHT algorithm was stable, at around 200 ms., which significantly reduced the time 
consumption compared to other algorithms. (2) Considering the identification accuracy only, 
the results of the RHT algorithm were limited by the point-to-point distance and the number 
of sampling points. The OHT and TSHT algorithms both showed zero deviation in the process 
of the standard circle. Overall, the TSHT algorithm significantly reduced the time consumption 
to an acceptable range and maintained an extremely high level of accuracy. 
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Table 2 Time and accuracy performance of the four algorithms. 
 

 

 
Image 
sequence 

 
Radius 

R 

RHT RCD OHT TSHT 
 

ðΔa; ΔbÞ t ðΔa; ΔbÞ t ðΔa; ΔbÞ t ðΔa; ΔbÞ t 

1 50 (1, 2) 0.032 (2,1) 0.022 (0, 0) 0.140 (0, 0) 0.171 

2 100 (0, 0) 0.031 (0,1) 0.021 (0, 0) 0.218 (0, 0) 0.172 

3 150 (2, 1) 0.016 (0,2) 0.018 (0, 0) 0.250 (0, 0) 0.172 

4 200 (1, 1) 0.031 (2,2) 0.015 (0, 0) 0.562 (0, 0) 0.187 

5 250 (0, 1) 0.031 (0,3) 0.015 (0, 0) 0.812 (0, 0) 0.187 

6 300 (1, 2) 0.032 (2,1) 0.016 (0, 0) 0.656 (0, 0) 0.187 

7 350 (2, 1) 0.031 (0,1) 0.015 (0, 0) 0.984 (0, 0) 0.188 

8 400 (0, 3) 0.031 (4,1) 0.016 (0, 0) 1.375 (0, 0) 0.203 

 
 

3.3 Robustness to Noise Ratio 
Considering disturbance, different levels of Gauss noise, expressed by the signal-to-noise ratio 
(SNR), were added into the synthetic images. The experimental results are shown in Fig. 4. 
Δs represents the deviation between the standard value and calculated value, which is expressed 

as Δs  
p
Δa2  Δb2. By fully considering the diversity of samples to ensure the credibility of 

the data, each datum in Fig. 4 uses the average value of Δs of 36 different circle sizes from 
Experiment 2. 

We can draw four conclusions from Fig. 4: (1) With an increase in noise density (decrease in 
SNR), the recognition accuracy of the four algorithms decreased to varying degrees. (2) The 
noise had a small effect on the accuracy, compared with the results shown in Table 2, mainly 
due to the edge accuracy, which indicates that the precision of the algorithm is barely affected by 
noise. (3) Most of the Δs shown to be 0 proved OHT good ability of resisting noise, but it didn’t 
mean OHT is better than TSHT for not reflecting the tiny changes at the sub-pixel level. (4) The 
TSHT algorithm produces a maximum error of <0.3 pixels, even in a strong noise environment 
(SNR ¼ 4), which is sufficient to prove a good robustness to noise ratio. 

 
 

 

Fig. 4 The deviation under different SNR levels. 
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Figure 
sequence 

Table 3 Non-standard circle recognition (R ¼ 150). 

RHT RCD OHT TSHT 
 

ðΔa; ΔbÞ t ðΔa; ΔbÞ t ðΔa; ΔbÞ t ðΔa; ΔbÞ t 
 

 

1 (0, 1) 0.031 (0, 1) 0.022 (0, 0) 0.250 (0.000, 0.000) 0.172 
 

2 (3, 4) 0.032 (3, 4) 0.020 (0, 2) 0.656 (0.002, 0.023) 0.170 
 

3 (0, 1) 0.033 (1, 1) 0.020 (1, 2) 0.828 (0.060, 0.078) 0.172 
 

4 (1, 4) 0.016 (1, 3) 0.020 (0, 2) 2.234 (0.686, 0.045) 0.172 
 

5 (0, 2) 0.032 (0, 1) 0.016 (0, 2) 2.265 (0.003, 0.105) 0.175 
 

6 (0, 0) 0.032 (0, 1) 0.018 (0, 0) 0.265 (0.023, 0.006) 0.172 
 

7 (2, 2) 0.031 (3, 2) 0.017 (5, 5) 1.281 (0.028, 0.037) 0.172 
 

8 (6, 1) 0.032 (5, 2) 0.022 (2, 0) 0.842 (0.016, 0.000) 0.165 
 

9 (0, 1) 0.032 (2, 1) 0.018 (12, 1) 1.242 (0.000, 0.406) 0.168 
 

10 (2, 5) 0.031 (2, 5) 0.019 (2, 2) 0.542 (0.148, 0.176) 0.172 
 

11 (1, 1) 0.031 (2, 1) 0.016 (0, 0) 0.390 (0.094, 0.842) 0.172 
 

12 (4, 1) 0.031 (4, 2) 0.016 (0, 0) 0.250 (0.416, 0.038) 0.178 

Average (1.58, 1.92) 0.030 (1.91, 2.00) 0.018 (1.83, 1.33) 0.920 (0.12, 0.15) 0.172 

 
3.4 Robustness to Non-Standard Circle Ratio 
The high speed and precision of the TSHT algorithm was verified theoretically in Experiment 2. 

Now, the identification results of the non-standard circle are used to prove the practicability 
of the algorithm. Here, 153 non-standard circles that met the quality requirements were chosen 
from Experiment 1 to be tested. At the same time, the Gauss noise was set as SNR  12. There is 
insufficient space to cover all of them here, but 12 images are provided, which are shown in 
Fig. 3. The results are shown in Table 3. 

The 12 data sets in Table 3 basically reflect the experimental results of the 153 non-standard 
circles. It can be seen in Table 3 that almost each datum, calculated by the RHT, RCD, and OHT 
algorithms, produced error, and the maximum average errors were 1.58, 2, and 1.83 pixels, 
respectively; these values are insufficient for use in practical applications. Nevertheless, the pro- 
posed TSHT algorithm achieved an error rate of 0.2 pixels for non-standard circles, which meets 
the quality requirements with sufficient recognition speed. 

 
3.5 Actual Circle Identifier Image Test 
To verify the detection effect for actual images rather than simulated ones, we take 100 images 
from a CCD industrial camera with a resolution of 1280 × 960 were tested. The proposed TSHT 
algorithm was adopted to illustrate its performance, as shown in Fig. 5. The proposed algorithm 
obtained correct results for the 100 randomly captured images. In terms of time consumption, 

 
 

 

Fig. 5 Actual circle identifier images. 



 

 

the image processing took <200 ms, and the TSHT also consumed less than 200 ms, so the total 
execution time was far <0.4 s. Therefore, we have strong reason to believe that the proposed 
algorithm can satisfy actual production requirements. 

 
 

4 Conclusions 

Through combing image pre-processing with OHT algorithm, this paper presented the new pro- 
posed Two-step optimization HT based on multi-resolution segmentation to improve the exe- 
cution-time performance as well as the detection accuracy of OHT algorithm. Two innovations 
were developed and explained clearly. The first innovation was adaptive pre-processing and 
shape quality detection, which can offer an acceptable circle and research area divided from 
the original image while strongly increasing the robustness. The second innovation was the use 
of effective interval sampling strategies in the image space and gradually controlling the accu- 
mulative interval in the parameter space through the two-level HT to reduce the memory over- 
head and quickly locate the circle centre at the pixel level. Finally, least-squares fitting was 
adopted to upgrade the positioning accuracy of the circle centre to the sub-pixel level. 
Based on the test images, the experimental results shown in this paper demonstrated that the 
improved algorithm, with its high robustness, strong anti-noise ability, fast recognition speed, 
and high accuracy, significantly improved circle detection algorithm. Consequently, it is a suit- 
able high-speed and high-precision identification system. 
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