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Abstract

Many chronic diseases, including obesity and cancer, are related to diet. Such diseases may be 

prevented and/or successfully treated by accurately monitoring and assessing food and beverage 

intakes. Existing dietary assessment methods such as the 24-hour dietary recall and the food 

frequency questionnaire, are burdensome and not generally accurate. In this paper, we present a 

user interface for a mobile telephone food record that relies on taking images, using the built-in 

camera, as the primary method of recording. We describe the design and implementation of this 

user interface while stressing the solutions we devised to meet the requirements imposed by the 

image analysis process, yet keeping the user interface easy to use.
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1. INTRODUCTION

Many chronic diseases, including obesity and cancer, are related to diet. Such diseases may 

be prevented and/or successfully treated by accurately monitoring and assessing food and 

beverage intakes. Existing dietary assessment methods, such as the 24-hour dietary recall, in 

which a dietitian interviews an individual about foods and beverages consumed in the last 24 

hours; and the dietary record, which relies on the individual to record on paper the details of 

foods and beverages consumed at each eating occasion, tend to be burdensome and prone to 

error due to omissions and memory [1–5].

With the burden and inaccuracy associated with existing dietary assessment methods and 

with the enormous advances in technology, the need for new methods that rely on 

technology seem inevitable. Studies show that dietary records running on a mobile telephone 

promises to be a valuable tool for dietitians and researchers in dietary assessment [6–8]. 
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Today, mobile telephones are bundled with many features. These features include a built-in 

camera, network access, location information retrieval, an accelerometer, and many more. 

Such advancements in the mobile telephone technology allow for enhancing dietary 

assessment methods to reduce the major barriers to accuracy.

In this paper, we focus on describing a user interface we developed for mobile telephones for 

dietary assessment using images, which are captured via the built-in camera, as the primary 

method of recording. Such a user interface can be used as the front end for image-based 

dietary assessment systems such as those described in [9–15].

2. RELATED WORK

Several online and mobile telephone applications exist today that can be used to manually 

record food intake. Examples of such applications are Restaurant Nutrition [16] and Tap & 

Track [17]. These tools provide two main advantages over existing paper-based methods, 

they make records easier to keep and perform calculations automatically. However, such 

methods clearly do not make the recording process easier for the user nor do they help 

increase the accuracy of the food intake estimation. On the other hand, the methods 

presented in [9, 11, 14] rely on taking images of eating occasions as the primary method of 

recording, which helps address the problems mentioned above.

An online system known as FoodLog [11] relies on the users to take images of their eating 

occasions using a camera and then send the images to the system by email. FoodLog uses 

image analysis methods for food identification from which the nutrients can then be 

calculated. Although FoodLog shares many similarities with other systems [9, 14], it is not a 

dedicated mobile application but a web application. A dedicated mobile application would 

offer several features that cannot be available in a web-based system. For example, with a 

dedicated mobile application the user can be reminded to take images of eating occasions 

and can be better assisted to take images in a specific way that would help the automated 

analysis process achieve more accurate results. One of the important contributions of our 

work is in designing a user interface that is easy to use yet satisfies the requirements 

imposed by the automated analysis process. To our knowledge such issues have not been 

addressed in any previous work. Before closing this section, we would like to emphasize that 

our application is the result of several user studies involving more than 170 individuals [18–

20]. Our system has images from these studies and the training images for these studies 

which represents about 11,000 images.

3. SYSTEM OVERVIEW

The mobile user interface described in this paper was developed as part of our complete 

image-based dietary assessment system presented in [9]. In this section, we briefly describe 

our dietary assessment system, presented in [9], which employs a client-server 

configuration. The architecture of this dietary assessment system is shown in Figure 1 and is 

generically similar to the architecture used in [14]. A user begins the process by capturing 

images of foods using the built-in camera in the mobile telephone, and then the images, 

along with information about the images, are sent to the server (step 1) for food and 
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beverage analysis (steps 2 and 3). The analysis part is done on the server due to its 

computational resource requirements. The analysis process consists of two main parts: food 

identification and volume estimation [9]. The analysis results are then sent back to the 

mobile telephone for the user to review and confirm (step 4). After the server obtains the 

user confirmation, dietary intakes are stored in a specific database on the server that is used 

for finding the nutrient information using the Food and Nutrient Database for Dietary 

Studies (FNDDS) database [21] (step 6). The FNDDS database contains the most common 

foods consumed in the U.S. and their nutrient values. Finally, the results can be made 

available to the research community or to healthcare professionals (step 7). In this paper we 

focus on the design and implementation of the client side for such a system. We have 

implemented the user interface on the Apple iPhone device.

4. MOBILE USER INTERFACE

In this section, we discuss in detail the design and implementation of the mobile user 

interface for an image-based dietary assessment system. Although the mobile telephone user 

interface and the server system seem to be separate, the mobile user interface cannot be 

designed independently of the server. Our strategy was to develop a user interface that is 

easy to use and intuitive given the requirements imposed by the food analysis system.

Our current application consists of three main views, which the user can access using a tab 

bar. The views are titled Record, Review, and More and appear on the tab bar from left to 

right in this respective order, as shown in Figure 2. The Record view is used for capturing 

images of eating occasions, while the Review view is used for reviewing the results of the 

image analysis received from the server, and finally the More page provides general features 

of the application.

4.1 Recording Eating Occasions

In our system, the user records eating occasions by capturing images of foods and beverages. 

In Figure 2, the recording view, titled Record, is shown on the left, which consists of two 

primary buttons, one for taking an image before eating and another for taking an image after 

eating. For fast and efficient use, when the user launches the application, the first view is the 

Record view. The buttons are purposely large to aid the user in quickly identifying and 

tapping on the right buttons. When at other views, the user can go to the Record view by 

choosing the button titled Record from the tab bar on the bottom of the application screen. 

Through feedback from users in user studies, we found that limiting the record options to a 

simple, “before eating” and “after eating” best accommodated an eating occasion, as well as 

second helpings. In the latter case, taking an “after eating” image prior to adding more food 

and then taking another “before eating” image after adding more food was found to be a 

more intuitive solution from the user perspective [10].

4.1.1 Image Acquisition—A very crucial step in the recording process is the image 

acquisition, which has a great impact on the performance of any image-based dietary 

assessment system. One role of the mobile interface is to assist the user in capturing useful 

images. The image is considered to be “useful” if it meets certain requirements that allow 

the back-end processing on the server to analyze and extract food information from the 
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image. Particularly, the image is required to: (1) have food placed on a flat surface with all 

foods appearing in the view, (2) have no highlights or shadows in the view, (3) have the 

fiducial marker (checkerboard)* in the view and placed to the lower left of the food, (4) be 

captured in landscape view with a specific orientation, and (5) have a view angle between 45 

and 60 degrees from the horizontal.

We developed specific solutions in our mobile interface to aid the user in meeting these 

image requirements and particularly requirements 3 to 5. In order to ensure that the user is 

aware of these requirements and to address the remaining requirements, we implemented 

tips in the form of an alert message that pops up before the user takes the image (Step 1 in 

Figure 3). These tips can be turned off in the user settings. For requirement 3, we utilized the 

method presented in [22]. This fast method for searching for the fiducial marker in an image 

executes on the mobile telephone and provides immediate feedback. If the fiducial marker is 

not found, the user is asked to either retake the image or save it anyway when a fiducial 

maker is not available (Figure 4). In addition to checking for the presence of the fiducial 

marker, we implemented a fast algorithm for blur detection that was also developed in [22]. 

This is also performed as part of the image quality checking step of Figure 4. If the image is 

blurry the user is asked to retake the image, similar to the case of a missing fiducial marker. 

For requirement 4, we display two labels with titles Top and Bottom in the camera view to 

indicate landscape mode and to show where the top and the bottom of the image should go 

(Step 2 in Figure 3). For requirement 5, we use the accelerometer of the mobile telephone to 

extract the angle information of the telephone, which we use to at least ensure that the user is 

not taking a top view or a front view of the foods and beverages. This is important for the 

volume estimation analysis performed on the server. To guide the user to the correct position 

(i.e. landscape view with correct angle) of the mobile telephone, we display guidelines on 

the top and bottom of the camera view that go under the Top and Bottom labels. These lines 

and the Top and Bottom labels are in red when the camera is not in the correct position and 

turns green when it is in the proper position. We added a camera assistant in the form of 

small-font words displayed in the middle of the camera view in order to aid the user in 

reaching a proper position. The camera assistant can be turned off in the user settings in 

order to have a clear view in the camera whenever the user feels confident and trained 

enough to take a proper image.

4.1.2 Saving Eating Occasion Information—For each eating occasion, we compress 

and save the images on the mobile telephone and, in addition to that, we write the 

information of each eating occasion into a specific file with a .rec extension (we call the rec 
file). This information includes the device ID, user ID, date and time of the eating occasion, 

along with the file names of the before and after eating images. The date and time of the 

eating occasion correspond to the date and time of the before eating image. If the user allows 

the application to use the location services of the mobile telephone, we save the GPS 

location information, when available, of each image into a specific file with .gps extension 

(we call the gps file).

*A fiducial marker is an object that is required to appear in the acquired images to aid in the automated analysis process performed on 
the server. It aids in geometric and color correction of the images [22].
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4.1.3 Communication—Once the “after eating” image is captured and saved, the data for 

the specific eating occasion, including the images, the rec file, and the gps file are sent to the 

server. In order to avoid losing any eating occasion, we keep track of the status of the 

communication of each eating occasion by adding the corresponding rec file name to a list 

and use a flag to indicate whether the eating occasion data was successfully received by the 

server. If a network connection is available and all the required files of the eating occasion 

are received by the server, then an alert message is displayed on the screen notifying the user 

of successful communications (Figure 5 left) and the flag of eating occasions is set to 

indicate the successful communication of the eating occasion. If a network connection is 

unavailable, the user will be notified in an alert message and then a button on the top-right of 

the screen is displayed to indicate the number of unsent eating occasions (Figure 5). This 

button can be used for sending the unsent eating occasions to the server again. The button is 

hidden when all eating occasions have been received by the server.

4.2 Reviewing Eating Occasions

In our application, we implement a dedicated view for reviewing eating occasions. The user 

can always navigate to this view, titled Review, by choosing the button titled Review from 

the tab bar on the bottom of the application screen. The Review view is shown in Figure 2 in 

the middle. This view consists of a list of eating occasions that are ready to be reviewed and 

a button on the top-right of the screen that is used to check and download any new results 

available on the server. When the user taps this button, which we call the Refresh button, the 

application checks for new results on the server. If no new results are available on the server, 

the user is then notified about this, otherwise, the results are downloaded in a file with 

extension .tag (we call this file a tag file) and the eating occasion is then added to the list 

indicating that it is ready to be reviewed. We list the eating occasions by showing a 

thumbnail of the before eating image and the date and time of the eating occasion. The tag 
file has the same name as its corresponding before eating image and includes the suggested 

foods, with their names and FNDDS database codes, and the pixel location for each 

identified food in the image.

To begin reviewing an eating occasion, the user can choose the eating occasion from the list 

in the Review view. The before eating image is then displayed in landscape view with the 

food labels placed on the image according to the results received from the server (Figure 

6(1)). The labels are in the form of pins pointing to the food and a bubble that includes an 

abbreviated food name of 15 characters or less, due to the small screen space constraints. We 

use different colors to differentiate labels, to help the user in understanding bubble-pin 

correspondence. However, we reserve the green color for confirmed labels. The user can 

zoom in to have a better view of the location of the pins (Figure 6(2)), which is important 

when labels happen to be overlapping.

To edit the labeling of the food, there are four main operations: change the food shown in the 

bubble, remove the label, confirm the label, or add a label. To do any of the first three 

operations the user has to tap on the bubble of the label and then a list consisting of three 

different sections with a search bar on top is displayed as shown in Figure 6(3). The sections 

have the titles, and also appear in the respective order, Confirm/Remove Pin, Suggested 
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Food, and Complete Food List. Under the Confirm/Remove Pin, the options to confirm and 

remove pin are listed. When the label is confirmed, the colors of both the bubble and its 

corresponding pin are turned to green. In the Suggested Food section, four suggested foods 

are listed in order of likelihood as received from the server. The third section, which is the 

Complete Food List, lists all foods available in the database on the telephone. Within the 

Suggested Food and the Complete Food List sections, each food occupies two lines of text. 

The first line corresponds to the abbreviated food name visible on the screen. The second 

line of text contains more detailed information about the food, for example, in the case of 

“cake”, the detail indicates “cake, cupcake, chocolate, w/ icing or filling” (Figure 6(3)). In 

Figure 6(4), the abbreviated “diet coke” is listed twice in the search result. However, the 

second line reveals two choices to be distinct, i.e., “soft drink, cola-type, decaffeinated, 

sugar-free” or “soft drink, cola-type, sugar-free.” Thus, a user could specify whether the cola 

in the image was decaffeinated or not, which is a feature that cannot be determined from 

image analysis. We have as well implemented an incremental searching mechanism that 

would help the user in quickly searching the list. The user can search by using the search bar 

that is located above the list, as show in Figure 6(4). The user can type-in a new food name 

if it is not found in the list. We reserve the last item in the list of the Complete Food List 
section and the last item in the list of results of searching (Figure 6(4)) to be used to go to 

the screen where the user can type-in a new food. This screen, which we call food not listed, 

is shown in Figure 6(5).

For the fourth operation, which is adding a label, the user has to choose the Add button from 

the tool bar to start adding a label. Then, the toolbar displays two buttons; one with a pencil 

image and the other one to cancel adding a pin. After zooming to the food that is to be 

labeled, the user can choose the pencil button to start drawing, using the touch screen, a 

contour around the food. The information about the contour represented in points is saved in 

a file with extension .pts (we will call the pts file). After drawing the contour, the user can 

either choose to clear the contour or use it. If the user chooses to use the contour, then a list, 

consisting of the Complete Food List section only, is shown. After choosing a food, a pin, in 

green color indicating that the pin is confirmed, is added to the image at the appropriate 

location with the name of the chosen food appearing in the bubble. The whole process of 

adding new labels is shown in Figure 7. We consider this method of adding labels by 

drawing contours around the food to be a significant contribution to the implementation of 

user interfaces of such applications, because it allows the user to add a food label in a simple 

way, and more importantly, allows for description retrieval using the contour of the added 

food, which is made accurate by the zooming capability. The information about the contour 

of the food is sent to the server to help the automatic process performed on the server to 

learn and hence reach better results in the future.

After the user completes the labeling of the image, i.e. all the labels are in green color, the 

user can choose the Confirm button placed in the middle of the toolbar (Figure 6(1)). Then, 

the updated tag file is sent to the server along with a single pts file that is created by 

appropriately merging all the pts files of the user-added labels. If a network connection is 

available and the communication with the server was successful, the user is then notified 

using an alert message with an OK button. After the user taps on the OK button, the 

application goes back to the review screen with the confirmed eating occasion removed from 
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the list. On the other hand, if a network connection is unavailable and hence communication 

of the files to the server is unsuccessful, the user is informed about that, and whenever the 

user chooses to review this specific eating occasion in the future, he/she will be asked to try 

and resend the data to the server by choosing the Confirm button again.

5. CONCLUSIONS

In this paper, we presented a mobile telephone user interface for an image-based dietary 

assessment system. We described the design and implementation of the user interface with 

focus on the solutions we devised to meet the requirements imposed by the image analysis 

system. Our strategy was to develop a user interface that is easy and intuitive given these 

requirements. We developed the mobile application for the Apple iPhone and tested it in 

various user studies (presented in [18–20]) involving more than 170 users that acquired just 

over half of the 11,000 images in our system’s database.
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Figure 1. 
Architecture of an image-based dietary assessment system [9].
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Figure 2. 
Main views of the application.
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Figure 3. 
Image acquisition process.
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Figure 4. 
Image quality checking.
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Figure 5. 
Communication with the server after taking image pair.
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Figure 6. 
Image labeling in the review process.
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Figure 7. 
Adding a new food label to the image.
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