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On Improving the Pooling in HDR-VDP-2 towar ds Better HDR
Per ceptual Quality Assessment

Manish Narwaria, Matthieu Perreira Da Silva, Patrick Le Callet, Romuald Pepion
LUNAM University - IRCCyN CNRS UMR 6597, 44306, Nantes, France

ABSTRACT

High Dynamic Range (HDR) signals capture much higher contrasts as eahipathe traditional 8-bit low dynamic
range (LDR) signals. This is achieved by representing the visual signal viesuhlat are related to the real-world
luminance, instead of gamma encoded pixel values which is the cadeDMthTherefore, HDR signals cover a larger
luminance range and tend to have more visual appeal. However, duehimhier luminance conditions, the existing
methods cannot be directly employed for objective quality assessmidBtRokignals. For that reason, the HDR Visual
Difference Predictor (HDR/DP-2) has been proposed. HDIROP-2 is primarily a visibility prediction metric i.e.
whether the signal distortion is visible to the eye and to what extent. Nevestlieldso employs a pooling function to
compute an overall quality score. This paper focuses on the pooling aspétbRAVDP-2 and employs a
comprehensive database of HDR images (with their corresponding subjatitigs)to improve the prediction accuracy
of HDR-VDP-2. We also discuss and evaluate the existing objective methods and providpecies towards better
HDR quality assessment.
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1. INTRODUCTION

High Dynamic Range (HDR) has been gaining popularity in academiadnstry in recent timésThe reason is that
with HDR we can represent the real physical luminaofca natural scene. As opposed to this, traditional low dynamic
range (LDR) content allows limited range due to the limitations of capturéigpidy devices. Therefore, LDR usually
defines a white point or the maximum reachable luminance. For exaymtal 8-bit representation assumes 255 as the
maximum level. This has the consequence of shrinking the actua stensities within the defined limits obviously
leading to loss of visual details and in turn the perceptual quality. Oawthiee hand, HDR values are related to the
scene intensities. Thus, there is a unique white point for each sceneD&hddmtent is often described as scene-
referred. Such scene-referred visual signals tend to be visualeyappealing as they can represent the dynamic range
of the visual stimuli present in the real world. Not surprisingly, tinergence of HDR is seen as an important step
towards improving the visual quality of experience (QoE) of theuseds.

While HDR imaging offers obvious advantages over the traditional LD®Rents in terms of better visual quality of
experience (QOoE), it comes with the price of much larger storage spacemegiges compared to an LDR file. For
instance, an HDR image may occupy 4 times the space needed BRavetsion of the same imagéSo there is need
for research into effective HDR compression schemes and this thenafoleen an important research area. A crucial
and related issue is that the existing coding architectures have becomeadinlgyd standards supported by almost all
software and hardware equipment dealing with digital imaging. As a result| e of great interest to design HDR
compression schemes that are compatible with existing coding architecturestgxisirgily, substantial research effort
has been put into designing HDR compression systems that are baclongpdtiblé * *with the standard image (e.g.
JPEG and JPEG 2000) and video coders (e.g. H.264/AVC).

Due to the requirement of backwards-compatibility, HDR compressioigatiyp introduces artifacts due to three
reasons. First, tone mapping is often exploited to reduce the dynamic faAfé&an a typical backward-compatible
HDR compression pipeline. This causes loss of visual details. Second, the campatgsithm (eg. JPEG, MPEG)
itself leads to loss of visual quality (eg. JPEG can introduce blosjinesstly, the inverse tone mapping is employed to
rescale the dynamic range of the compressed bit-stream data. Again, toverseapping being a lossy process can
damage the perceptual quality. Thus, the decompressed HDR sigeeajjaes several processes all of which potentially
decrease visual quality. This gives rise to the need of proper validafp@maeptual quality in order to provide the end-
users with minimum acceptable quality HDR content.



2. BACKROUND

Even though subjective assessment of visual quality remains tkdé standard, its deployment is difficult in some
situations (eg. real-time HDR compression). Thus, there is obviaustyong need to develop objective computational
models that can predict the perceptual quality of HDR signals in an objewiveer. Such models will be extremely
useful in an HDR processing pipeline for predicting the visual qualityafassed HDR images/videos. Unfortunately,
the conventional objective visual quality prediction methods do not take intorddbeduminance range and typically
assume that the input pixel values are perceptually uniform. As a result, thesebeansed in case of higher luminance
conditions as is usually the case with HDR visual signals. Recérel{yDRVDP-2 algorithn? has been proposed. It is
an extension of the Visible Differences Predictor (VDP) algorithm. The NDR-2 uses an approximate model of the
human visual system (HVS) derived from new contrast sensitivitysunements. Specifically, a customized contrast
sensitivity function (CSF) was employed to cover large luminance msgempared to the conventional CSFs.

HDR-VDP-2 is essentially a visibility prediction metric. That is, ibpides a 2D map with probabilities of detection at
each pixel point and this is obviously related to the perceived quaistuse a higher detection probability implies a
higher distortion level at the specific poilevertheless, in many cases, it is crucial to know an overall quality score
(rather than just the local distortion visibility probabilityp.ooling is a crucial aspect in converting local error
distribution into a single score that denotes the perceptual quality and the kisual system (HVS) can very easily do
that accurately. But it is much more difficult to realize that in an obgcfiality prediction model given the underlying
complexities and lack of knowledge of the HVS's pooling mechanisiisshédfieved that multiple features jointly affect
the HVS’s perception of visual quality, and their relationship with the overall quality is possibly nonlinear and difficult

to be determined aprioriTherefore, the approach that HDRDP- takes is that finding the pooling parameters via
optimization of correlation with subjective scores.

In its original implementation, the authors of HDR-VDP-2 tried overd#ferent combinations of aggregating (or
pooling) functions. These included maximum value, percentiles §095) and a range of power means (normalized
Minkowski summation) with the exponent ranging from 0.5 toTl&e aim was to maximize the value of Spearman's
correlation coefficient in order to find thieest pooling function and its parameters. While HIMRP-2 is fairly
comprehensive method for HDR quality assessment, there is an issueggitds to pooling in HDRDP-2. This is
related to parameter optimization. That is, the parameters of the pooling fuirctleBR-VDP-2 were found by
maximizing (optimizing) correlation using existing LDR image databasesefner its effectiveness in predicting the
visual quality of HDR images is questionable given the different chaistimerLDR and HDR images especially in
terms of distortion visibility and overall visual appeal. To address thapreygse to compute the pooling parameters
via optimization using HDR content. In the following, we first describe theeldpment of a comprehensive HDR
database and use it for parameter optimization.

3. SUBJECTIVE DATABASE FOR HDR VISUAL QUALITY

In this section, we will give a brief description of how we developed the lgldtity database. This will be used
important for parameter optimization in HDR-VDP-2 as explained in theseexion. Further, the HDR database will be
the test bed for evaluating and comparing the performances of objedty grediction methods. For developing the
HDR database, we considered a total of 10 reference HDR scenes and twaf ifiséstions: JPEG and JPEG 2000
compression artifacts. To our knowledge, our efforts are getdhe first ones to introduce a comprehensive HDR
image database with subjective scores. Wilk be of immense value to the research community given the lack of
publicly available databases for HDR content quality evaluation.

3.1 Test Material Preparation

First, we generated the HDR stimuli with JPEG distortions. For that we dtbseference (i.e. undistorted) HDR
scenes, 7 compression bit rates so that the resulting visual quality twvergtire range i.e. from excellent (rating 5) to
bad (rating 1). Since HDR compression involves tone mapping operator (TWM®©)employed the image color
appearance model iCAMO6 algoritAnAlso, two optimization criteria were used. As a result, we obtained a totaDof 14
compressed HDR images (10 reference images x 1 TMO x 2 optimizatioioanr#er bit rates). With the inclusion of
10 reference scenes, we have a total of 150 images, i.e. 150 conditidhseference images x 15 conditions per
reference image, to be evaluated by subjects. The keen reader is ated tefeur previous wotkfor further details.



For JPEG 2000 distorted content, we chose 6 reference HDR scenes. dasthi we selected 5 TMOs: 3 local and 2
global ones. The local TMOs include the ones proposed by AshikRéinhard® and Durandf. For global TMOs, we
chose the logarithmic TMO and the global version of the TMO propog&kinhard. Seven bit rates were chosen such
that the resulting visual quality covers the entire range i.e. fromlexcérating 5) to bad (rating 1). As a result, we
obtained a total of 210 decompressed HDR images (6 reference scenes x 5 THiOsateZ). With the inclusion of the

6 reference scenes, we obtained a total of 216 still HDR images, i.e. 21oosnd 6 reference scenes x 36 conditions
per reference image, to be evaluated by subjects.

3.2 Subjective Testing

Observers were seated in a standardized room conforming to the Internalieleabmmunication Union
Recommendation (ITU-R) BT500-13 recommendatianor displaying the HDR images, SIM2 HDR47E S 4K
display® was used. The HDR47E S 4K is a 47-inch, 1080p LCD TV with maximisplagable luminancef 4000
cd/m2 The viewing distance was set to three times the heiglteo$dreen (active part), that is approximately 178 cm
and the room illumination was set to T8in2

For rating thedecompressed HDR images, we adopted the absolute category rating with lEtitenae (ACR-HR)
which is one of the rating methods recommended by the Internatiefdommunication Union (ITU) in Rec. ITD-
P.910* For rating overall quality, a five-level scale is used: 5 (Exceller{(gobd), 3 (Fair), 2 (Poor) and 1 (Bad). A
total of 27 observers (16 males and 11 females) were employeldE® While 29 observers (14 males and 15 females)
subjectively evaluated the visual quality for the case of JPEG. 2000bservers naive (not expert in image or video
processing) for the purpose e study. We also employed post-experiment screening of tjectsiin order to reject
any outliers in accordance with the Video Quality Experts Group (VQEG)madta test plafi. Analysis per processed
image and per source (i.e. reference) image was performed and ¢ase, none of the observers was rejected. The
mean opinion score (MOS) for each stimuli was obtained by averagirsgdnes for that stimuli from all the observers.
The keen reader is also referred to our previous Workdor further details on the test material preparation and the
subjective experiments.

4. IMPROVING QUALITY PREDICTION WITH HDR-VDP-2

In this section, we first give brief and relevant details of H\IRR?-2. Then, we will outline the method to improve
prediction performance based on optimization with HDR content.

4.1 Brief review of HDR-VDP-2

The HDR Visual Difference Predictor (HD®RBP-2) algorithm is primarily designed for predicting the visibility of
distortions in HDR images. To that end, HDM®P-2 provides a 2D map with probabilities of detection at each point
and this is obviously related to the perceived quality because a higher depecbability suggests a higher distortion
level at the specific point. Nevertheless, as an extension to provide an ovaliéjl spore, HDRVYDP-2 also employs
pooling strategy so that the detected features can be pooled (fuseasingde number that denotes the overall quality
scores for the image. Towards that end, the authors of MIDR=2 tried over 20 different combinations of aggregating
(or pooling) function¥ These included maximum value, percentiles (50, 75, 95) and @ mingower means
(normalized Minkowski summation) with the exponent ranging fofto 16. The aim was to maximize the value of
the Spearman's correlation coefficient in order to find ltbet pooling function and its parameters. The resulting

expression to predict quality scd@ewas defined as:
F O

Q=?1OZ w |og(llgoz[f,o](i)+gj 8

f=1 o=
wherei is the pixel index, = 10° is a constant to avoid singularities wheris close to 0, ané| o are respectively the
spatial frequency band and orientation indices of the steerable pytamithe total number of pixels and the per-band

weighting W; was found by maximizing the correlation with an LDR image quadlitabase.

4.2 Improved Optimization of Pooling in HDR-VDP-2

As mentioned, the per-band weighing, was obtained by optimizing with an LDR database. This is problematic

because the characteristics of LDR content are different from thétieRespecially with regards to perceptual quality.
More specifically, the influence of spatial frequencies on the perceptafityqoan be different in HDR and LDR.



Consequently, it is necessary to find the per-band weighting usirfg ¢tibtent. To that end, we employed JPEG
compressed HDR images and their corresponding ratiBgsause the subjective ratings and the HDR-\ZDP-
predictions are not in the same range, a logistic mapping function afllinveihg form was employed before computing

the RMSE:
1 1
Q =ﬂ[— Jw @
12 Lrep®,Q-4))
whereQ denotes the objective score aQgrepresents the logistically transformed value gndare the parameters of

the logistic curve.

Let lekand S denote the logistically transformed HDRBP-2 score and the subjective score for kKleimage and
assume there aidimages Thefunction to be minimized can be obtained as

min > (Q,-S.f ®

Wi

To solve forw, by minimizing the above functionye employed the Nelder-Mead simplex algorithwhich is widely

used for minimizing real-valued functions. The Nelder-Mead method piitetm minimize a scalar-valued nonlinear
function of n real variables using only function values, without any derivative rimdition (explicit or implicit). It
maintains at each step a hondegenesiatplex a geometric figure in dimensions of nonzero volume that is the convex
hull of n + 1 vertices. Each iteration of a simplex-based direct search method betira simplex, specified by its+

1 vertices and the associated function valuBsme or more test points are computed, along with their functioesjalu
and the iteration terminates with bounded level sets. The optimized weigluistained were then used to predict the

quality scores for JPEG 2000 compressed images. Therefore, thet emnpdoyed for optimization is different from the
testing set. Note that there are a total of 216 HDR images for this conditiother reason for using these sets of
images for performance evaluation is related to their processing. Retathe database for JPEG 2000 compressed
HDR images the perceptual quality is not only affected by the comprassebut also depends on five tone mapping
operators.

5. PERFORMANCE EVALUATION ON HDR DATABASE

Even though HDR-VDP-2 employs the pooling function in (1) to predietlity, to our knowledge, it has not been
evaluated on a comprehensive set of distorted HDR images with MOSshenmeginal HDRYDP-2 paper was more
focused on visibility predictions rather than overall quality assessmeractinttie quality prediction performance was
tested only on a set of LDR images (from TID2008 datdpaldence, it will be interesting to assess the performance of
HDR-VDP-2 for quality prediction of HDR images and examine its effectiveneghdaiask of prediction (which is not
entirely the same as detection). As mentioned, currently there isbiiglp available HDR database with subjective
quality ratings. Thus, the performance of HYRP-2 and even conventional LDR metrics has not been evaluated with
HDR content except our previous stiitin which we evaluated the performance for JPEG compressed HDRsnag

this paper, we further validate the performance of objective methods dd iHiages affected by JPEG 2000
compression errors as well as distortions due to tone mapping.

5.1 Qualitative analysis

The experimental results are reported in terms of four criteria commadyfasperformance comparison, namely: the
Pearson linear correlation coefficie@p (for prediction accuracy), the Spearman rank order correlation coefficient
(for monotonicity) the Kendall rank correlation coefficie@ and the Root Mean Squared Error (RMSE) between the
MOS and the objective predictions. For a perfect match between the obgeuiwbjective score€p=Cs= Cc =1

and RMSE=0.We not only evaluate the overall prediction accuracies but also repedulte for two cases: (a) per-
content prediction accuracy, (b) accuracy based on tone mapping opertt®).(The former provides more
information on how different objective methods perform for diffeemtent while the latter gives insights into method
performance for predicting quality affected by TMO. In this paper,cansidered 3 LDR objective methods namely
Mean Slguared Error (MSE), Structural Similarity Index Measure (S$iMhd the scalable image quality measure
(SIQM) ™.



Table 1. Per-content prediction performance of MSE

Measure/ Ce Cs Ck RMSE
HDR content
Office_ivc 0.2466 0.0115 0.0734 1.0451
Carpark_ivc 0.4875 0.2261 0.8022 0.2016
Bausch_lot 0.1734 0.2325 0.2424 0.9010
Forest_path 0.5537 0.5927 0.4637 0.8903
Lake 0.5452 0.5636 0.4427 1.0353
Moto 0.5145 0.5174 0.3725 0.9374
Overall results 0.1356 0.1482 0.1098 1.1238
Table 2 Per-content prediction performance of SSIM
Measure/ Ce Cs Ck RMSE
HDR content
Office_ivc 0.1479 0.0095 0.0797 1.0665
Carpark_ivc 0.5062 0.2187 0.1984 1.0392
Bausch_lot 0.1330 0.2325 0.2424 0.9068
Forest_path 0.6314 0.6597 0.5147 0.8291
Lake 0.4734 0.5387 0.4172 1.0879
Moto 0.4871 0.5219 0.3725 0.9548
Overall results 0.1053 0.1466 0.1070 1.1280
Table 3 Per-content prediction performance of SIQM
Measure/ Ce Cs Ck RMSE
HDR content
Office_ivc 0.1851 0.1269 0.1467 1.0597
Carpark_ivc 0.8328 0.8699 0.6944 0.6671
Bausch_lot 0.4008 0.4384 0.3445 0.8382
Forest_path 0.5470 0.5947 0.4861 0.8951
Lake 0.5011 0.4700 0.3535 1.0687
Moto 0.4934 0.5260 0.3725 0.9508
Overall results 0.3720 0.3034 0.2145 1.0529

Table 4 Per-content prediction performancetdbR-VDP-2 (original

Measure/ Ce Cs Ck RMSE
HDR content
Office_ivc 0.5818 0.6030 0.4556 0.8771
Carpark_ivc 0.8797 0.8909 0.7296 0.5731
Bausch_lot 0.4852 0.5487 0.4358 0.8019
Forest_path 0.6464 0.7234 0.5721 0.8157
Lake 0.9600 0.9650 0.8567 0.3459
Moto 0.9183 0.9657 0.8649 0.4328
Overall results 0.7009 0.7389 0.5616 0.8090

Table 5 Per-content prediction performancetdDR-VDP-2 (modified)

Measure/ Co Cs Ck RMSE
HDR content
Office_ivc 0.7433 0.7240 0.5901 0.7214
Carpark_ivc 0.7610 0.7556 0.5792 0.7817
Bausch_lot 0.6735 0.6303 0.4944 0.6801
Forest_path 0.7460 0.7647 0.6040 0.7120
Lake 0.9420 0.9434 0.7962 0.4145
Moto 0.9123 0.9260 0.7818 0.4476

Overall results 0.7201 0.7499 0.5620 0.7871




Table 6. Prediction performance of MSE for each TMO

Measure/ Ce Cs Ck RMSE
TMO
Ashikmin 0.3297 0.5701 0.4450 1.0990
Durand 0.2531 0.3261 0.2509 0.9215
Log 0.1451 0.0811 0.0900 0.9459
Reinhard_global 0.3918 0.1878 0.0550 1.0566
Reinhard_local 0.4502 0.2530 0.2144 0.7443

Table 7 Prediction performance of SSIM for each TMO

Measure/ Cp Cs Ck RMSE
T™MO
Ashikmin 0.3050 0.5962 0.4776 1.1087
Durand 0.3532 0.3678 0.2836 0.8911
Log 0.1952 0.1171 0.1110 0.9378
Reinhard_global 0.4103 0.1916 0.0713 1.0474
Reinhard_local 0.0383 0.2177 0.1888 0.8330
Table 8. Prediction performance of SIQM for each TMO
Measure/ Ce Cs Ck RMSE
TMO
Ashikmin 0.7311 0.7140 0.5545 0.7942
Durand 0.6864 0.5548 0.4773 0.6926
Log 0.4757 0.4500 0.3540 0.8409
Reinhard_global 0.3134 0.0507 0.0971 1.0906
Reinhard_local 0.3228 0.1730 0.1344 0.7890

Table 9 Prediction performance ¢iDR-VDP-2 (original)for each TMO

Measure/ Cp Cs Ck RMSE
TMO
Ashikmin 0.7677 0.7777 0.6104 0.7460
Durand 0.6192 0.7025 0.5519 0.7479
Log 0.7624 0.7919 0.6157 0.6187
Reinhard_global 0.8112 0.8197 0.6655 0.6716
Reinhard local 0.7635 0.7835 0.6240 0.5384

Table 10 Prediction performance ®iDR-VDP-2 (modified)for each TMO

Measure/ Ce Cs Ck RMSE
TMO
Ashikmin 0.8@9 0.7832 0.6174 0.6940
Durand 0.5805 0.6414 0.4726 0.7755
Log 0.8390 0.8543 0.6717 0.5202
Reinhard_global 0.7905 0.8105 0.6515 0.7034
Reinhard_local 0.6665 0.6339 0.4704 0.6215

For HDR methods, we evaluated the HYRP-2 with original parameter values and the modified values based on
optimization with HDR content via (3). These cases are respectively denoted agBiBR{original) and HDR-VDP-

2 (modified). The results for the per-content evaluation are given ilegakb from which we can make the following
observations:

1. The overall prediction performance of the three LDR methods is \a&y g compared to the two version of
HDR-VDP-2 with SIQM performing the best. Such poor performance of L¥houds is however not entirely
unexpected. This is because these methods typically assume percesutaleltlypixel value representation of
the image signal. But with HDR, the pixels values are represented in ¢érpig/sical luminance values.
Another possible reason for such poor performance is related tdgtihduminance conditions with HDR.
Consequently, more distortions might be visible on an HDR display mpared to conventional LDR



displays. This in effect can reduce the effectiveness of contrastigidy models that LDR methods in general
might directly or indirectly employ (of course MSE does not use suctels).

2. While the LDR method perform quite poorly, their best performance occurs for ‘Forest path’ content. As
explained in our previous work the subjective ratings for this scene processed by the five Mé@squite
close. That is, despite the scene being processed by different TMQOsstitant HDR qualities were judged
by subjects as being quite close. We attributed this to the fact that the scene ‘Forest path’ has mainly bright
regions and so the TMOs vyield very similar visual qualities. This cem la¢ used to explain why LDR
methods perform the best for this scene. Because of the absencg dénkeregions, the overall luminance is
spread in a more uniform manner. Therefore, this is more sitalan LDR content but with brighter
luminance leading to better quality prediction by LDR methods.

3. The two versions of HDRADP-2 perform much better than all the three LDR methods. The proposed
optimization indeed improves the overall performance of HDR-VDP-2. Howdiverjmprovement is not
statistically significant as verified in the next section. We suspect that tloerparfce can be further improved
by calibration of other HDR/DP-2 parameters (other than pooling ones like the peak sensitivignpsar).

Further evaluation results for each TMO are reported in Tables 5-10cddnreotice improvement in the prediction
performance for each TMO. The biggest improvement is for SIQM whislbme cases performs closer to HDR-VDP-
2. On the other hand, the performance of HBBRP-2 (both versions) is similar to the per-content case. However, HDR-
VDP-2 (modified) is still overall better although the performance is degrémteReinhard_local TMO. The marked
improvement in case of LDR methods indicates that within the sastertdin (we can assume that each TMO is a
source of distortion), LDR methods can predict quality more relig®ly. with a more complex scenario (images
processed by different TMOSs), the performance of LDR methads $0 degrade rapidly. Overall, HDVBP-2 and its
modified version clearly outperform the LDR methods.

5.2 Statistical analysis

In this section, we evaluate the statistical significance of the overall prediaiformance of different objective
methods To that end, arF-test® was performed on the prediction residuals between the objective predictions (after
applying the logistic mapping) and the subjective scores. The test is brased assumption of Gaussianity of the
residual differences. Therefore, we first need to check if the residuai®@ssumed to be Gaussian or not. For that, we
used the Kolmogorov-Smirnov (KS) t&st and Tablell lists the results and the corresponding test statistics. The
critical value which is computed based on the neimdf residuals (in this case 216) was 0.09E6r determining
normality, the KS test compares the testistia with the critical value and a smaller test statistic value (as compared to
the critical valug implies normality In Table 110 for theKS test implies that theull hypothesis cannot be rejected at
5% significance level and therefore implies normality. One finds theuasi&IQM and the two HDR'DP-2 versions

are normally distributed. However, the test statistic of the remaining residualso not too large as compared to the
critical value. This means that those residuals (from MSE and SSIM) can betdaixe approximately Gaussian. This
was further confirmed by the skewness and kurtosis vaitish are also reported in Tabld. Since the Gaussian
distribution hax value of 3, commonlyK values between 24 can be deemed Gaussian approximately. Further given
thatS = 0 for normal distribution, we could assume approximate normal@w#lues are close to 0. We therefore find
that the assumption of Gaussianity of residuals of all the five objecttboas holds (or nearly holds). Assuming

2 2 2 2 > . . !
thats? oo OSsmr Taiom* Oriorvopp-2(orging AN GFog vore-amoaiieg AENOTE the variances of the residuals from the respective

objective quality assessment algorithms, a measure known Bsvtiae can be defined 3s_ Owene Whereg2 and
- 2
O_Melhod

af,,ethmﬂ denote the variances of the residuals from the two objective meihncs need to be comparethe F value
is then compared with a critical value denotedtas to establish statistical difference between the two metheds.

critical

is computed based on the number of residuals and the desired confidencialatedl2 summarizes the implications of
different ranges of values.



Tablell. Test of normality for the residuals (difference between logisticallyflvtemed objective predictions and MOSs) from the 5
methods namelISE, SSIM, SIQM,HDR-VDP-2 (original) and HDR-VDP-2 (modified). ‘0" implies that the myjpothesis cannot

be rejected at 5% significance level and implies normality while 'Dtderthe opposite case.
MSE SSM SIQM HDR-VDP-2 HDR-VDP-2
(original) (modified)
KS test (0/1) 1 1 0 0 0
Test statistic 0.1226 0.1301 0.0881 0.0893 0.0811
Skewness -0.4676 -0.4783 -0.5728 -0.4811 -0.3090
Kurtosis 2.0666 2.0585 2.3360 2.9551 2.8186

Tablel12. Interpretation oF-vaIues[ Fo af,lemmﬂj for theF-test to ascertain statistical significance

2
O Methoa

F>F

critical

1<F<F

critical

<F<1

critical

1

F<
F

critical

Method1.

Method2 has significantly| SinceF > 1 Method1 performs
larger residuals than
Method1l, so Method1 is
statistically better than

better than Method2 but botH
are statistically
indistinguishable because
F<F

SinceF < 1 Method2 performs
better than Methodtut both
are statistically
indistinguishable because
1

Method2 has significantly

smaller residuals than
Method1, so Method1 is
statistically worse than
Method?2.

critical

F>

critical

Table13. F-test result for the four objective methods. 'Fhealues(,; _o I\Z/Iethoczj are computed such that the method in each row
2

O Method

is 'Method1' while the method in each column denotes 'Meth®h2 boldface values imply statistically significant difference
between the two objective methods.

MSE SSIM SIQM HDR-VDP-2 HDR-VDP-2
(original) (modified)
MSE — 1.0074 0.8778 0.5183 0.4905
SSIM 0.9926 — 0.8713 0.5144 0.4869
SIQM 1.1392 1.1477 — 0.5904 0.5588
HDR-VDP-2 1.9295 1.9439 1.6937 — 0.9465
(original)
HDR-VDP-2 2.0386 2.0538 1.7895 1.0565 —
(modified)

In Table13, we present th&-values when comparing two objective methods. In this tabIeFt_he;em values are
-2

O Method

computed such that the method indicated in each row is Methodl tibilene in the column is Method2. W26
residuals and 95% confidence level we have =125and 1 =0.8000. Keeping in mind the implications of the

=

critical

values as compared o __ (refer to Tablel2), we can see from Table8 that HDR-VDP2 (original) and HDRVDP-2

(modified) are statistically better than the LDR methods. Moreover, the three mé&tRods lead to statistically
indistinguishable performancebhis once again confirms with statistical evidence that LDR methods cammnseHd for
HDR visual quality measurement. The statistical results also reveal that the wo/BIBR-versions are statically
indistinguishable but HDR-VDP-2 (modified) performs better oveFalt (1). This has been highlighted in Table
bold-faceF values for the corresponding cases. On the other hand, all tRebaBed methods SIQM, SSIM and MSE
are statistically indistinguishable from each other.

6. CONCLUSIONS

This paper has dealt with HDR visual quality assessment evaluatioffirbottsubjective and objective viewpoints. To
that end, we first introduced an HDR database with JPEG and JPEG 2000 cumpdesdsrtion as well as TMO
induced distortions. We then used the HDR database for improving the predietfonmance of HDR/DP-2 by
finding better pooling parameters. This was done by minimizing toe leetween the logistically transformed predicted



values and the subjective ratings. The performance of three LDR asathmely MSE, SSIM and SIQM and the two
versions of HDRVYDP-2 was evaluated on a set of 216 HDR images. The use of HDR images forgbaram
optimization lead to an overall better performance. We also expect that calibratioeral s¢ver parameters in HDR-
VDP-2 (eg. parameters controlling the peak sensitjwitgual contrast masking) with the HDR database will improve
the prediction accuracy of HDRBP-2 further.
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