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ABSTRACT
The development in the field of autonomous driving goes hand in hand with ever new developments in the field of image
processing and machine learning methods. In order to fully exploit the advantages of deep learning, it is necessary to
have sufficient labeled training data available. This is especially not the case for omnidirectional fisheye cameras. As a
solution, we propose in this paper to use synthetic training data based on Unity3D. A five-pass algorithm is used to create a
virtual fisheye camera. This synthetic training data is evaluated for the application of free space detection for different deep
learning network architectures. The results indicate that synthetic fisheye images can be used in deep learning context.
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1. INTRODUCTION
In recent years, the idea of autonomous driving has gained tremendous momentum. All automotive companies and suppli-
ers have set up large research departments to turn the dream of driver-less driving into reality. The development is currently
between levels 2 (Partial automation) and 3 (Conditional automation) of the level of automation. These includes systems
such as adaptive cruise control, parking assistance or driving on highway. In order to reach levels 4 (High Automation)
and 5 (Full automation), however, further challenges have to be mastered. A fundamental challenge is the detection of
free spaces in which the car can generally move. These can be streets, side walks or meadows but not parking vehicles,
lanterns, trees or people occupying the place. Therefore, it is essential for the navigation to detect these free spaces. This
is not sufficiently fulfilled by existing systems. In addition, many external sensors are required.

In this paper, we propose a way to detect free spaces using a single omnidirectional camera with a fisheye lens. Fisheye
cameras can capture a wide field of view. This is at the expense of strong tangential and radial disturbances in the image.
For a proper training with machine learning algorithms a huge amount of training data is necessary. However, less or no
labeled training data exists for fisheye pictures. Especially the semantic segmentation requires a pixel by pixel labeling.
This cannot be done manually without an extreme amount of resources. Instead, we suggest to use synthetic data for
the training. If these are as realistic as possible, these images can be used for training and create a model working on real
world data. In order to create these images urban traffic scenes by Unity3D are used. This environment can realize different
backgrounds and dynamic driving scenarios. Furthermore, we propose a five-pass algorithm in combination with synthetic
data to generate virtual fisheye images and a transfer learned convolutional neural network (CNN) to generate a semantic
segmentation.

This work is structured as follows: In Sect. 2, the related work of deep learning based segmentation and synthetic data
acquisition is outlined and the research gap highlighted. The synthetic data generation by means of Unity3D is described
in Sect. 3. This is followed by the presentation of the deep learning in Sect. 4. In Sect. 5, we present our experimental
results, which is accompanied by a discussion. Finally, we summarise our outcomes and outline future work.

2. RELATED WORK
Identifying drivable areas and detection of surrounding obstacles is a crucial task for autonomous driving. A mixture of
different sensors such as radar, lidar, camera, high precision GPS and prior map information is used to determine free space
in current autonomous vehicles [1, 2]. Research in autonomous driving started in Europe in 1986 with the PROMETHEUS
project [3] involving more than 13 vehicle manufacturers and several universities from Europe. VaMP driverless car was a
notable result of this project which covered 95 % of about a distance of 1,600 km fully automatically [4] and is considered
as one of the first autonomous cars [5]. Projects such as these were usually computer vision systems for lateral and
longitudinal vehicle guidance [6, 7], lane departure warning [8] or collision avoidance [9]. The success of PROMETHEUS
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and other similar projects [9, 10] influenced researchers to delve into more complex urban environments from the much
simpler highway scenarios. The term urban environment means that the focus is towards the problem of obstacle detection
or free space detection rather than vehicle guidance. Franke et al. [11] propose an ”Intelligent Stop & Go system”, using
depth-based obstacle detection and tracking from stereo images for urban environment. In the 2000s, the problem of road
detection was solved by using low-level features such as color, shape [12] and texture [13] of the road. Detection of road
borders or road markings using laser [14], radar [15], Hough transform [16] etc. is also used as a technique to detect
drivable space. However, such algorithms fail under severe lighting variations and depend strongly on the structure of the
roads. Hence, more and more algorithms relied on geometric modeling using stereo images. Badino et al. introduce a
method for free space detection in complex scenarios using stochastic occupancy grids [17]. These grids are built using
data from stereo cameras and are integrated over time with Kalman filters. Occupancy grids are in a way segmentation
between free and occupied regions. Apart from segmentation of pixels, other representations such as Stixels [18], which
groups objects with vertical surfaces, have also been used for the task of urban traffic scene understanding.

In the past decade, segmentation of road scenes using computer vision techniques has been considered as a standard
approach to detect free spaces [19]. There are techniques ranging from Watershed Algorithms [20], Dense Stereo Maps
[21], Structure from Motion (SfM) [22] to global methods such as Conditional Random Fields (CRF) [23] or Boosting
Algorithms [24]. Inspired from the success of CNNs in tasks such as classification, researchers have found ways to apply
CNNs in the task of road segmentation [19, 25, 26]. Alvarez et al. used CNN based algorithm to recover 3D scene layout of a
road image [19]. Hereby, the problems of overfitting and manual label generation are solved by using noisy labels generated
from a classifier, which is trained on a general image dataset. The authors in [25] introduce convolutional patch networks,
which perform a pixel-wise labeling of input road scene images, by first applying patch segmentation or classification of
image patches. The deconvolution networks used in [26] show a good performance on the KITTI benchmark. However,
this approach is computationally expensive and is not suited for real-time road segmentation [27]. The most notable work
in the field of semantic segmentation are the fully convolutional networks (FCN) [28], which are realized by replacing
fully connected layers of a CNN by convolutional layers and then up-sampling the resulting feature map into a pixel-wise
segmented image thus enabling end-to-end learning. The absence of fully connected layers meant that the input can be
of any size and that the spatial information is preserved. Furthermore, the resulting architecture has a smaller number of
trainable parameters, thus achieving better performance than patch networks.

Although state-of-the-art semantic segmentation networks achieve excellent accuracy, maximum information about the
surrounding area is necessary for safe navigation. Fisheye cameras provide a wider field of view than narrow-angle pin-
hole cameras in complex urban traffic scenes and are becoming more popular in vehicles since they are cheap and easy
to handle [29, 30, 31]. However, fisheye images are distorted due to strong perspective projections and are consequently
unwarped for practical usage. This unwarping process decreases the image quality, especially at the image boundaries.
Thus, CNNs trained on pin-hole camera images do not perform well on fisheye images. Several research works have
been carried out to develop algorithms that directly apply on distorted fisheye images [32, 33, 34, 35, 36]. The main
problem of these algorithms is the lack of labeled fisheye urban scene datasets that have good quality and rich scenes.
Therefore, Qian et al. [36] devise adversarial method of training CNNs using images from pin-hole camera images dataset
to detect pedestrians in fisheye images. An adversarial network generates fisheye pedestrian features, which are difficult
for the detector to classify. However adversarial networks are considered difficult to train because of various reasons
such as unstable parameters, sensitivity to hyperparameters, mode collapses, vanishing gradients and overfitting [37]. In
[33, 34, 35], the authors synthetically generate fisheye images with labels from Cityscapes [38] and SYNTHIA [39] datasets
to train a CNN. The problem is that a transformation from a perspective to a fisheye image, loses image details in the centre
during warping. Our work will solve this problem by devising a method to generate realistic synthetic fisheye images along
with the labels based on 5-pass rendering algorithm implemented in Unity3D. It solves the problem of dataset generation
as well as that of training a CNN directly on distorted fisheye images by providing a way to generate fisheye datasets of
different urban traffic scenes.

3. SYNTHETIC DATA CREATION
In this section, we describe the generation of fisheye images along with their labels by a 5-pass rendering algorithm by using
Unity3D. Currently, different types of cameras such as perspective or omnidirectional cameras are used for autonomous
driving. Omnidirectional cameras provide a wider field of view (FOV) than perspective cameras thus eliminating the need
for more cameras or mechanically rotatable cameras. An ideal omnidirectional camera can capture light from all directions



Figure 1: Pipeline of synthetic data acquisition beginning with 4 cameras, each camera projection represents a face of a
cube. In the second step, each projection result is used as a texture for a precomputed mesh to form a fisheye image. The
previous steps are performed for each type of synthetic data (RGB image, segmentation mask and depth map) and exported
as an image.

falling onto the focal point, thus covering a full sphere (360◦ FOV). There are various omnidirectional cameras ranging
from catadioptric cameras with curved mirrors to dioptric cameras with purely dioptric fisheye lenses. The name fisheye
lens was coined by R. W. Wood to refer any lens capable of imaging the entire hemisphere in object space onto a finite
circle in the focal plane [40]. Fisheye lenses are designed to cover the whole hemispherical field in front of the camera with
a FOV of about 180◦. Such fisheye lens cameras cannot be modeled by a linear projection due to very high distortions in
the images caused by refractions in fisheye lenses. The distortions in fisheye images where straight lines appear curved are
known as radial symmetric distortions and are usually caused by the shape of the lens [41]. Furthermore, these distortions
are not uniformly distributed over all spatial areas [32]. There are several models to describe the behavior of fisheye lenses
such as equidistant projection, stereographic projection, equisolid angle projection and orthogonal projection. However,
real lenses do not exactly follow the designed projection model [42]. Using such models, the authors in [33, 34, 35, 43]
generated synthetic fisheye images from existing datasets with standard perspective projection images captured from a
single camera. Instead of transforming existing perspective projection images to fisheye projection images, our method
directly synthesizes fisheye projection images using virtual cameras within Unity3D environment.

In order to generate a dataset for training, Microsoft Airsim simulator [44] designed for Unity3D is used. Airsim
provides a plugin with Python interface and a vehicle asset to be used in any Unity3D environment. To help Artificial
Intelligence (AI) research, Unity3D offers free Windridge City environment inside which Airsim asset vehicle can be
imported. The vehicle can be controlled either by keyboard or through the Airsim Python interface. The generation of
fisheye images is based on well-known technique of rendering to cubic maps, where a 360◦ view of the entire scene is
rendered onto a cube. In our case, we render to four faces of a cube by using each a perspective camera with a FOV of 90◦,
as shown in Fig. 1. The image captured by each camera is rendered into a texture, which is then used for the corresponding
precomputed mesh to form a fisheye image. The texture coordinates of these four meshes are designed in such a way
that they capture the radial symmetric distortions and produce a fisheye projection. Further information about the mesh
generation can be obtained such as described in [45]. This is a computationally inexpensive method compared to a single
pass rendering algorithm with a vertex shader that pre-distorts the geometry of the world to produce a fisheye projection
[45].



In the five-pass rendering algorithm, four orthogonal cameras each with 90◦ FOV are created inside Unity3D and are
placed above the virtual car. The fifth camera is orthographic and is positioned to capture the fisheye projection formed by
the combination of the four meshes. During one frame update procedure of Unity3D, for each orthogonal camera, three
additional orthogonal hidden cameras at the same position are created: one for the source image rendering, one for the
label image rendering and one for the depth image rendering. All these three hidden cameras render to the same texture as
their parent cameras. This approach is based on [46] and we modified it to use it with the five-pass rendering algorithm.
In order to render the label image, the layer id of each object is mapped to a color and is passed to the vertex shader for
rendering. The depth label is computed inside the vertex shader by calculating the normalized distance value of each pixel
from the near plane and assigning it to that pixel intensity. Therefore, for one image-saving cycle, three fisheye projections
are obtained: source fisheye image, label fisheye image and depth fisheye image. To preserve the floating-point values in
the depth image, the .exr file format is used.

Each object inside Unity3D is assigned with a layer. Thus, the total number of classes in the training set is equal to
the number of layers in the Unity3D environment. Unity3D supports a maximum of 32 layers. These layer IDs along with
their names and mapped colors are exported as JSON file in order to retain the mapping information. The files were saved
at a rate of one frame per second in order to reduce redundant images and the CPU load. In order to train a classifier, 12028
images were generated by driving the virtual car around the Windridge city. We call the generated dataset OmniCity and
the usage of a 80/20 training/validation split ratio results in 9623 training and 2405 validation images. Thus, the proposed
method provides a flexible way to generate a dataset in a urban driving environment.

4. DEEP LEARNING
This section introduces the CNN free space detection architectures and the hyperparameters used for trainings. The selected
learning strategies and data augmentation methods during the trainings are described as well.

The detection of free spaces in a scene requires a general image understanding on pixel level. In our approach we are
using CNNs designed for semantic segmentation tasks to train and classify pixel-wise. As shown in Fig. 2, the first model is
based on the implementation of SegNet [47], which is an encoder-decoder architecture. This architecture gradually reduces
the spatial dimension in the encoder part, while the decoder part behaves in the opposite direction. In concrete terms, this
means as the CNN progresses, object details and spatial dimensions are restored.

DeepLabV3 was chosen as additional CNN architecture [49] with ResNet101 v2 [50] as feature extractor. Pooling
layers, used in encoder-decoder architectures, are designed in such a way that they increase the field of view and aggregate
necessary information but at the same time discards the local context. However, this information is fundamental to semantic
segmentation and should not be dispensed with. To address this problem, the implementation of DeepLabV3 uses atrous
convolutions. They are also known as dilated convolutions and allow an enlargement of the field of view without reducing
the spatial dimension and this at the same time efficiently [51, 52].

Both architectures use RGB images as input with a resolution of 512 × 512 pixel. By using ResNet101 v2 as feature
extractor, weights, pre-trained on ILSVRC2012-CLS image classification dataset [53], are used for DeepLabV3. The
encoder-decoder weights are initialized using the technique described in Glorot et al. [54]. To train all architectures we
use stochastic gradient descent (SGD) with a momentum of 0.9. An initial learning rate of 0.0001 for DeepLabV3 and
0.001 for the encoder-decoder architecture is selected. A training process can benefit from a reduction in the learning rate
during training progress. To address this property, we use cosine decay [55] as our learning rate strategy. We train each
architecture for 50 epochs with a mini-batch size of 4. In the training process, we shuffle the dataset after each epoch to
ensure that each training example is used only once during an epoch. As objective function, cross-entropy loss is used for
training which is summed over all pixel values in a mini-batch. The last layer for each architecture calculates a per-pixel
propability using softmax. In this work, the CNNs distinguish only between free space and background.

In order to avoid over-fitting and ensure better generalization, data augmentation methods are applied during training
[56, 57]. All methods depend on a random factor to decide a method is applied or not. We have selected horizontal flipping,
brightness changing with a max delta of 0.5 and random Gaussian noise with a mean of 0.0 and a standard deviation of
8.0. For a training with the generated synthetic data we also change the hue of a RGB image and the saturation.
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Figure 2: This overview visualizes the used encoder-decoder structure for free space detection. While the encoder produces
sparse feature maps using max pooling, the decoder uses a transposed convolution for a learnable upsampling. Visualization
based on [48]

5. RESULTS AND DISCUSSION
In this section, we outline our experiments and discuss the corresponding result. In the first experiment, we use the
training set of the Cityscapes dataset [38], containing 2975 images, to train both CNN architectures on perspective images
of urban street scenes. Cityscapes contains segmentation masks for 30 classes. However, for free space detection we
map the classes: road, sidewalk, parking, rail track and terrain to the class free space and everything else to the class
background. The second experiment aims to simulate a fisheye distortion by mapping perspective images into fisheye
images. Accordingly all images of Cityscapes are distorted with a focal length of 159 based on the approach described
in Deng et al. [33], named Fisheye Cityscapes. In the third experiment, we use our approach for synthetic fisheye data
generation to train all CNNs on OmniCity.

After training the architectures, we validate the performance using a sequence of real fisheye images. For this purpose,
a subset of the fisheye data set DriveA sequence [58] was manually labeled, in a coarse manner, for our free space scenario*.
In order to evaluate the 150 labeled images of this subset, the Intersection-over-Union (IoU) was used. The IoU is described
as the quotient of the area of overlap of the ground truth and detected mask and area of union of both masks. During the
evaluation all pixels beyond the fisheye FOV are labeled as void and ignored.

As shown in Tab. 1, the results for the CNN architectures trained on Cityscapes are those that achieve the highest IoU.
To the contrary, the results for Fisheye Cityscapes decrease by 14.3 % for Deeplab v3 and by 2.58 % for the Encoder-
Decoder structure. It seems that the distortions caused by a fisheye lense do not affect the free space detection results.
This fact is supported by the results achieved by a training with OmniCity. The generated synthetic data, following the
equiangular projection, achieves comparable results to Fisheye Cityscapes. The IoU decreases, compared to Cityscapes, by
7.45 % using Deeplab v3 and about 6.87 % with the Encoder-Decoder. However, it should be noted that, during training
with OmniCity, none of the CNN architectures have ever seen real data.

*https://gitlab.com/tschec/annotations



Table 1: IoU (%) for free space detection after training using Cityscapes, Fisheye Cityscapes and our proposed synthetic
dataset OmniCity.

CNN
Dateset Encoder-Decoder Deeplab v3

Cityscapes 93.1 84.6
Fisheye Cityscapes 90.7 72.5
OmniCity 86.7 78.3

An explanation for the poorer performance using fisheye distorted images can be the fact that the class free space is
mainly not affected by those. Unlike objects, it is difficult to recognize a pattern in free space. Roads do not follow clear
lines or terrain like meadows and fields rarely have flat surfaces, but these properties are most affected by distortion. It can
be assumed that for more complex classes such as cars, people or buildings, the distortion has a greater impact than that
studied in our scenario.

D
ee
p
la
b
v
3

GT Cityscapes F isheye Cityscapes OmniCity

E
n
co
d
er

−
D
ec
od

er
D
ee
p
la
b
v
3

E
n
co
d
er

−
D
ec
od

er

Figure 3: Qualitative results of the evaluated CNN architectures, trained on different datasets.



In Fig. 3, qualitative free space segmentation results for the experiments are shown. In general, Deeplab v3 is found
to be slightly worse than the Encoder-Decoder architecture. However, this also reflects the results from Tab. 1. In the first
selected scenario (row 1 and 2), a recognizable gap of quality between the results of all Encoder-Decoder architectures
seems minimal. The difference in segmentation quality only becomes apparent in the last scenario (row 3 and 4). While
the CNNs trained with Cityscapes and Fisheye Cityscapes are able to segment roads, footpaths and even terrain between
them, the model trained with OmniCity is not detecting these accurately. This is particularly evident in the grassy areas
and footpaths. One possible cause may be a lack of training examples with such constellations.

However, we could demonstrate that it is possible to learn deep learning architectures based on synthetic fisheye data
and are able to apply that model to real world data. Nevertheless, further work as to be carried out in this field.

6. CONCLUSION
In this work, we proposed an approach for free space detection using a single fisheye camera to benefit from its wider
FOV. Due the lack of omnidirectional training data, we use a data augmentation method, introduced in [33], to simulate
a fisheye distortion on perspective images. Additionally, we described a method to generate synthetic omnidirectional
images, segmentation masks and depth maps, using Unity3D. A new omnidirectional dataset, called OmniCity, with urban
synthetic city scenes is introduced. Furthermore, an Encoder-Decoder and the Deeplab v3 CNN architecture in the context
of free space detection was evaluated, which is commonly used for semantic segmentations tasks.

It can been shown that for free space detection on omnidirectional images, the use of fisheye distorted images for
training is not mandatory, but can be advantageous in case no real world data is available. However, during our evaluation
we have shown that CNNs trained only on synthetic data can achieve comparable results. In future research, the evaluation
of more complex semantic segmentation scenarios should be investigated to address the usage of omnidirectional images.
For this purpose, we will improve our OmniCity dataset to include a higher variation in urban scenes, different light and
weather conditions, different vegetation and more classes like people and additional vehicles.
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