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ABSTRACT

Blood pool agents (BPAs) for contrast-enhanced magnetic resonance angiography (CE-MRA) allow prolonged
imaging times for higher contrast and resolution by imaging during the steady state when the contrast agent
is distributed through the complete vascular system. However, simultaneous arterial and venous enhancement
hampers interpretation. It is shown that venous and arterial segmentation in this equilibrium phase can be
achieved if the central arterial axis (CAA) and central venous axis (CVA) are known. Since the CAA cannot
straightforwardly be obtained from the steady-state data, images acquired during the first pass of the contrast
agent can be utilized to determine the CAA with minimal user initialization. Utilizing the CAA to provide a
rough arterial segmentation, the CVA can subsequently be determined from the steady-state dataset. The final
segmentations of the arteries and veins are achieved by simultaneously evolving two level-sets in the steady-state
dataset starting from the CAA and CVA.
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1. INTRODUCTION

Blood pool agents for CE-MRA have a prolonged intra-vascular half-life and provide strong T'1-relaxation even
at low resolution.! Therefore, these agents allow imaging in the steady state, thus providing longer time
windows for image acquisition, which can be advantageous if high contrast and/or resolution is required and a
large anatomical region needs to be covered.? However, an important drawback of imaging in the steady-state
is the simultaneous enhancement of arteries and veins, which hampers the interpretation of the steady-state
data (see Figure 1).

Several artery-vein separation techniques have been proposed. Some approaches, e.g.>% aim at separating
arteries from veins during the acquisition stage. Phase contrast (PC) techniques®* are flow-dependent and rely
on the difference in blood flow direction in arteries and veins. Therefore, these techniques are only suitable for
situations where the blood flow direction in arteries and veins is opposite. Wang et al. discriminate arteries
from veins depending on the oxygenation level.> This flow-independent method relies on the BOLD (blood
oxygenation level-dependent)-effect and is limited due to a sometimes higher oxygen-level in the veins than
expected. Mazaheri et al. characterize each pixel as arterial, venous, or unenhanced background tissue during
the first pass of the contrast agent using a time-resolved acquisition scheme.® However, the period in which
the venous uptake lags the arterial uptake is very critical. Numerous articles have addressed the issue of vessel
visualization and segmentation, e.g.” ' but only few have addressed the issue of artery-vein separation.*~17
Bock et al. propose a method for artery-vein separation based on the difference in temporal enhancement
kinetics of arterial and venous vascular signal in 3D MR angiograms of the lung.'* Niessen et al. improved
arterial visualization by suppressing the major overlapping veins in maximum intensity projections (MIP).!5
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This visualization technique is only applicable for larger overlapping veins. Sonka et al. show the feasibility of
artery-vein separation using a graph-search approach.!® The most extensive work on artery-vein separation
has been reported by Lei et al. who use the principle of fuzzy connectedness.'™ '® First, all vascular structures
are segmented from the background. Secondly, arteries are separated within this entire vessel structure from
veins via an iterative fuzzy-connectedness procedure. Promising results have been reported on a large number
of datasets. However, the authors acknowledge that validation is still required to assure that the results can
clinically be used.

Figure 1. Maximum Intensity Projections (MIP) of a dataset acquired during the steady state (left posteroanterior,
right oblique). Simultaneous enhancement of arteries and veins hampers interpretation.

In this paper a method for artery-vein separation is presented that is based on the level-set approach using
the central arterial axis (CAA) and central venous axis (CVA), which are used for initializing two level-sets
that simultaneously capture the arterial and venous vessel structure, respectively. Since the CAA cannot
straightforwardly be determined from the steady-state dataset, information from the arteriogram acquired
during the first pass of the contrast agent can be used to find the CAA.

2. METHODOLOGY

Our method uses the CAA and CVA as initializations for level-set based separation of the arteries and veins.
Figure 2 shows a flow-diagram outlining the key steps in our approach. If a first-pass dataset is available, the
CAA is derived semi-automatically from it.!® This CAA is transferred to the steady-state dataset. In case of
patient motion between the first-pass and steady-state acquisition, the datasets are registered prior to warping
the paths obtained in the first-pass dataset to the steady-state dataset. This part of our proposed methodology
is reflected by the shaded part of the flow-diagram. If no first-pass dataset is available, the CAA is outlined
by an observer in the steady-state dataset. The remaining part of our methodology is the same. In order to
determine the CVA, the major arterial part of the vasculature is removed by segmentation. Once the CAA and
CVA are known, the arteries and veins, that are seeded by these axes, are segmented.

In Section 2.1 we describe the techniques employed for semi-automatic determination of a central vessel axis.
Section 2.2 details the registration of the first-pass dataset to the steady-state dataset, and in Section 2.3 the
separation of the arteries and veins is described.

2.1. Central Axis Determination

To find the central axis of an elongated structure (such as a vessel), we use a filter to enhance vessel-like
structures. The reciprocal output of this filtering process (Section 2.1.1) is used for estimation of a minimum-
cost path between user-defined points (Section 2.1.2).
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Figure 2: Overall block diagram of the proposed method.

2.1.1. Vessel-Enhancement

To determine the likeliness of a voxel to be part of a tubular structure, a filter is employed which analyzes the
local second-order image structure.!! The local image structure of an image L in the neighbourhood of a point
xo can be described with the Taylor expansion:

L(x¢ + 0xp,0) ~ L(x0,0) + 6X§Vo7g + 5X§H0705X0, (1)

where Vo, and Ho,, are the gradient vector and Hessian matrix of the image computed in x¢ at scale o,
respectively.

The Hessian matrix at a given voxel x is defined as:

Lyo(x,0) Lgy(x,0) Lg.(x,0)
H(x,0) = |Lya(x,0) Lyy(x,0) Ly.(x,0)|, (2)
L..(x,0) L.y (x,0) L..(x,0)

where L¢, ¢, (%, 0) denote regularized derivatives of the image L(x), which are obtained by convolving the image



with the derivatives of the Gaussian kernel at scale o

a %G (x,
Leie,(x,0) = O'Qﬁ * L(x) (3)
a 1 =2
G(X, O') = W@ 4 (4)

The principal directions in which the local second-order structure of the image can be decomposed are obtained
by eigenvalue analysis of the Hessian matrix. Let A, denote the ordered eigenvalues corresponding to the k-th
normalized eigenvector Uy k, i.e. |[Ao1| < [As2| < [Ao3]. The eigenvectors G, compose three orthonormal
directions: 11y indicates the direction along the vessel (minimum intensity variation), G2, and i3 form a base of
the orthogonal plane.

In order to estimate the likeliness that a voxel belongs to a vessel -from an analysis of the eigenvalues-, two
geometric ratios (R4 and Rp), and a measure for distinguishing background voxels from vessel voxels (S) are
introduced:

Az
Ra £ 2 , (5)
|As]
Al

Vx|

SE|H|r= /Zxﬁ. (7)

The ratio R 4 is essential for distinguishing between plate-like and line-like structures. The ratio Rp accounts
for the deviation from a blob-like structure. S is a measure of “second-order structureness”, and will be low in
the background where no structure is present. In regions with high contrast compared to the background, the
norm will become larger since at least one of the eigenvalues will be large.

Rp 2

Since in CE-MRA vessels give higher signals than the background, the output of the vessel-enhancement
filter'! in x at a single scale, o, is therefore defined as:

0 if Ao > 0 or A3 > 0,

V(x,0) = 8

x9) {(1 - e_%(EaA)Q)e_%(EHE)Q(l - e_%(%)Q) otherwise. ®)

The parameters a, 3, and v tune the sensitivity of the filter to deviations in R 4, Rp, and S relative to the
ideal behavior for a line structure. Equation 8 implicitely states that the filter response is a function of the scale
at which the Gaussian derivatives are computed. The filter is applied at multiple scales that span the range of
expected vessel-widths according to the imaged anatomy. In order to provide a unique filter output for each
voxel, the multiple scale outputs undergo a scale selection procedure, i.e. the maximum filter response across
the scales is selected:

V(x) = ammrﬁrlaa%{ammV(x, o). (9)
In this way, different vessel sizes will be detected at their corresponding scales and both small and large
vessels will be captured with the same scheme. When filtering data in order to enhance vessel-like structures,
two outputs are generated. The first output is the vessel-enhanced image containing the maximal output of
Equation 9 for each voxel. The second output is the scale-image containing for each voxel that scale at which
the maximal output was found.

2.1.2. Minimum-Cost Path as an Estimation of the Central Axis

The central axis is estimated by finding the minimum-cost path?®2! between user-defined points. In this
approach, the image is treated as a grid of nodes, each with a 26-neighborhood. The transition costs of



traveling from node n to its neighbor n’ is given by the arc-costs a(n,n’), which is defined as the reciprocal
output of the vesselness filter, see Equation 9. The central axis between user-defined points is determined using
a bi-directional search. In uni-directional algorithms, the search proceeds from the starting node forward until
the goal node is encountered. In a bi-directional search the number of evaluations is reduced by starting a
search-tree from both the starting node and the goal node simultaneously; the search-process ends when the
two fronts meet. Costs are normalized with respect to the length in order to cope with diagonal transitions
and (possible) anisotropic voxels. The search process can be understood as the propagation of a wavefront,
where the speed is largest if the front is inside a vessel-like region. Since this minimum-cost path algorithm is
voxel-based, the path is blurred to obtain a smooth estimate of the central axis. The accuracy of the CA with
respect to manual tracings has been demonstrated in.'?

2.2. Registration

To correct for possible patient motion between acquisition of the first-pass and steady-state dataset, the first-
pass dataset is rigidly registered to the steady-state dataset. Alignment is achieved by maximizing the mutual
information.??23 The MI-registration criterion states that two images are geometrically aligned by the trans-
formation T™* for which I'(u(x),v(T(x))) is maximal:

T = arg{max(I(u(x), v(T'(x))))}, (10)

where the mutual information, I, is defined in terms of entropy and is a measure of variability:

I(u(x),v(T(x))) = h(u(x)) + h(v(T(x))) = h(u(x),v(T(x))). (11)

Here h(.) is the entropy and is defined for one variable x as:

h(x) = —/p(x) In p(x)dx. (12)

The obtained transformation matrix 7™ is applied to the minimum-cost path found in the first-pass dataset to
obtain an estimate of the CAA in the steady-state dataset.

2.3. Vessel Separation

In Section 2.3.1 we describe the level-set technique as formulated by Osher?* and Sethian?° 2% applied to vessel
segmentation. In Section 2.3.2 we describe which features we applied for separation of the arteries and veins.

2.3.1. Artery-Vein Separation using Level-Sets: Interface

Arterial and venous vessel separation is achieved via level-set techniques in which the CAA and CVA serve as
initializations for two competitive fronts. The separation can be regarded as the evolution of two fronts, or
interfaces, towards the boundaries of the arterial and venous vasculature. Rather than evolving an interface
itself, it is represented by the zero level-set of a higher dimensional function. To formalize these notions, let I'(¢)
denote a time-dependent closed (N-1)-dimensional hyper-surface. This interface evolves in its normal direction:

Iy(t)=F - N, (13)

where F denotes the speed function and N the normal vector to the hyper-surface, pointing outwards.

Now, an N-dimensional function ¢(¢) is defined such that [¢p(t) = 0] = I'(¢), i.e. I'(¢) is represented by the
zero level-set of ¢(t) at all times. It can easily be shown that if I'(¢) evolves according Equation 13, the evolution
of ¢(t) is given by?S:

o:(t)+ F|Vo(t)| = 0. (14)

So, the evolution of the zero level-set of ¢(t) equals the evolution of I'(t). Therefore, in level-set based image
segmentation, the evolution of I'(¢) is implicitly defined by evolving ¢(¢). This approach has the advantage that
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Figure 3: Curve (I'(t)) propagating with speed (F') in normal direction (N).

topological changes in I'(¢) are handled naturally. Moreover, normals, curvatures and other properties of the
evolving front can easily be computed from ¢(t).

In order to properly capture the vessel boundaries, an approximate speed function F needs to be selected.
At the risk of laboring the obvious, we emphasize that segmentations are derived from the steady-state datasets,
and therefore the speed functions are derived from these steady-state data as well.

2.3.2. Artery-Vein Separation using Level-Sets: Speed Function

In level-set based segmentation, the speed of the evolving front is given by the speed function F', see Equation 14,
which is based on image information. For this application the influence of four speed terms was investigated.

The first component of the speed term, Fj,, is based on zeroth-order (i.e. grey-level) information. The
histogram of the CE-MRA dataset shows two distinct peaks, representing the background and the vasculature,
respectively. Two normal distributions were fitted to the histogram of the dataset using the expectation max-

T

Figure 4. Histogram of contrast-enhanced MR images of the vasculature. The background and the vasculature are
characterized by the normal distributions N (us, 0b) and N (pv, 0v), respectively.

imization algorithm.2” The distributions of the background and the vasculature are described by N (i, o)
and N (i, 0y), respectively. Since in CE-MRA vessels give higher signal than the background, it is clear that
Ly > . Based on these parameters, the grey-level based speed term is defined as:

1 ® _liz—py )2
ant(m) = i \/%/0 e 2( =£7) ) dm, (15)
v

where x is the image grey-value. Note that with this approach no ad hoc threshold parameter is selected as it
is derived from image information.

The second component of the speed term, F,.qq4, is based on first-order (i.e. gradient) information. The
gradient image is calculated by convolving the steady-state dataset with the first-order derivative of the Gaussian
kernel. Since the Gaussian filter is an isotropic operator, the data are smoothed in all directions, including object



boundaries. Consequently, the gradient image needs to be calculated at a small scale. The gradient-based speed
function is given by:

_l(VI(w) )2
2V Cgrad ,

Fyrad(z) =€ (16)
resulting in low speed values near the object boundary, and large values elsewhere. Cy,qq tunes the gradient.
One should realize that the speed term outside the object boundaries has the same positive value as inside the
object boundaries. If the evolving front leaks through the object boundaries, it will evolve unboundedly. Cyrqq
is a parameter which should be tuned as it is not automatically determined in the current implementation.

The third speed term, Fessel, €quals the vesselness function (Equation 9). So, the vesselness-based speed
term is defined by:

Fvessel(m) = V(m) (17)

This value is high at the center of the vesssel and low at the boundary. Disadvantage of this speed function is
that it falls short if the assumption of tubular structures no longer holds, e.g. at the height of bifuractions.

The last speed term, Fi.qc, that was tested is based on scale-information. The scale-information is derived
from the vessel-enhancement filtering process (see Equation 9). The value of each voxel in the scale-image
corresponds to the scale at which the output of the vessel-enhancement filtering proces is maximal . This scale
is an indication for the local vessel-width. Using the scale-information, a speed image can be made that aims
to evolve the front so as to arrive at the vessel boundaries at the same time regardless the vessel-width. This
is illustrated in Figure 5. The scale-based speed term is defined as:

S(a) -3

e S(x)

Fscale(m) = (18)

Smaac

Here denotes d(x) the smallest Euclidean distance of each voxel to the CA, and Sy,q, is the maximum occuring
scale along the CA. S(x) denotes the scale at position x found by blurring the scales along the CA.

AA

&) Speed profile
wide vessel

Speed profile
small vessel

Vessel wall

Figure 5: The evolving front arrives at the same time regardless the vessel-width.

Since the separate terms of the speed function have different properties, the applied speed function F' is
composed by multiplying one or more of these speed terms:

F= Fint : Fgrad : Fvessel : Fscale; (19)

where a speed term is equal to 1 if it is not included. All speed terms are normalized, so values are in the range
[0, 1].



To ensure the complete segmentation of the vasculature, we oversegmented both the arterial and venous
part of the vasculature. In order to select whether a voxel is part of the arterial or venous the vasculature, the
passage-time of the zero level-set for each voxel is registered. Two level-sets are propagated, one starting from
the CAA and the other from the CVA. It is to be expected that the passage-time of the zero level-set for a voxel
belonging to the arterial (venous) part of the vasculature is smaller for the evolution starting from the CAA
(CVA) than starting from the CVA (CAA). So, voxels are labeled arterial or venous based on the arrival time
of the respective front.

3. EXPERIMENTS

The described techniques have been applied to six CE-MRA datasets (NC100150, Nycomed Imaging AS, Oslo,
Norway). The cost-function for the semi-automatic path tracking is given by the reciprocal output of the
vesselness image. Both the first-pass and steady-state datasets were filtered using the same parameters: 25
scales (exponentially increasing) o = 0.5 - 15.0 mm, o and 8 were both fixed at 0.5, while v equals 25% of
the maximum occuring pixel-value in the image (see Equation 8). The obtained paths were smoothed with o
= 3.5 mm. If a first-pass dataset is available, the CAA is derived from it and transferred to the steady-state
dataset. The CVA is derived from the steady-state dataset. Axes are determined between user-defined points.
For additional branches to the arterial or venous axial tree, two more user-defined points are needed.

Using the CAA in the steady-state data as initialization, a rough segmentation of the arteries (that are
seeded by the CAA) is made with the level-set technique as described in Section 2.3. The vessel-enhanced
image of the steady-state dataset is applied as the speed function. Equation 14 was implemented using a simple
Euler forward-scheme with time-step At = 0.1. After removing the largest part of the arterial vasculature, the
CVA is determined using the reciprocal output of the vesselness image of the steady-state dataset.

Once the CAA and CVA are known, the evolution of two level-sets is started with these axes as initializations:
one to capture the arterial part and one to capture the venous part of the vasculature, respectively. All speed
functions (as discussed in Section 2.3.2) were tested separately using different parameters.

4. RESULTS

To obtain a rough segmentation of the arteries, using the CAA as initialization and the vesselness-based speed
term as the applied speed function, the number of required iterations was 100. When suppressing the arteries,
the CVA could succesfully be obtained. Once the CAA and CVA are known, arteries and veins are segmented
and separated using the level-set based technique. All speed terms were tested separately for artery-vein
separation. Since intensity- and gradient-based speed terms worked well, but still in some regions leakage
occured, a combination of these two was tested, which yielded the best results. Parameters for the gradient-
based speed term were: ¢ = 0.5 (in all directions), and Cy,qq = 64.0. The scale-based speed term was not used,
due to its inaccuracy: if an occlusion occurs, the vesselness filter finds the highest response at the largest scale
used in the filtering process, although no vessel structure is present. Consequently, the corresponding speed at
the central axis will be large, although it should be zero. Since the vesselness-based speed function falls short
if the assumption of tubular structures no longer holds ( e.g. at the height of bifuractions), this speed term was
not used in the applied speed function as well.

With the applied speed function (F' = Fjpt - Fyraa), the evolution was terminated after 150 iterations.
Figures 6 and 7 illustrate the results of the artery-vein separation.

5. DISCUSSION

Clinical use of BPA CE-MRA is hampered due to simultaneous enhancement of arteries and veins. In order for
BPAs to gain clinical acceptance, methods for improved visualization, or artery-vein separation are required.
In this paper artery-vein separation based on simultaneously evolving the arterial and venous structures using
level-set techniques with the central axes as initialization is proposed.

Since arteries and veins are in close proximity in our application, the success of the procedure strongly
depends on initialization accuracy and the discriminating quality of the applied speed function. By using



central vessel axes, a good initialization is guaranteed in our approach. To determine the optimal discriminant
function, four speed terms were tested. A combination of intensity and gradient-based speed terms appeared to
give the best results in this separation task. With this speed term, we obtained qualitatively good separation
of the arteries and veins, which can be used for improved visualization. The user-interaction of the entire
procedure is very limited if first-pass images are available to determine the CAA and, thus, an important step
towards a quick interpretation of steady-state BPA data.

Figure 6. Maximum intensity projection (MIP) of a steady-state dataset. Coronal and oblique views (top and bottom
row, respectively) show the complete vasculature, the arterial, and venous part of the vasculature (left, middle, and
right column, respectively). In the left image it can be seen that arterial interpretation is hampered without artery-vein
separation, whereas after separation a good overview of the main arteries and veins is achieved.



Figure 7. Maximum intensity projection (MIP) of a steady-state dataset. Coronal and oblique views (top and bottom
row, respectively) show the complete vasculature, the arterial, and venous part of the vasculature (left, middle, and
right column, respectively). In the left image it can be seen that arterial interpretation is hampered without artery-vein
separation, whereas after separation a good overview of the main arteries and veins is achieved.
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