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Abstract: 
Undulatory swimming represents an ideal behavior to investigate locomotion control and the role 
of the underlying central and peripheral components in the spinal cord. Many vertebrate swimmers 
have central pattern generators and local pressure-sensitive receptors that provide information about 
the surrounding fluid. However, it remains difficult to study experimentally how these sensors 
influence motor commands in these animals. Here, using a specifically designed robot that captures 
the essential components of the animal neuromechanical system and using simulations, we tested 
the hypothesis that sensed hydrodynamic pressure forces can entrain body actuation through local 
feedback loops. We found evidence that this peripheral mechanism leads to self-organized 
undulatory swimming by providing intersegmental coordination and body oscillations. Swimming 
can be redundantly induced by central mechanisms, and we show that therefore a combination of 
both central and peripheral mechanisms offers a higher robustness against neural disruptions than 
any of them alone, which potentially explains how some vertebrates retain locomotor capabilities 
after spinal cord lesions. These results broaden our understanding of animal locomotion and expand 
our knowledge for the design of robust and modular robots that physically interact with the 
environment. 

 
One sentence summary:  
Using a robot, we show that hydrodynamic feedback loops and redundancy of peripheral and central 
mechanisms produce robust swimming. 
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INTRODUCTION 

Locomotion in vertebrate animals is due to an interplay of the central nervous system (the brain and 

the spinal cord), the peripheral nervous system (nerves projecting to muscles and sensory neurons), 

the musculoskeletal system, and the environment. The interactions between the central and 

peripheral nervous systems are complex. In particular, the discussion of central (feedforward) 

versus peripheral (feedback) locomotion control represents an old and fundamental debate in animal 

locomotion started by Graham-Brown and Sherrington (1), and constitutes an important trade-off 

in control engineering (2). Whereas Sherrington supported the idea that locomotion is due to a chain 

of rhythmic reflexes (peripheral mechanism), Graham-Brown made his case for locomotion due to 

neural rhythm generators (central mechanism). This debate has turned in favor of Graham-Brown 

with the discovery of central pattern generators (CPGs), which are networks of rhythmogenic neural 

circuits (i.e., oscillators) that can generate coordinated activity when isolated from sensory feedback 

and descending drive from invertebrates (3) to vertebrates, including mammals (4, 5). A general 

view is that CPGs offer the basic patterns of locomotion by providing rhythm generation and 

coordination, and that sensory feedback modulates these patterns to adapt to the environment. 

However, an intriguing systematic observation made from invertebrates to mammals is that, when 

the CPGs are activated but generate no movement, and therefore receive no sensory feedback 

(“fictive motor activity”), the frequency of motor activity is much slower (2 to 10 times) (e.g. leech  

(6), lamprey (7), salamander (8), and mouse (9)). Another remarkable observation is the high 

robustness of some undulatory swimmers such as eel or lamprey which can maintain swimming 

performance despite acute, full transections of the spinal cord at midbody level, i.e., with a major 

disruption of the CPG (10, 11). In other vertebrates, full transections indeed lead to major 

disruptions of locomotor behaviors with either no rhythmic activity below lesion, or rhythmic 

activity that is not coordinated above and below lesion. These observations in undulatory swimmers 

suggest that sensory feedback can play a role not only in pattern modulation but also in the 

generation of coordinated rhythms between different parts of the spinal cord. 

Studies in vertebrate undulatory swimmers have contributed a great deal to our understanding of 

the interplay between sensory feedback and CPGs. As such, one type of feedback has been 

identified in the mechanosensory edge cells which convey proprioceptive information in lamprey. 

These cells respond to spinal cord stretching and participate in motor burst termination by exciting 

ipsilateral segmental neurons and inhibiting the contralateral ones (12–15). As a result, edge cells 

can entrain CPG activity and contribute to rhythm coordination (16, 17).  
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In contrast to the more explored proprioception, past work has also identified cells relaying 

movement-related exteroceptive feedback to local segmental motor circuits. Such sensory feedback 

is provided by mechanoreceptor cells that are sensitive to touch and pressure, and thus provide 

information about the hydrodynamic forces applied locally on the body. In lamprey, for instance, 

such mechanoreceptors are called dorsal cells, and have been found to be sensitive to touch and 

pressure on the lateral side of the body (18, 19). The corresponding cell bodies that are located in 

the dorsal part of the spinal cord have their receptive fields on the lateral parts of the body (18). 

Buchanan and Cohen (20) further demonstrated that stimulated dorsal cells provide excitation 

ipsilaterally to the local segmental motor circuits and inhibition to the contralateral ones (20), and 

therefore highlighted  the presence of sensory feedback loops based on exteroception.  However, 

because it is difficult to specifically manipulate these intricate sensory and motor cell populations, 

it remains elusive to what extent exteroceptive mechanoreceptor cells interact with rhythmogenic 

CPG circuits and how they contribute to rhythm coordination (like the edge cells) or if and how 

they contribute to rhythmogenesis (i.e., rhythm generation).    

We addressed this open question in the present study using robotics and modeling, which offer the 

opportunity to compare the respective contribution of central and peripheral mechanisms in a 

behavior executed under controlled conditions (movie 1). We focused on undulatory movements 

because (i) they are used by many aquatic species to generate thrust; (ii) their biological substrate 

is extensively studied in animal models (lamprey, zebrafish, Xenopus embryo, salamander, etc.), 

and (iii) they are of major interest in engineering studies aiming at designing propulsion systems 

for swimming robots. On the basis of the dorsal cell local projections and their modulation of 

muscle activation in lamprey (20), we hypothesized that these hydrodynamic force sensors form 

local sensory-motor loops with the capability to generate rhythmic swimming activity and 

coordinate body undulations, independently of the rhythmogenic ability of the segmental motor 

circuits. Note that we explore sensory feedback that projects directly to the spinal cord circuits, as 

opposed to the lateral line system, which projects to supraspinal centers and which therefore only 

indirectly modulates spinal cord activity through high-level speed and heading commands.  

To test our hypothesis, we custom designed a robot with dedicated distributed force sensing 

modules and explored a model of the neural circuits that allowed us to incorporate CPGs as well as 

a specific exteroceptive force feedback mechanism. Following this approach, our key finding is that 

hydrodynamic force feedback is a powerful mechanism that contributes not only to motor pattern 

modulation but also to motor rhythm generation and coordination. It is therefore to a large extent 

redundant with the CPG function. In particular, we found that the hydrodynamic force feedback (i) 
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increases the frequency of swimming movements; (ii) can coordinate uncoupled neural oscillators 

to generate forward swimming; (iii) can, in principle, generate rhythmic activity without the need 

for rhythmogenic neural oscillators; and (iv) provides redundancy such that control circuits that 

combine both central and peripheral components tend to be more robust against neural disruptions 

than any of these alone.  

Biomechanics shapes locomotion   

In their review with the title Spikes alone do not behavior make: Why neuroscience needs 

biomechanics, Tytell et al. (21) underline the importance of the physics of muscles, bodies and the 

real-world environment on shaping locomotor behavior by interacting with the neural control 

circuits. In our study we followed an approach that integrates this aspect of the biomechanics by 

implementing and testing models of neural control circuits and sensory feedback loops on a 

specifically designed robot that provides the relevant physical interactions.  

Robotics has been used to investigate locomotor function in a variety of different animals and 

substrates (22–24) and is particularly valuable to explore aquatic locomotion which results from 

complex body-fluid interactions. As a consequence, robotic fish models have shed new light on key 

biological and fluid mechanics aspects of animal swimming (25–30). In addition, a number of bio-

inspired undulatory swimming robots have been designed with engineering applications in mind 

(31–41). Testing our hypothesis of distributed force feedback loops for pattern generation required 

a robot that is able to both generate undulatory movements in water and incorporate distributed 

measurements of interaction forces with the water. Many of the existing swimming robots are 

primarily used to explore and exploit actuation and propulsive mechanisms, whereas only a few 

systems have incorporated fluid sensing. Robots with artificial lateral line and pressure sensing 

systems (42–46) have been designed for closed-loop control to achieve rheotaxis and station-

holding. These systems are based on measurements of pressures in localized points along the body 

and ultimately help to deduce flow speeds from pressure gradients around a swimming robot. 

However, the corresponding measurements of flow speed do not provide direct information about 

hydrodynamic interaction forces along the body, which are needed to investigate our proposed 

hypothesis.  In general, distributed force feedback for undulatory swimming represents a sensor 

modality that has not been investigated with respect to motor rhythm generation and coordination, 

in part because of difficulties to adequately measure direct hydrodynamic forces on an undulatory 

swimming body. This motivated the design of our own robot together with the design of specific 

force sensing modules for the purpose of this study.  
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MODELING 

Neuromechanical model, robot and simulation 

Our neuromechanical model combines a sensorized viscoelastic body and a simplified spinal cord 

implemented as a distributed set of locally connected segmental circuits. We consider the body as 

a planar chain of rigid segments connected by actuated joints. At each joint (Fig. 1A), viscoelastic 

body deformation is induced by signals from the segmental circuit that coordinate the left-right 

alternated activations of a simulated pair of antagonist muscles (see Materials and Methods). Each 

local segmental circuit contributes to the local body deformation based on the ability of each 

segment to sense the resulting lateral hydrodynamic forces acting on it. We built a lamprey-like 

robot, named AgnathaX (Fig. 1, B to D; Materials and Methods; and fig. S1A), that implements 

this neuromechanical model to evaluate its behavior in real body-fluid interactions. Unlike other 

undulatory swimming robots that can measure joint torques (31), which is a form of proprioceptive 

feedback (see Discussion), here we designed an implementation of exteroceptive feedback. On the 

left and right sides of each segment, force plates sense the hydrodynamic forces. We used pairs of 

contralateral force plates on each segment to directly obtain the net lateral hydrodynamic force, 

which results from the difference of sensed left and right individually measured forces (each force 

plate can measure positive or negative values of the corresponding hydrodynamic force on its side 

independently). To investigate a variety of parameters and their effects, we also implemented the 

neuromechanical model in a simulation of the body that uses an analytic representation of the 

hydrodynamic forces based on an improved Lighthill model (47, 48) including resistive drag and 

reactive forces (see Materials and Methods, fig. S1B, and table S1). 

Design of the local feedback mechanism 

Given the body model, we can formulate our hypothesis that local pressure sensation from lateral 

mechanoreceptor cells (such as the lamprey dorsal cells) forms local sensory-motor loops by 

proposing a simple feedback mechanism that is added to a CPG circuit. To design this feedback 

mechanism, we first quantified the relationship between body deformation and hydrodynamic 

forces during effective target swimming movements in a specific set of experiments with the robot 

and the simulated model. We tested two types of body deformations imposing traveling waves of 

body undulations with (i) a constant uniform amplitude and (ii) a linearly increasing amplitude 

gradient from head to tail along the anteroposterior body axis. These target swimming patterns were 

chosen because they produce fast swimming speeds similar to those observed in undulatory 

swimmers like lampreys. In addition, we varied the magnitude of the gradient and tested for a range 
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of frequencies. Whereas body deformations in the rest of this study were imposed by torques from 

a muscle model, the body deformations (joint angle positions) here were rigidly prescribed by 

means of a proportional-derivative position controller (Materials and Methods). We used this 

control scheme to predefine exact deformations along the body of which we could analyze the 

measured hydrodynamic forces and their relation to those deformations for specific target 

swimming movements.  

We used the phase lag between joint angles and local hydrodynamic force as a proxy to quantify 

the timing between body deformation and forces. The distribution of phase lags between joint 

angles and forces along the body as well as examples of forces acting on the body depending on its 

bending during rigidly prescribed steady swimming are presented in Fig. 2. We found that these 

phase lags were small (simulation with constant amplitude, −1.10 ± 4.20% ; simulation with 

gradient amplitude, −1.60 ± 3.39%; robot with constant amplitude, −10.14 ± 9.28% ; robot with 

gradient amplitude, −8.39 ± 6.50%) within the tested conditions, thus local body deformation and 

hydrodynamic forces are nearly in phase, with peaks of hydrodynamic forces arriving slightly 

before peaks of deformations.  

Motivated by this local phase-locking, we therefore propose a mechanism that entrains the actuator 

activation which drives body deformation by constantly modifying its timing depending on the 

measured force signal. We implemented this mechanism in a system represented by Eqs. 1 to 3 

which describes the dynamics of the local activation 𝑢. in a segmental circuit. 

 𝜑̇. = 2𝜋𝑓 + ∑ 𝑤.7 sin 	<𝜑7 − 𝜑. − 𝜓.7>	?
7@A 		+ 𝑤BC𝐹.𝑧., (1)  

 𝑧. = cos	(𝜑. + 𝜒), 𝜒 = 0, (2) 

 𝑢. = cos	(𝜑.)	, (3) 

where 𝑢. represents the local activation of the segmental circuit within a chain of N=10 segmental 

circuits (as many as the number of actuated joints in the robot, because the local activation signals 

modulate the simulated muscles’ activity). This local activation determines the muscle activity, and 

hence the torque in the local joint (see the “Muscle model“ section). The timing of 𝑢. is controlled 

by the phase 𝜑. whose time evolution is defined by three main components (the three terms of Eq. 

1): (i) a local oscillator defined by its intrinsic frequency 𝑓; (ii) central coupling between segments 

defined by weights 𝑤.7 (nearest neighbor coupling, 𝑤.7 ≠ 0 for 𝑗 = 𝑛 − 1 and 𝑗 = 𝑛 + 1) and 
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central phase lag bias 𝜓.7 that influences the number of body waves as e.g., presented in (49); and 

(iii) the feedback mechanism based on the entrainment of the phase 𝜑. by the local hydrodynamic 

force 𝐹. and a given feedback strength 𝑤BC. 𝐹. is the resultant normal force on a segment obtained 

from the difference of force readings from the left and right sensor plates. The feedback mechanism 

is defined by the sensitivity function 𝑧. that characterizes how the phase information is embedded 

in the feedback (please find details on the choice and interpretation of 	𝜒	in Supplementary Text 

S1, and fig. S2). Compared with similar types of models of swimming CPG circuits (49–51), the 

novelty here is the feedback mechanism and the study of its role in rhythm generation and 

coordination in both a sensorized robot interacting with real physics and in simulation.  

To determine whether hydrodynamic forces could entrain segmental activity in a more biologically 

realistic neural network, we also modeled the segmental circuit using a Matsuoka neural network 

(Materials and Methods). This network represents an elementary (central) oscillatory neural 

network (52), to which we added central coupling and the force feedback loop. The model differs 

most notably from the phase oscillator model by the absence of an explicit timing signal (phase) 

and instead indirectly establishes relative timings between signals based on the neural outputs. In 

such a neural network model, the force feedback mechanism is implemented by connections from 

the force sensors that provide excitation ipsilaterally to the segmental circuit, and inhibition 

contralaterally (Fig. 1E). This topology is consistent with the effects of mechanosensory dorsal cell 

stimulation in lamprey (20) and with the effects of mechanosensory Rohon-Beard neurons that send 

ipsilateral excitation to the swimming circuit in zebrafish larva during the first days of life (53).  

Control configurations and neural disruptions   

Our approach provides the unique advantage of allowing the investigation of the respective roles 

of central and peripheral mechanisms by selectively activating and deactivating these mechanisms 

in simulation and in the real world when implemented in a robot.  For this, we investigated four 

circuit configurations (Fig. 3) with different possible combinations of segmental oscillators, 

intersegmental coupling, and/or sensory feedback. The first configuration had only segmental 

oscillators and intersegmental coupling (“CPG” configuration, or “Graham-Brown configuration”) 

but no sensory feedback. The second configuration had segmental oscillators and sensory feedback 

but no intersegmental coupling (“decoupled” configuration, 𝑤.7 = 0). The third configuration had 

sensory feedback, intersegmental coupling but no segmental oscillators (“oscillator-free” 

configuration, or “Sherrington configuration”). To explore this configuration with the robot, each 

segment was programmed to have no local oscillation ability (f=0), to be explicitly coupled with 
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its nearest neighbors (𝑤.7 ≠ 0) and to receive local hydrodynamic force feedback. The segments 

were all initialized with different phases to provide an initial movement stimulus to start the 

synchronization process. The fourth and last configuration had coupled segmental oscillators and 

sensory feedback (“combined” configuration). The combined configuration is likely the most 

representative of actual circuits in swimming animals. We used the same parameters across the four 

configurations, with the exception of higher feedback gains for the oscillator-free configuration. 

To investigate the contribution of each circuit component in maintaining swimming speed, we 

introduced a set of neural disruptions that were applied to these four circuit configurations. We 

distinguished three types of neural disruptions, namely muted oscillators, removed intersegmental 

couplings, and muted local force sensors (Fig. 3). These disruptions were applied to a gradually 

increasing number of targets (Materials and Methods) in the segmental circuits described in Eqs. 

1 to 3. In addition to investigating the robustness to single types of neural disruption separately, we 

also considered a scenario with a mix of all three types of neural disruptions (Materials and 

Methods). Larger robustness was attributed to configurations that keep a good swimming 

performance despite being exposed to a gradually increasing number of these neural disruptions. In 

our experiments we were interested in the propulsive characteristics of different swimming patterns 

and we therefore used speed as a proxy for swimming performance (see Materials and Methods 

for a definition of the performance metrics). 

RESULTS 

Robustness of different control configurations to neural disruptions 

Without any feedback, the CPG configuration (or Graham-Brown configuration) generated 

swimming (Fig. 3, A, E, I, and M) as in our previous studies (49). As expected, gradually 

increasing the number of neural disruptions gradually decreased swimming performance (movie 

S1 and see the “Neural Disruptions” section on our interactive data visualization website at 

https://go.epfl.ch/AgnathaX).  

The decoupled configuration, which received sensory feedback, could generate swimming (Fig. 3, 

B, F, J, and N). This was unexpected since no intrinsic intersegmental coupling was provided by 

the segmental circuits and therefore no coordination between oscillators was centrally defined in 

advance. The decoupled and the CPG configurations had similar robustness to neural disruptions. 

When exposed to a gradual increase of muted oscillators, they showed a statistically identical 

decline in swimming performance [Fig. 3, I, and J; Games-Howell (GH) post hoc tests P>0.05 
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after a one-way analysis of variance (ANOVA) P<0.005; all P values are reported in table S3]. In 

these two configurations, the decreases in speed evoked by the mixed neural disruptions were also 

largely identical (Fig. 3, M, and N; GH post-hoc test P>0.05, after a one-way ANOVA P<0.005, 

table S3). 

To determine the importance of the rhythmogenic ability of the segmental circuits (i.e. the ability 

to generate rhythms), we removed it in the oscillator-free configuration (or Sherrington 

configuration). Unexpectedly, this configuration, which received sensory feedback, also generated 

swimming (Fig. 3, C, G, K, and O). However, it showed the lowest robustness to neural 

disruptions. Swimming dropped to near zero speed for more than five muted sensors or five 

removed couplings (Fig. 3, C, and G). Its performance was significantly lower compared with all 

the other configurations when four or more mixed disruptions were applied (Fig. 3, M to P; GH 

post hoc test P<0.001 to P<0.05, one-way ANOVA P<0.005, table S2).  

The combined configuration, which incorporated coupled segmental oscillators and sensory 

feedback, exhibited the highest robustness to neural disruptions both in simulation and with the 

robot (Fig. 3, D, H, L, and P). It performed better than the decoupled and oscillator-free 

configurations across all numbers of mixed neural disruptions (Fig. 3, N to P; GH post-hoc test 

P<0.001 to P<0.05, one-way ANOVA P<0.005, table S2) and better than the CPG configuration 

when six or more mixed neural disruptions were applied (Fig. 3, M and P; GH post-hoc test 

P<0.001 to P<0.05, one-way ANOVA P<0.005, table S2).  

We also quantified the time needed to reach steady-state swimming patterns by measuring the time 

to converge to the final overall phase lag along the body. The CPG configuration exhibited the 

fastest convergence to the steady-state among all the configurations as shown by a separate analysis 

of transient times (fig. S3). The configurations that included sensory feedback had longer transient 

times due to the additional disturbance caused by the sensor signals. Nonetheless, the combined 

configuration showed shorter transients than the other configurations that included sensory 

feedback (decoupled and oscillator-free configurations). This illustrates another benefit when 

central mechanisms are combined with peripheral mechanisms.  

Decoupled configuration reveals intersegmental entrainment mechanism 

Next, we examined the source of swimming robustness in the decoupled configuration where a 

major component of the CPG (i.e., intersegmental coupling) was absent (Fig. 4A). The robot 

experiments revealed that intersegmental phase lags 𝛥𝜑P = 𝜑P − 𝜑PQA converged to strictly positive 



Science Robotics                                               Preprint                                                                             Page 10 of 39 
 

values (Fig. 5 and Materials and Methods) and thus induced a self-organized traveling wave of 

undulations from head to tail (overall phase lag with mean±SD.: 78.70±5.95%, n=6 , Fig. 4A and 

movie S2). We extended the analysis with simulations and found that traveling waves occurred 

over a range of oscillator intrinsic frequencies and sensory feedback strengths (fig. S4 and movie 

S3). This result indicates that the hydrodynamic force feedback can serve as an intersegmental 

entrainment mechanism in the decoupled configuration. Higher feedback strengths resulted in 

higher frequencies and larger overall phase lags along the body (fig. S4).  

The positive phase lag emerged because of two key asymmetries in the neuromechanical model: a 

structural body asymmetry and a spatial shift between actuation and perception (Supplementary 

Text S2, Fig. S5 and Movie S4). Each of these asymmetries was sufficient to generate positive 

phase lags. Pressure-sensitive dorsal cells in the lamprey tend to have receptive fields that are caudal 

to their position in the spinal cord (18, 19), suggesting that they also have such spatial shifts between 

actuation and perception. Using a theoretical analysis (Supplementary Text S3) we found that the 

force feedback produces short- and long-range interactions between the local oscillators, since the 

phase states of the oscillators are embedded in the local force measurements. This results in a 

complex network of oscillators, coupled by the mechanical and hydrodynamic interactions between 

each segment. Synchronization and positive phase lags are emerging (self-organizing) properties 

of this complex network shaped by the physics of locomotion. 

Oscillator-free configuration can generate spontaneous oscillations 

Similarly, we next examined the source of swimming robustness in the oscillator-free configuration, 

where the other main component of the CPG (segmental rhythmogenesis) was absent. Our results 

with this configuration show that the local hydrodynamic feedback could generate spontaneous 

oscillations without the need for intrinsic oscillatory centers. Similar to the decoupled 

configuration, we found nonzero forward speeds when no neural disruption was applied in 

simulation, with speeds close to the other configurations (Fig. 3). Robot experiments showed that 

oscillations emerged and resulted in forward swimming (Fig. 4B and movie S2). Additional 

simulations (fig. S6 and movie S3) revealed that spontaneous swimming rhythms emerged for (i) 

sufficiently high sensory feedback strengths (fig. S6B) and (ii) overall central phase lags between 

100 and 140% of the cycle duration (fig. S6D). These simulations also showed a positive correlation 

between feedback strength and overall emerged phase lag (positive phase lag values between 49.6 

and 92.7%; fig. S6B) similar to the decoupled configuration, however, spanning a wider range of 
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overall phase lags (oscillator-free, 73.29±19.69% cycle duration; decoupled: 104.23±14.08% cycle 

duration, means±SD.).   

Both the decoupled and the oscillator-free configurations represent key examples that illustrate how 

the feedback entrainment mechanism contributes to the establishment of swimming patterns. This 

can be seen as a self-organized process involving interactions between the feedback mechanism, 

the body, and the environment.  

In addition to the phase oscillator model we tested these two specific configurations with the more 

biologically realistic network that controlled the simulated body (Fig. 6A). The decoupled 

configuration was implemented by removing intersegmental coupling (𝜂S,T = 𝜂S,P = 0), whereas 

the oscillator-free configuration was explored by removing the mutual inhibition within segments 

(𝜂A = 0). In both configurations we found traveling waves of body undulations emerging (Fig. 6, 

B and C), thus showing that the proposed feedback mechanism can successfully entrain neural 

activation while not requiring the notion of an explicit phase. In other words, the neural couplings 

from the force sensing neurons (with excitatory ipsilateral projections and inhibitory contralateral 

projections) have an effect in this neural network equivalent to the sensitivity function in the phase 

oscillator implementation. 

DISCUSSION  

We found that intersegmental coordination and oscillations underlying undulatory swimming can 

be generated either by the CPG or sensory feedback, and this redundancy contributes to the 

increased robustness of swimming against neural disruptions. The neural circuitry controlling 

locomotion in vertebrates comprises three main components: (i) the spinal segmental circuits (part 

of the central nervous system), (ii) sensory inputs to the segmental circuits (peripheral nervous 

system), and (iii) the descending systems (central nervous system) that send commands and receive 

ascending inputs from the segmental circuits (54, 55). A major challenge in neuroscience is to 

decipher the respective role of these components on the generation of locomotor movements. Here, 

we explored a reduced system comprising a single type of sensory input (exteroceptive feedback) 

and the spinal segmental circuit, both interacting with hydrodynamic forces through a robot 

equipped with force sensors in simulation or in the real world. The topology of the exteroceptive 

feedback that we used is consistent with the effects of dorsal cells in lamprey, which increase motor 

output ipsilaterally and decrease it contralaterally (20). It is also consistent with that of 

mechanosensory Rohon-Beard neurons that excite ipsilateral spinal rhythmogenic neurons during 

the first days of life of the zebrafish larva (53). The slowdown observed when disrupting Rohon-
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Beard neurons in zebrafish larva [(14); for review, (15)] is consistent with our results, despite a 

difference between larval fishes swimming at low Reynolds numbers and our robot swimming at 

higher Reynolds numbers (53).  

One limit of our approach is that we only explored exteroceptive sensory inputs. However, we 

expect that proprioceptive inputs constitute another redundant source of feedback to the swimming 

CPG. Proprioceptive feedback is provided in lamprey by stretch sensors called edge cells that detect 

spinal cord stretching and participate in motor burst termination by exciting ipsilateral segmental 

neurons and inhibiting the contralateral ones (12–14, 17, 56–58). The connectivity of lamprey edge 

cells onto the segmental circuitry is similar to the one used here for exteroceptive feedback [(12–

14, 17, 56); for review, (59)]. In zebrafish, proprioceptive feedback is provided by Kolmer-Agdhur 

cells that detect the local movements of the cerebrospinal fluid in the central canal of the spinal 

cord, and send inhibitory input to the ipsilateral segmental motor circuits, and their silencing slows 

down swimming (60, 61). Such slowdown is coherent with a certain level of redundancy between 

exteroceptive and proprioceptive feedback as we propose here. However, we are aware that these 

feedbacks are not equivalent. We also omitted the corollary discharge ascending from the spinal 

cord, which influences the activity of reticulospinal cells that carry the locomotor command to the 

spinal CPG in lamprey and in other vertebrates (62, 63). We expect an increased stability of motor 

patterns when all of the partially redundant mechanisms of stretch- and pressure-sensitive feedback 

loops, and the reticulospinal system work together to generate and maintain swimming, in line with 

previous simulation results (54) and neurophysiological results (64). Future studies could make use 

of our unique robot platform to test additional motor control hypotheses that are difficult to study 

in intact animals, e.g., to determine how descending commands interact with the effects of sensory 

feedback when the animal needs to adapt its locomotor movements to a turbulent flow, different 

fluid viscosities, or to perform steering movements when, e.g., tracking a target.  

An important result is that the CPG and sensory feedback play redundant roles in the generation of 

locomotor movements. Although our study is limited to swimming, this phenomenon could 

contribute to explain why it is sometimes difficult in vertebrate animal models to identify a single 

population of spinal interneurons responsible for locomotor rhythmogenesis, which furthermore 

relies on different rhythmogenic populations recruited as a function of speed as, e.g., in zebrafish 

(65, 66) or mouse [for review, (4, 9)].  

Our findings also suggest that exteroceptive sensory feedback plays a notable role in the recovery 

of locomotor movements after full spinal transection, i.e., when the spinal CPG does not receive 
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the descending drive from the brain and does not send ascending information to the brain anymore. 

Exteroceptive mechanoreceptors could favor sensory-based coupling across a disconnection in the 

nervous system and thus contribute to the coordination of swimming lampreys after spinal 

transection. Such a role may be different from one species to another. Eel can swim despite full 

transections in one or even two places of the spinal cord, with muscle activity that remains 

oscillating and frequency-locked with the segments above the transections (10). Lampreys can 

swim after a full spinal transection behind the gills (7). In contrast, salamanders swim only after 

partial regrowth of the descending fibers originating from reticulospinal neurons and spinal neurons 

above the lesion (67). In mammals, it is well established that limb sensory feedback below the 

lesion plays a role in the reestablishment of rhythmic locomotor activity below the lesion (68–70, 

for review 71). Our study confirms that there are important functions provided by peripheral 

mechanisms that might be "hidden" by well-known central mechanisms, and that could play an 

important role in recovery of motor function after spinal cord injury. 

Another important result is that the body properties dictated the perceived hydrodynamic forces, 

and this resulted here in a net tendency to generate forward swimming. Well-timed interactions 

between a passive body and local vortices are sufficient to make a dead trout body swim forward 

under specific conditions (“Karman gait”, 72, 73). The viscoelastic properties of the body 

interacting with the water therefore play an important role in self-organized swimming and in the 

redundancy of information carried by the sensory feedback systems discussed above. The body is 

also important to provide the asymmetry needed for the emergence of forward swimming (as 

opposed to swimming in place or backward). Our work shows that the structural asymmetry of the 

body (i.e. a head element that is larger than the other body segments, and the passive flexible tail at 

the end of the body) was sufficient to generate positive phase lags (Supplementary Text S2, fig. 

S5 and movie S4). In addition, a spatial shift between actuation and perception also helped favoring 

forward swimming.  

Together, we identified the benefits of peripheral locomotion control in concert with central control 

and demonstrated the redundant mechanisms for rhythmogenesis and intersegmental coordination 

that provide explanations for the remarkable robustness of the locomotor system in undulatory 

swimmers. These results further provide solutions for robust undulatory swimming robots and have 

implications for the design of modular robotics with distributed control (74–77). At the core of our 

approach lies a robot that allowed us to investigate hydrodynamic force feedback loops and to test 

them in a physical system interacting with the surrounding water. The presented robotic system 

equipped with a decoupled control scheme invokes self-organized swimming. As a result, such a 
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system exhibits scalable characteristics that support easy construction and deployment of larger or 

many swimming units with a high degree of reconfigurability and robustness, e.g., for search and 

rescue missions or environmental monitoring (32, 78, 79) or conceptually for micro- and nano-

robots for biomedical purposes (80). In addition, the modular design of the robot with its redundant 

components for pattern generation based on central and/or peripheral control provides a mechanism 

for high fault tolerance (81, 82). The robot is remarkably resilient to both communication failures 

between segments and to sensor failures because intersegmental coordination is provided by 

redundant mechanisms (note that for practical reasons, these failures are here simulated in software 

as opposed to be actually applied to hardware). This is an important feature for applications that 

require robots that operate robustly in difficult environments (e.g., pipes, flooded caves, and frozen 

lakes) where human retrievals or repairs are not possible.  

In our study we presented a subset of the functionalities that are desirable for missions in the field, 

namely robustness with regard to fault tolerance. Other behaviors like steering or backward 

swimming are crucial for such applications and can be implemented on top of our local control 

scheme. Backward swimming can be obtained by introducing an alternative force feedback scheme 

(see Supplementary Text S2 and fig. S5 A), by changing the phase bias of the intersegmental 

coupling (changing the sign of 𝜓.7), or by respectively decreasing and increasing the intrinsic 

frequencies of the first and last segmental circuits, similarly to what is hypothesized to happen in 

the lamprey (83). Steering can be achieved in different ways, most easily by centrally inducing a 

bias in the left/right muscle activation (84). On the basis of these elementary components for 

navigation, goal-oriented swimming can then be implemented on top of our control structure using 

existing approaches and including additional sensory cues (32, 85, 86). Field missions also require 

swimming with resilience to external perturbations. Here, further analyses of the controller 

performance under such conditions are needed in future work, and previous studies can help to 

increase this robustness (87).     

Last, this robot provides the opportunity to solve engineering problems related to the stability of 

underwater vehicles in unsteady flows (44). Whereas previous robots equipped with artificial lateral 

line or pressure sensing systems were able to detect and respond to certain types of flow 

accelerations (45, 88, 89), our robot with its segmented body and the distributed sensing and 

actuation provides a potentially finer scale of control along the entirety of the body to respond to 

flow perturbations and paves the way for future studies on advanced maneuvers in unsteady flows.  
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MATERIALS AND METHODS 

Robot design 

We designed and implemented the undulatory swimming robot called AgnathaX (inspired by the 

Agnatha superclass of jawless fish that includes lamprey, and X = number of 10 robot segments) 

for the purpose of this study. AgnathaX is a modular lamprey-like robot built out of 10 active body 

modules that feature easy integration with exteroceptive sensors, a head unit for computations and 

a passive tail. AgnathaX weighs 4.2 kg and spans 1250 mm in length (fig. S1A). This waterproofed 

robot is controlled wirelessly and can move with both position and torque commands at the surface 

of the water. Each of the 10 body modules (90 mm in length and 0.35 kg of mass) is actuated by a 

Dynamixel MX-64AR servomotor (Robotis) that is attached with custom aluminum frames. The 

standard Dynamixel protocol (RS-485 bus at 1 Mbps and 4P cables) was used to communicate to 

the servomotors. A safety limit of ± 60 degrees was programmed for each servomotor to prevent 

self-collisions. The head unit of the robot contains an Odroid XU4 (Hardkernel) computer running 

Linux. The computer acquires the external sensor signals from all body modules as well as the full 

state of the motors (i.e., position, speed, voltage and current), and evaluates the distributed 

controllers for each module in a 100 Hz control loop. The corresponding output commands of each 

controller are sent back to the motors to move the robot. Data gathered from the sensors, motors 

and the states of the controllers were logged during swimming experiments and were used for 

posterior analysis. The robot has three independent lithium polymer batteries. One battery is placed 

on the tail module (nominal voltage of 11.1 V and capacity of 1500 mAh) and powers the motors. 

The remaining two batteries are located on the sides of the head unit, keeping the center of mass 

aligned with the centerline of the robot. The first battery at the head powers the external sensor 

array (7.4 V and 800 mAh) and the second battery powers the computer (11.1 V and 1500 mAh) 

through a 5 V DC/DC regulator (25W). The maximum operating time of the robot is 30 min, given 

by the fastest decaying battery for the motors. All batteries have a nominal discharge rate of 25°C. 

The tail was designed using two flexible polyethylene terephthalate sheets of 1 mm thickness. The 

shape, (resembling a real lamprey tail) material, and thickness of the tail were designed to ensure 

that the tail resonates (i.e., achieves larger lateral bending) at nominal robot undulation angles of ± 

30 degrees, and a frequency of 0.75 Hz. This choice of design parameters resulted from experiments 

with a number of materials and shapes that were carried out similarly by Leftwich et al. (40). A 

protective soft, hydrophobic and highly flexible wrapping sleeve was used to cover the robot 

modules (i.e., head, body, and tail) before it was put into a custom waterproof swim suit. The suit 

was fabricated with a yellow ripstop fabric coated with a thermo-adhesive material. The seams of 
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the suit were sealed using heat and high pressure (heat press), where the thermo-adhesive material 

glued the parts together in the process. A zipper (TIZIP, MasterSeal 10, 500-mbar pressure proof) 

at the head of the robot was used to allow access to the robot modules. In addition, the head unit 

connects to the external sensors through the suit by means of a plug (Binder, 7-pole, 693 series), 

guaranteeing IP67 waterproofing. 

Hydrodynamic force sensing on the robot was implemented by means of force plates that are 

capable of measuring the normal forces acting on either side of each segment. Each force plate 

module consists of an aluminum frame that attaches to the corresponding frame of the robot 

segment inside the waterproof suit by means of an array of magnets. The magnets lock both frames 

in place and prevent them from detaching or changing orientation as the swim suit is deformed 

according to the actuated robot modules. Each force plate module has two load cells of 300gf 

TAL221 (Shaanxi HT Sensor Technology) and two carbon fiber plates of 60 mm by 44 mm with a 

thickness of 2 mm. The carbon fiber plates were designed to remain parallel to the robot body and 

thus sense normal forces. Each load cell was connected to an amplifier HX711 (Sparkfun), and their 

amplified signals were sent to an Arduino Mini board (Arduino). A custom-printed circuit board 

attached to the Arduino was designed, which integrates a 5 V voltage regulator to power the 

Arduino and the load cell amplifiers. All the electronic parts (i.e., amplifiers and Arduino board) 

were sealed and waterproofed using Sicomin GreenPoxy 56 (Swiss-Composite). The Arduino 

boards are connected, and a custom serial data protocol is used for communication. Noise on the 

sensors originates from the small amplifier’s excitatory high-frequency voltage ripples and from 

perturbations by small waves stemming from reflections of the pool walls. Therefore, a median 

filter was applied before passing them to the feedback control. Note that the forces which are 

measured by these custom designed sensing units are the result of complex flow patterns 

surrounding the robot that include both parallel and perpendicular components with respect to the 

sensing plates and also include vortices. All these flow structures contribute to a pressure field 

which consequently determines the interaction forces of which we measured the normal component 

using our sensors. Note that since the plates are surrounded by water on both sides, the sensors do 

not measure hydrostatic depth-dependent pressure. Each of the force plates can sense pushing and 

pulling forces. In our present study we focused on the resultant normal force which is determined 

by the difference of the two lateral force plate measurements. The range of the resulting normal 

forces at a segment was about ±0.3 N for fast swimming gaits of 0.4 m/s. We were able to obtain 

a sensing resolution of 0.004 N with our force sensor units.  
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Last, we found that the addition of the external sensor units led to a shift of the center of mass. To 

ensure that the center of buoyancy lies above the center of mass centerline (reduces rolling during 

swimming), an array of low-density foam floats (60-mm diameter and 30-mm thickness) were 

added on top of the suit. These floats were fixed in position by a magnet that attaches to a magnet 

on the top of each motor segment. These floats house a light-emitting diode (LED) that was 

connected to their respective Arduino sensor board and was used for motion tracking. In addition, 

one LED at the head and three LEDs at the tail were used to track the robot during the swimming 

experiments. 

Robot experiments 

The experiments were carried out in an indoor swimming pool of 2 m by 6 m and a depth of 31 cm. 

A dual camera tracking system (Basler A622F) mounted 2.25 m above the pool surface was used 

to track the position of the LEDs at a sampling rate of 15 Hz and calibrated for an accuracy of less 

than 1 cm. Low ambient light was used during the experiments to increase the contrast with the 

background for reliable LED tracking. An additional Hero 4 session camera (GoPro) was placed on 

top of the pool, to record the robot movements. Initial position and orientation of the robot at each 

experimental run was set manually. This prevented the robot from quickly deviating and touching 

the side walls of the pool. We considered experiments successful when the robot was swimming at 

least three-quarters of the swimming pool before colliding with the walls or doing a hard stop. 

Muscle model 

Viscoelastic body deformations are introduced between segments by a muscle model derived from 

an antagonist muscle pair (90), approximated as linear spring dampers, and adapted for rotational 

joints 

𝜏. = 𝛼	𝑢.	 − 𝛾𝜃. − 𝛿𝜃̇. (4)  

It generates a torque 𝜏. in the 𝑛th joint of the segmented body and contains the muscle activation 

𝑢., the activation gain 𝛼, the stiffness 𝛾 and the damping 𝛿. The activation signal 𝑢. is produced 

by the segmental circuit (Eq. 3). It controls the internal torque and serves therefore as a way to 

induce bending to either side of the body (contracting on the right when 𝑢. > 0, and on the left 

when 𝑢. < 0). At the same time, a counteracting torque is generated depending on the kinematic 

state of bending angles (𝜃.) relating to stiffness, and angular speeds (𝜃̇.) relating to damping. This 

model assumes a fixed left-right intrasegmental coordination, in which the muscle pair operates in 
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antiphase. The muscle model in Ekeberg’s original contribution (90) contained an additional 

actively controlled stiffness term (cocontraction of muscles), which we omit here. 

To find suitable muscle parameters for the real-world robot model, we used a response surface 

method (91) to systematically find the muscle parameters that maximize the forward speed of the 

robot. For this purpose, the CPG configuration was used with an overall central phase lag bias of 

100%. We designed an experiment that consisted of n = 20 test runs following a central composite 

design matrix with parameter ranges [0.1, 1], [0,2], and [-0.05, 0.05]. A generalized second order 

polynomial function (including interaction terms) was fitted using the resulting forward speeds. 

The resulting model showed that high speeds were obtained at values close to 𝛼 = 1, 𝛾 > 1, and 𝛿 

close to zero. Therefore, we selected the parameters 𝛼 = 0.9, 𝛾 = 1.6 and 𝛿 = 0 (the corresponding 

simulation parameters are slightly different and can be found in table S1). Larger values of 𝛼 led 

to higher bending amplitudes and often saturated at the maximum bending angles of the motors. 

The stiffness 𝛾 had a strong effect on the swimming trajectories of the robot. A value of 𝛾 = 1.6 

provided straighter trajectories for oscillator-free and combined configurations, whereas 𝛾 = 1.2 

provided better trajectories for the decoupled configuration. Despite the fact that we used two 

different values of 𝛾, the resulting speed was similar for values within that range according to our 

model fitting results. Although we set the damping parameter in the robot experiments to zero, 

mechanical damping is still present in the joints of the robot because of dissipative effects in the 

motor mechanics. 

Simulated rigid body model 

The elongated swimming body was modeled in Webots 6.4.4 (Cyberbotics), a simulator based on 

the Open Dynamics Engine. The segmented elongated swimming body was constructed from a 

head segment, 10 identical body segments, and a segmented tail. The segments were linked with 

two-dimensional hinge joints that restricted the movements of the swimmer within a plane. The tail 

joints had spring-damper properties and were used passively, whereas the segmented body was 

actuated by torques in the joints between body segments produced by the simulated pairs of 

muscles. Corresponding dimensions, weights, stiffness, and damping for the body and the tail are 

given in fig. S1B and table S1. 

Simulated hydrodynamics 

We simulated the hydrodynamic environment for our anguilliform swimmer using the model 

proposed by Porez et al. (47). This model provides the external forces acting on the simulated rigid 
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body model on the basis of its kinematic state. It is based on Lighthill’s large amplitude model (92) 

and considers reactive forces stemming from the acceleration of the fluid moved by the swimming 

body, as well as resistive (drag) forces from viscous stresses in the boundary layer of the body. 

Furthermore, this model allows for numerical integration close to real time due to a Newton-Euler 

modeling approach, which greatly decreases simulation time for different sets of parameters. We 

evaluated the physics (swimming model including the hydrodynamics) at 0.5ms time steps. In 

comparison, the controller which sets the corresponding muscle activations and torques, was 

running at a time step of 5ms. We validated this model against the AgnathaX robot (Fig. 2, D and 

H). 

In addition to reactive and resistive forces, buoyancy was modeled following Archimedes’ 

principle, which states that the buoyant force for a given body corresponds to the weight force of 

the fluid that it displaces and acts at the centroid of the displaced volume. We computed the 

immersed volume and the centroid for each segment with the following steps. First, the intersections 

between the edges of the parallelepiped and the water surface were calculated (the force was only 

computed for the parallelepiped in each module, the final value was multiplied by a constant factor 

to compensate for the additional cylindrical volume). Then, the intersection points were ordered 

using a Gift wrapping algorithm to form the top surface of the immersed polyhedron. The volume 

and the centroid of the immersed polyhedron were calculated using Mirtich’s formulas (93). Our 

swimming body is positively buoyant and swims at the surface of the water. 

Neural network model 

This model is based on excitatory and inhibitory connections between neurons (Fig. 6A) and 

illustrates how the segmental circuit interacts with the local force sensors by means of these 

connections. We defined our neural network as follows: 

 𝑥̇.,P =
A
]
(−𝑥.,P − 𝛽𝜈.,P + 𝜂A[𝑥.,T]Q + 𝜂S,T[𝑥.bA,T]Q + 𝑞) + 𝑏P𝐹.,P + 𝑏T𝐹.,T, (5)  

 𝜈̇.,P =
A
e]
(−𝜈.,P + [𝑥.,P]Q), (6) 

 𝑦.,P = [𝑥.,P]Q. (7) 

In this "Matsuoka" (52, 94) neural network model, the two states 𝑥 and 𝜈 describe the membrane 

potential and the self-inhibitory input (fatigue or adaptation) for a neuron, respectively. The 
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corresponding output 𝑦.,P of each neuron is non-negative and defined as [𝑥]Q = max(0, 𝑥). The 

indices 𝑖 and 𝑐 indicate the location of the neurons on the respective ipsilateral and contralateral 

side, 𝑛 denotes the segment number starting from the head. 𝜏 represents the time constant of the 

neuron and relates to oscillation frequencies (𝛼 and 𝛽 are constant gains). Connectivity between 

neurons is defined by intrasegmental influence 𝜂A and intersegmental influence 𝜂S,T and 𝜂S,P, thus 

defining the central coupling in the control system. In addition, each neuron receives an excitatory 

tonic input 𝑞 that induces spontaneous firing. The output of each neuron directly provides the 

activation of the virtual muscle on the respective side (𝑢. = 𝑦.,P − 𝑦.,T) and contributes to body 

deformation. 

The feedback mechanism relies on the lateral pressure-based forces 𝐹.,P and 𝐹.,T, where the 

respective ipsilateral neurons get excited when forces acting from the water toward the body on the 

same side are sensed and inhibited when forces acting from the water toward the body are sensed 

on the contralateral side. As a result, neuron activities are synchronized with the external forces 

following the same general entrainment principle as for the phase oscillator model. This feedback 

topology is very similar to the connectivity of stretch-sensitive edge cells in lampreys (14). The 

corresponding connectivities are illustrated in Fig. 6A. 

Parameter tuning and network design 

The coupling weights 𝑤.7 in our phase oscillator model were hand-tuned to obtain a quickly 

converging and steady-state swimming pattern in the CPG configuration. This was required to not 

interfere with the additional transient behavior that is caused by the feedback mechanism. The 

central phase lag bias 𝜓.7was chosen to impose an overall phase lag of 100% along the body as 

this leads to fast undulatory swimming. Our goal with the Matsuoka neural network model was to 

show that the feedback mechanism produces the same swimming patterns in a control system 

without the notion of an explicit timing signal (phase). Therefore, the neural network model was 

designed in a bottom-up approach. We started with the oscillator building blocks that rely on mutual 

inhibition and the feedback connections with ipsilateral excitatory and contralateral inhibitory 

connections. In a next step, minimal coupling was introduced by excitatory downward connections. 

Additional contralateral inhibitory coupling connections were lastly added for increased stability of 

the system. Parameters were then tuned similarly to the phase oscillator model, starting with the 

intrasegmental connections, followed by intersegmental couplings and lastly feedback strength. All 

the segmental connections were tuned by incrementally increasing their strength until the CPG 
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configuration would quickly converge to again minimize the interference with transient behavior 

from the feedback.  

For both models (phase oscillator model and neural network model), we tuned the feedback gains 

by incrementally increasing their values to obtain entrainment and forward swimming for the 

decoupled and oscillator-free configurations. We used the same parameters for all four 

configurations, with the exception of higher feedback gains for the oscillator-free configuration. 

Parameter values are listed in table S1. Our parameter tuning procedure provides good swimming 

performance; however, there is potential for further optimization using, e.g., learning-based 

methods.   

Implementation of neural disruptions 

We considered three types of neural disruptions in our experiments (on the real robot and in 

simulation): muted oscillators, removed intersegmental couplings, and muted local sensors. Muted 

oscillators were implemented by setting the corresponding intrinsic frequencies of oscillators to 

zero (𝑓 = 0). The intersegmental couplings were removed by setting the respective coupling 

weights to zero (𝑤.7 = 0). At last, we muted the local sensors by setting the respective feedback 

strength to zero (𝑤BC = 0). 

These three different neural disruption types were first evaluated in a series of simulations (allowing 

us to carry out a large number of experiments) that we divided into four scenarios. The first three 

scenarios incorporated each neural disruption type separately. The first scenario had only muted 

oscillators, the second scenario had only removed intersegmental couplings and the third scenario 

had only muted local sensors. In each of these scenarios, we applied neural disruptions at random 

locations in the simulated spinal network, while we progressively increased the number of neural 

disruptions starting from one in increments of 1 up to 9 (for the removed couplings) or 10 (for the 

muted oscillators and local sensors). In addition, we repeated simulations n = 10 times for a given 

number of neural disruptions, where each simulation was carried out for a different set of random 

neural disruption locations. Using this procedure, we were able to capture the variability in forward 

swimming performance depending on the frequency of the neural disruptions. Last, in the last 

scenario we used a combination of the three neural disruption types (mixed disruptions). Analogous 

to the three preceding scenarios, we applied neural disruptions at random locations while 

progressively increasing the number of disruptions from one in increments of 1 up to 9. However, 

each disruption in this scenario could be one of the three possible neural disruption types at a 

random location (see Supplementary Text S4 for an example). This procedure was then applied 
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for a progressively increasing number of neural disruptions, where, again, for a given number of 

disruptions, the simulations were repeated (n = 30) as for the three previous scenarios. More 

simulations for a given number of neural disruptions were carried out to account for the increased 

variability due to the different neural disruption types compared with the first three scenarios with 

single neural disruption types only. 

In the last step, we complemented the simulation study with corresponding robot experiments to 

confirm our findings in real-world physics. For this purpose, we picked specific neural disruption 

settings closest to the average behavior in simulation at the data points of 0, 3, 6, and 9 neural 

disruptions for all the different configurations and neural disruption types (Fig. 3). Each of these 

specific neural disruption settings was then repeated up to five times and the fastest three swimming 

experiments were considered for the analysis. 

Performance metrics 

Frequency  

We used the autocorrelation function to determine the frequency of swimming gaits, since the shape 

of the considered signals (joint angles) can vary in shape because of adaptations by the feedback 

loops, making it more robust than measuring the time difference between zero-crossings. The 

autocorrelation function measures the correlation between a given signal and its time-delayed 

copies. Highest correlation values indicate periodic delays (cycle duration), which can be used to 

compute the frequency as the inverse of the cycle duration. We used MATLAB's autocorrelation 

function from the Econometrics Toolbox.  

 𝑓 =
A
l
= A

?
∑ A

lm
?
P@A , (8)  

 𝑇P = autocorr(𝜃P(𝑡)), (9) 

where 𝑁 describes the number of joints, 𝑓 describes the frequency, 𝑇 describes the period averaged 

over all the joints, 𝑇P describes the estimated cycle duration for joint 𝑖, and 𝜃P describes the 𝑖th joint 

angle. 

Speed 

The speed for a particular swimming run is computed over the two last cycles of the experiment, 

where the cycle time is computed from the frequency (see above). The speed 𝑣u is computed as the 

average over all the instantaneous speeds 𝑣(𝑡) occurring in the two-cycle period. The corresponding 
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instantaneous speed is computed from the head displacement between the current time instance and 

a cycle period ago, taking into account the direction of movement 𝑑𝑥wwww⃗  (forward or backward):  

 𝑣(𝑡) 	= sign(𝑑𝑥wwww⃗ ) |{⃗head(�)b{⃗head(�bl)|
l

, (10)  

 𝑣u = A
Sl ∫ 𝑣(𝑡)	𝑑𝑡�end

�endbSl
. (11) 

This performance metric is robust to turning patterns because if a slightly turning swimmer and a 

swimmer that follows a straight line achieve the same speed, then their performance is considered 

equal. 

Intersegmental and overall phase lag 

Analogous to the frequency computation we used the cross-correlation function to determine the 

instantaneous intersegmental phase lag Δ𝜑P(𝑡) of signals between consecutive joints. We used 

MATLAB's cross-correlation function from the Econometrics Toolbox. Each instantaneous 

intersegmental phase lag at time 𝑡 was computed over a fixed time window [𝑡 − 𝑡�, 𝑡]. To compare 

gaits of different frequencies, the intersegmental phase lags were normalized by the corresponding 

cycle durations. We defined the instantaneous overall phase lag ΔΦ(𝑡) as the sum of intersegmental 

phase lags: 

 ΔΦ	(𝑡) 	= 	∑ Δ𝜑P(𝑡)?
P@A , (12)  

 Δ𝜑P(𝑡) =
crosscor(�m[����,�],�m��[����,�])

l
. (13) 

Subsequently we defined the steady-state intersegmental and overall phase lags as follows 

 ΔΦ���� 	= ΔΦ(𝑡end), (14)  

 Δ𝜑������ = Δ𝜑P(𝑡end). (15) 

Transient times  
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We defined the transient time 𝑡� as the time to reach the steady-state overall phase lag ΔΦ����. For this 

purpose, the instantaneous overall phase lag over time ΔΦ(𝑡) was first smoothed with a moving 

average filter, and then 𝑡� was measured arbitrarily as the time to reach within ±8% of  ΔΦ����.  

Statistical comparison of model configurations 

The four model configurations in our robustness analysis were subject to gradual increases in the 

number of neural disruptions. We compared the forward swimming speed (=dependent variable) of 

these four configurations (=independent variable) at each number of neural disruptions separately 

by using a one-way ANOVA for independent samples (n = 10 for single-type neural disruptions 

and n = 30 for mixed neural disruptions; table S2). After verifying that the group mean swimming 

speeds are significantly different from the overall mean under a significance level of P<0.005, we 

carried out a GH post hoc test (for unequal variances) to directly compare between the four model 

configurations. In each of these comparisons between the mean swimming performances we used 

independent samples. The P values along with a significance level of P<0.001 were used to 

determine significant differences and a significance level of P>0.05 to determine significant 

similarities between configurations. 

We also carried out a comparison of the decline in robustness with increasing number of disruptions 

between the four configurations. For this purpose, we carried out (n = 10 for single type neural 

disruptions, n = 30 for mixed neural disruptions) linear regressions for each configuration and 

disruptions type. Subsequently, the mean slopes of these linear fits were statistically compared with 

a one-way ANOVA, followed by a GH post hoc test. 

We report the P values in tables S2 and S3. All statistical tests were carried out using R (R Core 

Team, 2017) and the "userfriendlyscience" package. 

Additional simulation experiments for the decoupled and oscillator-free configuration 

Simulations to explore the effect of neural disruptions on swimming speed, allowed us to 

systematically test a large number of randomly applied disruptions which would be too time 

consuming to carry out on the real robot. For the same reasons, to quantify the characteristics of the 

decoupled and oscillator-free configurations, we carried out a series of simulations to understand 

the effects of a few specific model parameters. We varied feedback strengths from 0 to 300 in steps 

of 25 for both cases. For the decoupled configuration variable intrinsic frequencies in the range of 

0.5 to 2 Hz in steps of 0.25 Hz were explored. In the oscillator-free configuration, overall central 

phase lags were varied from 0 to 200% in steps of 20% (with corresponding uniform intersegmental 
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phase lag bias 𝜓.7). For both configurations each parameter combination was simulated n = 10 

times with a different random initialization of the oscillator phases 𝜑.. Following this simulation 

protocol, we carried out a total of 910 simulations for the decoupled case and 1430 simulations for 

the oscillator-free case. Each simulation lasted for a duration of 30 s to provide enough time to 

reach a steady-state swimming with a stable phase lag pattern along the body. The detailed results 

of these simulations are presented in figs. S4 and S6.  
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Figures and Tables 

 
Fig. 1. Implementation of central and peripheral components for undulatory swimming in the robot. (A) Model 

composed of rigid body segments connected by actuated joints. Each segment (in detail) has its own circuit (with 

oscillators and couplings), left and right antagonistic muscles and a pair of lateral force sensors. (B) Core of the robot 

AgnathaX composed of 10 servomotors (in detail), with a linux computer, batteries, and a passive tail module. (C) 

Outer part of the robot AgnathaX showing its assembly sequence (in detail). (1) the robot core is introduced into a 

waterproof swim suit. (2) The force plate module (communication circuit, load cells with corresponding amplifiers and 

carbon fiber plates) is fixed from the outside by means of magnets. The modules are electrically interconnected (power 

and communication) to their neighbors and lastly connect to the robot head. (3) A floating element with an embedded 

LED for motion tracking is attached on top of each module. (D) Full assembly of the waterproofed robot AgnathaX 

with all the sensors and tracking lights. (E) Comparison between the phase oscillator model and the neural network 

model.  
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Fig. 2. Experiments to verify the relationship between timing of body bending and hydrodynamic forces during 

rigidly prescribed (=position control) target swimming patterns. (A to C) Position control experiments in 

simulation with a linearly increasing amplitude gradient from head to tail. Simulations were carried out for the gradient 

profiles 10° to 20° (head-tail amplitude), 10° to 25° and 10° to 30°, and for frequencies 0.5, 0.75,1, 1.25, 1.5, 1.75, and 

2 Hz. (A) Example swimming snapshots with lateral forces from the left (red arrows) and the right (blue arrows). (B) 

Lateral forces from the left (red) and the right (blue) over time. The solid line indicates the joint angles between 

segments. (C) Phase lag between joint angles and forces across all the experiments of different amplitudes and 

frequencies for the different segment joints. The dashed line indicates the mean, the gray shaded area indicates the SD. 

The solid line indicates the phase lag profile for the example shown in (A) and (B). (D) Validation of simulation versus 

robot: Comparison of ratio of forward speeds between the simulated model and the robot both in position control for 

different frequencies with a linearly increasing amplitude gradient from head to tail. (E to G) Respective illustrations 

for position control experiments in simulation with constant amplitude along the body. Simulations were carried out 

for amplitudes of 20, 25, and 30 degrees, and for frequencies of 0.5, 0.75,1, 1.25, 1.5, 1.75, and 2 Hz. (H) Validation 

of simulation versus robot illustrated with the ratio of forward swimming speeds in simulation and robot in position 

control with a constant amplitude gradient.  
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Fig. 3. Robustness to neural disruptions in segmental circuits for four model configurations. Maintaining higher 

swimming speed over a range of gradually increasing number of disruptions indicates higher robustness. Swimming 

performance is quantified by speed (A to P). Gray gradient shading indicates the overall robustness (higher opacity = 

more robust) of a specific configuration exposed to a specific disruption type. Details on the implementation of the 

neural disruptions can be found in Materials and Methods. The decoupled and CPG configurations exhibit similar 

robustness performance (similar decline for muted oscillators and similar decline for mixed disruptions). The oscillator-

free configuration showed lowest robustness (no swimming for more than five muted sensors and mostly lower 

robustness for many higher-number mixed disruptions). The combined configuration showed the highest robustness 

(better than CPG, decoupled and oscillator-free configurations for mixed disruptions). Simulations (in red): Average 

swimming speeds of simulations are indicated in red. All data points are represented by means±SD. that reflect a series 

of independent randomly initialized experiments (n=30 for each data point exposed to mixed disruptions and n=10 for 

remaining disruption types). Robot (in blue): On the robot representative initial conditions of simulation runs close to 

the simulation mean were selected and tested. Each data point corresponds to the n=3 fastest robot experiments under 

the same initial condition. On the robot, 0, 3, 6, and 9 simultaneous disruptions were tested. Corresponding simulation 

videos can be found in movie S1.  
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Fig. 4. Sensory feedback for undulatory swimming provides redundancy to central mechanisms in 

intersegmental coordination and rhythmogenesis. (A) Representative example of a robot experiment under the 

decoupled configuration, starting from random initial conditions and sensory feedback turned off. Once the feedback 

is turned on, intersegmental coordination is established, and a traveling wave emerges. Mean±SD. values for speed, 

overall phase lag and frequency are shown for n=6 robot experiments with an intrinsic oscillator frequency of 0.75 Hz 

and randomly initialized phase oscillators.  (B) Representative example of a robot experiment under the oscillator-free 

configuration, starting from random initial conditions and sensory feedback turned off. With sensory feedback turned 

on, spontaneous rhythmogenesis emerges and results in a traveling wave along the body. Mean±SD values for speed, 

overall phase lag and frequency are shown for n=11 robot experiments with a central overall phase lag bias of 100 % 

(cycle duration) and randomly initialized phases in the segmental circuits. Example videos of the swimming robot for 

both configurations (A and B) are provided in movie S2.  
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Fig. 5. Performance results of robot experiments in the decoupled and oscillator-free configurations. The 

decoupled configuration with and without feedback were each tested in n=6 experiments at an intrinsic frequency of 

0.75 Hz. The oscillator-free configuration was tested in n=11 experiments and a central overall phase lag of 100 % 

(cycle duration). The oscillator phases were randomly initialized in all experiments. The performance metrics in (A) to 

(D) are described in Materials and Methods. The horizontal lines indicate the median. Box limits are the upper and 

lower quartiles and the whiskers show the values within a 1.5 x interquartile distance from the upper and lower quartiles, 

respectively. Outliers are represented as dots. Note that in (A), the intersegmental phase lag at the first joint for the 

decoupled configuration is not strictly positive. The dynamics of this joint would need more time to converge, however 

we were limited by the size of the swimming pool. 

  



Science Robotics                                               Preprint                                                                             Page 39 of 39 
 

 
Fig. 6. Neural network implementation of the segmental circuits. (A) Excitatory and inhibitory connections in the 

computer-simulated Matsuoka neural network model. (B) Example simulation of the decoupled configuration showing 

the emergence of a traveling wave in the output of the neuron of the left and right sides that is sent as activation to the 

muscles. (C) Example simulation of the oscillator-free configuration showing the emergence of a traveling wave in the 

neuron outputs. 


