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Abstract—In this paper, a time-optimal control problem is considered for plants represented by
chains of integrators. A suboptimal solution obtained by using the implicit Lyapunov function
approach is proposed in the form of continuous finite-time state feedback regulator. An algo-
rithm for optimal tuning the parameters of the controller is formulated as a finite-dimensional
semidefinite program. A robustness-oriented comparison of the optimal and suboptimal solu-
tions in practical implementations of the proposed controller is performed via the numerical
example of double integrator.

1. INTRODUCTION

In control practice it is often a challenge to design a controller which guarantees the minimal
transient time. This problem is know as the time-optimal control problem; it typically arises in
robotics, space applications, control of submarine and surface mobile systems. In spite of the
long-standing and prolific history of the optimal control theory formulated as early as in 1950s and
1960s in the works by A.A. Fel’dbaum [1], L.S. Pontryagin at al. [2], R. Bellman [3], optimal control
problems are still in the focus of active research [4–7].

The so-called bang-bang control is a classical discontinuous solution of the time-optimal control
problem, which is based on the profound Fel’dbaum’s n interval theorem [1]. Traditionally, the
corresponding control law is implemented as open-loop control (i.e., without feedback), except
for low-dimensional cases which admit time-optimal control design by using sliding modes; e.g.,
see [5, 6]. In practice, however, not only time-optimality of a control algorithm is of interest,
but also other performance indices which are associated with the robustness and accuracy of the
algorithm, its energy characteristics, etc. These indices are often conflicting, so that control design
problems are sometimes reformulated in terms of quite hard multi-objective optimization. Finally,
discontinuous time-optimal control laws are often impossible to implement because of physical
peculiarities of the system [8,9]. In this respect, suboptimal controllers [10,11] are of great practical
importance. They are usually being designed under additional constraints on the class of admissible
feedbacks (for instance, those leading to robust control laws) and other, not always constructive
practice-driven requirements.

In this paper we consider the time-optimal control problem for a simplest plant represented
by a chain of integrators, which is governed by a linear dynamic state feedback. In spite of the
linear formulation of the problem, control design will be performed with the use of methods which
are more popular in the nonlinear control theory. In particular, the nonlinear implicit control law
proposed in this paper provides the closed-loop system with the so-called property of weighted
homogeneity with negative exponent [12–15]. It is this property that guarantees robustness and
finite-time stability, the latter being the ability for an asymptotically stable system to attain its
equilibrium in finite time. On top of that, the ideas of weighted homogeneity are fundamental to
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the implicit Lyapunov function method [16,17], which is applied in this paper to suboptimal control
design. To analyse stability of a system, this method suggests use of a Lyapunov function which
is specified implicitly, e.g., in the form of an algebraic equation. Generally speaking, neither the
stability analysis, nor the evaluation of the rate of convergence do require finding a solution of such
an equation, since with the classical implicit function theorem [18], the corresponding conditions of
the Lyapunov theorem can be checked by analyzing only the properties of this algebraic equation
and the right-hand sides of the system. In the Russian-language control literature, similar ideas
were proposed by V.I. Korobov [19] in the construction of the “controllability function,” which is
essentially a finite-time Lyapunov function of the closed-loop system.

The salient feature of combining the implicit Lyapunov function method with the theory of
homogeneous system is that the algorithm for tuning the parameters of essentially nonlinear feed-
backs [17] can be formalized in terms of linear matrix inequalities (LMIs) [20,21]. At present, LMIs
are considered as the most efficient computational approach to linear control system design [20];
it allows for a considerable simplification of H2/H∞-robust control design procedures [21]. Many
other problems in control theory [20] can be reduced to solving semidefinite programs (SDPs), i.e.,
to the optimization of a (usually linear) cost subject to LMI constraints. In a number of works
conducted by B.T. Polyak in the recent years, this approach was applied to the design of robust
control for optimal rejection of exogenous disturbances in linear systems [21]. An extension of these
ideas to nonlinear control plants can be found in [22]. In this paper, the nonlinear time-suboptimal
design problem also reduces to solving a semidefinite program.

Notation. In the paper, the following notation will be used: R+ = {x ∈ R : x > 0}, R− =
{x ∈ R : x < 0}, where R is the field of real numbers; diag{λi}ni=1 is the diagonal matrix with the
entries λi on the main diagonal; the continuous function σ : R+ → R+ belongs to the class K if it
is monotonically increasing and σ(s)→ 0+ as s→ 0+; if this function is not bounded as s→ +∞,
we say that it belongs to the class K∞; a continuous function β : R+ × R+ → R+ belongs to the
class KL if β(·, t) ∈ K∞ for any fixed t ∈ R+, and β(s, ·) is monotonically decreasing for any fixed
s ∈ R+; for a matrix P ∈ Rn×n with real spectrum, its minmal and maximal eigenvalues are denoted
by λmin(P ) and λmax(P ), respectively; for a symmetric matrix P ∈ Rn×n, the inequality P > 0
(P ≥ 0, P < 0, P ≤ 0) is understood as positive definiteness (respectively, positive semidefiniteness,
negative definiteness, negative semidefiniteness); Ck is the space of functions having derivatives up
to order k inclusive; L is the space of Lebesgue integrable functions; L∞ is the space of measurable,
almost everywhere bounded functions.

2. STATEMENT OF THE PROBLEM

In this paper we analyze a single-input control plant represented by a chain of n integrators:

ẋ(t) = Ax(t) + bu(t), t ∈ [0, T ], x(0) = x0 ∈ Rn, (1)

where T ∈ R+ is a finite time instant, x ∈ Rn is the state vecror, u ∈ R is the control input, and

A =

(
0 In−1

0 0

)
, b = (0, ..., 0, 1)⊤ ∈ Rn. The importance of this model is stipulated by numerous

mechanical and electromechanical applications, see [5, 23, 24].

Let us consider the time optimal control problem in the classical formulation:

T → min (2)
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subject to the constraints

u(·) ∈ U = {u(·) ∈ L(0,T ) : |u(t)| ≤ u0, t ∈ [0, T ]},

x(·) ∈ C[0,T ] :

{
ẋ(t) = Ax(t) + bu(t), t ∈ (0, T ),
x(0) = x0, x(T ) = 0,

(3)

where x0 ∈ Rn and u0 ∈ R+ are given.

By the Feldbaum theorem [1], the optimal solution is provided by the so-called “bang-bang”
control, which is a piece-wise constant function uopt(t) ∈ {−u0, u0}, t ∈ (0, T ), with n − 1 dis-
continuities. In this paper we will be interested in solving problem (2), (3), subject to certain
additional constraints. First, admissible input signals are assumed to be smooth, u(·) ∈ C∞

(0,T ).

This restriction is natural in many problems encountered in practice, [25, 26]. This condition is
often adopted in order to guarantee that the control law be implementable [27]. Linear control
laws can be designed close to optimal ones [11]; hence, we additionally limit ourselves to the class
of smooth, linear dynamical state controllers:

u(·) = w⊤(·)x(·) ∈ U , w = (w1, w2, ..., wn)
⊤ , wi(·) ∈ C∞

(0,T ). (4)

“Rubustification” of optimal controllers is equally important, [5–7]. This requirement unavoid-
ably leads to feedback control algorithms. In this paper we are interested in nonlinear continuous
robust state feedback control laws (u(t) = uf (x(t)), t > 0, uf : Rn → R) such that they globally
stabilize system (1) at the origin for all t > 0 and, moreover, provide feasible solutions to the
optimization problem (2)–(4). It is this class of feedback laws over which we will be searching for
a suboptimal solution of the time-optimal control problem (2)–(4) with given x0 ∈ Rn.
Yet another limitation (strictly speaking, not an intrinsic one) in the problem analyzed in this

paper is the necessity of using the apparatus of linear matrix inequalities. Actually, this requirement
may be thought of as the most important one, since control practice is always targeted at finding
simplest and most efficient design solutions. Moreover, with this technique, the infinite-dimensional
optimization problem (2)–(4) will be reduced to a finite-dimensional problem.

Finally, note that the time optimal control problem with terminal state x(T ) = x1 := (ξ, 0, ..., 0)
⊤ ∈

Rn, ξ ̸= 0 can be easily reduced to problem (2)–(4) by change of variables x̃ = x− x1.

3. AUXILIARY CONCEPTS AND RESULTS

3.1. Finite-Time Stability

Control design problems under constraints (3) are usually referred to as finite-time control design.
Problems of such type are traditionally considered over finite time horizon, while the issues of
stability and robustness are kept aside, since the solution is usually turns out to be a certain open-
loop (feedforward) control law. Instead, in this paper we are interested in finite-time regulators,
which specify a stabilizing feedback control and, on top of asymptotic stability of the closed loop
system, guarantee attainment of the equilibrium in finite time [28–32].

Let us consider a Cauchy problem for the ordinary differential equation

ẋ(t) = f(t, x(t)), t ∈ R, x(t0) = x0, (5)

where t0 is a number, x ∈ Rn is the state vector, f : R × Rn → Rn is a nonlinear, continuous
vector-valued function, which is locally Lipschitz in x everywhere except for the origin.

Let the origin be an equilibrium point of system (5), i.e., f(t, 0) = 0.



4 POLYAKOV

Definition 1. The zero solution of system (5) is said to be finite-time stable if it is Lyapunov
stable and there exists a function T : R × Rn → R+ such that lim

t→t0+T (t0,x0)
x(t, t0, x0) = 0 for all

x0 ∈ V ⊆ Rn, where x(t, t0, x0) is the solution of the Cauchy problem (5), and V is a neighborhood
of the origin, which, generally speaking, depends on t0.

The definition of stability formulated above almost coincides with the definition of asymptotic
stability, with the only difference that the limit is considered as t tends to a certain finite num-
ber. Importantly, the requirement of the Lyapunov stability in Definition 1 obviously ensures
x(t, t0, x0) = 0 for all t ≥ t0 + T (t0, x0). In other words, any finite-time stable system is asymptot-
ically stable.

The function T in Definition 1 is referred to as settling-time function of system (5). If the set V
coincides with Rn, the zero solution of system (5) becomes finite-time stable in the large, or globally
finite-time stable.

Following the ideas of the stability theory, a natural definition of the uniform finite-time stability
can be formulated. It is important to note that uniformity is to be considered with respect to both
time and the space Rn, since inherent to the finite-time stability is the dependence of the settling-
time function on both the initial time instant and the initial state. In particular, if the function
of (“uniform”) settling time T (·) = sup

t0∈R
T (t0, ·) is locally bounded in a certain t0-independent

neighborhood V of the origin, the finite-time stable system is said to be uniformly finite-time
stable [30,32]. As of today, the most comprehensive survey of the results in finite-time stability can
be found in [32].

A simple example of a uniformly finite-time stable system is given by a scalar control plant
embraced by the negative relay state feedback: ẋ(t) = −sign[x(t)], x(t0) = x0 ∈ R. In this case,
the settling-time function has the form T (x0) = |x0|.

3.2. Weighted Homogenous Systems

Homogeneity is a property of an object (say, a vector field) to retain its characteristics under
certain stretcing/shrinkage. This property turns out to be extremely useful in many areas such as
analysis of nonlinear ordinary differential equations [12,33–35] and finite-time stability [14,30,36],
robustness of nonlinear control systems [37–39], etc.

Let us consider a positive vector of weights r = (r1, . . . , rn)
⊤ ∈ Rn+ and a so-called dilation

matrix Dr(λ) = diag{λri}ni=1, λ ∈ R+. Clearly, for x = (x1, ..., xn)
⊤ ∈ Rn we have Dr(λ)x =

(λr1x1, . . . , λ
rixi, . . . , λ

rnxn)
⊤ ∈ Rn.

Definition 2 ([12]). A function g : Rn → R (respectively, a vector field f : Rn → Rn ) is
referred to as r-homogeneous with degree m ∈ R, if the equality g(Dr(λ)x) = λmg(x) (respectively,
f(Dr(λ)x) = λ

mDr(λ)f(x)) holds for any λ ∈ R+ and any x ∈ Rn.

Functions that fall under Definition 2 will be also referred to as weighted homogeneous.

Homogeneous and weighted homogeneous system are often encountered in control theory. First
of all note that linear systems are obviously homogeneous of degree zero with Dr(λ) = λIn. Design
of nonlinear algorithms for control and state identification which are based on the homogeneity
property is discussed in [14, 17, 30, 36].

Following Definition 2, homogeneity can be detected by checking just the right-hand sides of
ordinary differential equations. By knowing the degree of homogeneity, finite-time stability of the
system can be established via the theorem below.
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Theorem 1 ([40], Theorem 5.8 and Property 5.4). If the vector field f : Rn → Rn is defined in
Rn, continuous, and r-homogeneous with negative degree m ∈ R−, then the asymptotically stable
zero solution of the system ẋ(t) = f(x(t)), t ∈ R, is globally finite-time stable.

This result remains valid for homogeneous differential inclusions and generalized evolutionary
equations in Banach spaces, [15, 30, 36].

It is important to note that, on top of detecting finite-time stability, the homogeneity method
facilitates qualitative analysis of robustness.

By robustness of a control system we usually mean its stability (in one or another sense) against
exogenous disturbances and inaccuracies in the parameters of the model. In this paper, robustness
is considered in the sense of input-to-state stability [41, 42].

Consider a disturbed system

ẋ(t) = f(x(t), d(t)), t > 0, x(0) = x0 ∈ Rn, (6)

where x(t) ∈ Rn is the state vector, d(t) = (d1(t), ..., dp(t))
⊤ ∈ Rp, di(·) ∈ L∞ is the vector of

exogenous disturbances, and f : Rn × Rp → Rn is a (generally speaking discontinuous [15]) vector
field.

Definition 3 ([41]). System (6) is referred to as input-to-state stable (ISS), if, for all x0 ∈ Rn

and all d ∈ L∞, the ineuality ∥x(t, x0)∥ ≤ β(∥x0∥, t) + γ
(
ess sup
τ∈[0,t)

||d(τ )||
)
is valid for all t ∈ R+

over any solution x(t, x0) of the Cauchy problem (6), where β ∈ KL and γ ∈ K.

A weaker notion of robustness is introduced as follows.

Definition 4 ([41]). System (6) is said to be integral input-to-state stable (iISS), if for all x0 ∈ Rn

and all d ∈ L∞ the inequality α(∥x(t, x0)∥) ≤ β(∥x0∥, t) +
t∫
0
γ(∥d(τ )∥)dτ holds for all t ≥ 0 over

any solution x(t, x0) of system (6) for some α ∈ K∞, β ∈ KL, and γ ∈ K.

The theorem below establishes a link between robust stability and homogeneity.

Theorem 2 ([39]). Let the following conditions be satisfied:

1) the zero solution of the disturbance-free (d = 0) system (6) is asymptotically stable;

2) the disturbance-free vector field f(·, 0) : Rn → Rn is r-homogeneous with degree m ≥ − min
1≤i≤n

ri;

3) there exists r̃ = (r̃1, . . . , r̃p)
⊤ ∈ Rp, r̃i ≥ 0, such that f(Dr(λ)x,Dr̃(λ)d) = λ

mDr(λ)f(x, d)
for all x ∈ Rn, d ∈ Rp, and λ ∈ R+.

Then system (6) is input-to-state stable if r̃min > 0, and it is integral input-to-state stable if
r̃min = 0 and m ≤ 0, where it is denoted r̃min = min

1≤j≤p
r̃j.

From these results it is seen that robust and finite-time stability of homogeneous systems can
be expressed in terms of a simple function of the degree of homogeneity and the vector of weights.
These properties can be easily checked via elementary algebraic manipulations.

3.3. Implicit Lyapunov Functions

The implicit Lyapunov function method assumes an implicit specification of a function, for
instance, in the form of an algebraic equation Q(V, x) = 0. The theorem below is an extension of
the known result in [16] to the analysis of finite-time stability.
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Theorem 3 ([17]). Assume there exists a continuous function

Q : R+ × Rn → R
(V, x) ?→ Q(V, x)

with the following properties:

C1) Q is continuously differentiable for all V ∈ R+ and all x ∈ Rn\{0};
C2) for every x ∈ Rn\{0} there exists V ∈ R+ such that Q(V, x) = 0;

C3) lim
x→0

(V,x)∈Ω
V = 0+, lim

V →0+

(V,x)∈Ω

∥x∥ = 0, lim
∥x∥→∞
(V,x)∈Ω

V = +∞, where Ω = {
(V, x) ∈ Rn+1 : Q(V, x) = 0

}
;

C4) the inequality −∞ < ∂Q(V,x)
∂V < 0 holds for all V ∈ R+ and all x ∈ Rn\{0};

C5) for all t ∈ R+ and all (V, x) ∈ Ω the following inequality holds: ∂Q(V,x)
∂x f(t, x) ≤ cV 1−µ ∂Q(V,x)

∂V ,
where c > 0 and 0 < µ ≤ 1 are some numbers.

Then the zero solution of system (5) is globally finite-time stable and the following estimate is

valid for the settling-time function: T (x0) ≤ V µ
0
cµ , where V0 ∈ R+ : Q(V0, x0) = 0.

Conditions C1–C4 of Theorem 3 guarantee the uniqueness, positive-definiteness, smoothness
(outside the origin), and radial unboundedness of the solution of Q(V, x) = 0 with respect to V . By
the classical implicit function theorem (e.g., see [18]), the partial derivative of the function V : Rn →
R can be computed via the formula ∂V

∂x = −
[
∂Q
∂V

]−1 ∂Q
∂x . Hence, the condition

∂Q(V,x)
∂x f(t, x) < 0

ensures the negative definiteness of the total derivative of V , and condition C5 guarantees the
finite-time stability of system (5) due to the inequality V̇ (x(t)) ≤ −cV 1−µ(x(t)).

Introduce now the explicit Lyapunov function as

Q(V, x) := x⊤Dr(V −1)PDr(V
−1)x− 1, (7)

where Dr(λ) is the dilation matrix of the form Dr(λ) = diag{λri}ni=1, r = (r1, ..., rn)
⊤ ∈ Rn+, and

P ∈ Rn×n is a symmetric positive definite matrix.
This function can be thought of as a counterpart of a quadratic Lyapunov function for r-

homogeneous functions. Indeed, for any fixed V = const, the set {x ∈ Rn : Q(V, x) = 0} is the
surface of an ellipsoid in Rn. For r = (0, 5, ..., 0, 5)⊤, the equation Q(V, x) = 0 possesses the unique
solution V = x⊤Px.

Corollary 1. Let a vector field f : Rn → Rn be r-homogeneous of degree m, with the weight
vector r = (r1, r2, ..., rn)

⊤ ∈ Rn+. If there exists a matrix P ∈ Rn×n which satisfies the inequalities

diag(r)P + Pdiag(r) > 0, P > 0, (8)

z⊤Pf(z) + f⊤(z)Pz < 0 for z ∈ Rn : z⊤Pz = 1, (9)

then the zero solution of system ẋ(t) = f(x(t)), t > 0, is asymptotically stable, and the function Q
defined by (7) is an implicit Lyapunov function for the system. Moreover, for m < 0 the system is
finite-time stable.

Proof. I. The function Q(V, x) defined by Ineq. (7) satisfies Conditions C1–C4 of Theorem 3.
Indeed, it is continuously differentiable for all V ∈ R+ and all x ∈ Rn. Since P > 0, the chain of

inequalities λmin(P )∥x∥2
max{V 1+(n−1)µ,V } ≤ Q(V, x) + 1 ≤ λmax(P )∥x∥2

min{V 1+(n−1)µ,V } guarantees that for any x ∈ Rn\{0}
there exist V − ∈ R+ and V + ∈ R+ such that Q(V −, x) < 0 < Q(V +, x), while the continuity of
the function Q implies the existence of V ∈ R+ such that Q(V, x) = 0.



TIME-SUBOPTIMAL FEEDBACK DESIGN VIA LMIS 7

Moreover, for Q(V, x) = 0, the same chain of inequalities ensures min{V 1+(n−1)µ,V }
λmax(P )

≤ ∥x∥2 ≤
max{V 1+(n−1)µ,V }

λmin(P )
; hence, Condition C3 of Theorem 3 is also fulfilled.

Since ∂Q∂V = −V −1x⊤Dµ(V −1)(diag(r)P + Pdiag(r))Dµ(V
−1)x, Ineq. (8) implies ∂Q∂V < 0 for all

V ∈ R+ and all x ∈ Rn\{0}.
By the implicit function theorem, there exists a unique positive definite, smooth (outside the

origin), and radially unbounded solution V : Rn → R of the equation Q(V, x) = 0, which can be
continued to the origin as V (0) = 0 and Q(V (x), x) = 0 for x ∈ Rn\{0}.
II. Let us compute the total derivative of the function V along the trajectories of the system:

V̇ (x) = −
[
∂Q
∂V

]−1 ∂Q
∂x f(x) = −

[
∂Q
∂V

]−1
(z⊤PDr(V −1)f(x) + f(x)⊤Dr(V −1)Pz),

where x ∈ Rn\{0} z = Dr(V −1)x. The vector field f is homogeneous, i.e., λ−mD−1
r (λ)f(Dr(λ)x) =

f(x) for all λ ∈ R+ and all x ∈ Rn, where m ∈ R is the degree of homogeneity. We then have

V̇ (x) = −
[
∂Q
∂V

]−1
V −m(z⊤Py + y⊤Pz) = V 1−m z⊤Pf(z)+f(z)⊤Pz

z⊤(diag(r)P+Pdiag(r))z
.

Since Q(V, x) = 0, relations z⊤Pz = 1 and (9) imply V̇ (x) < 0 for x ̸= 0.

4. CONTROL DESIGN

4.1. Design of Homogenous Finite-Time Controllers

Design of finite-time controllers will be accomplished by using the concept of r-homogeneity
of the closed-loop system. In that case, for some r ∈ Rn+ and µ ∈ R+, the equality ADr(λ)x +
bu(Dr(λ)x) = λ

−µDr(λ)(Ax+bu(x)) is to be satisfied for all λ ∈ R+ and x ∈ Rn. Hence, keeping in
mind the structure of the matrix A and vector b, we obtain explicit bounds on the the components
of the weight vector r ∈ Rn+: ri = ri+1 + µ, i = 1, 2, ..., n − 1, and on the degree of homogeneity of
the control function: u(Dr(λ)x) = λ

rn−µu(x).

By taking rn = 1, we obtain r = (1 + (n− 1)µ, 1 + (n− 2)µ, ..., 1)⊤ ∈ Rn+, where µ ∈ (0, 1]. The
theorem below is a simple extension of the results in [43] and [17].

Theorem 4. Assume that X ∈ Rn×n and y ∈ R1×n satisfy the linear matrix inequalities

{
AX +XA⊤ + by + y⊤b⊤ + diag(r)X +Xdiag(r) = 0,

Xdiag(r) + diag(r)X > 0, X > 0,
(10)

for some fixed µ ∈ (0, 1].
Then system (1) embraced by the feedback

u(V, x) = V 1−µkDr(V −1)x (11)

with k = yX−1, V ∈ R+ and Q(V, x) = 0, where Q(V, x) is of the form (7) with P = X−1, is
globally uniformly finite-time stable with the settling-time function

T0(x0) =
V µ0
µ
, (12)

where V0 ∈ R+ : Q(V0, x0) = 0.
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Proof. The fulfillment of conditions C1–C4 of Theorem 3 for the implicit function Q specified
by (7) was established in the proof of Corollary 1. It now remains to check the satisfaction of
Condition C5. Since

∂Q

∂x
(Ax+ bu(x)) = 2x⊤Dr(V −1)PDr(V

−1)(Ax+ bu(x)),

equalities Dr(V
−1)AD−1

r (V −1) = V −µA and Dr(V −1)bu(x) = V −µbkDr(V −1)x imply the relations
∂Q
∂x (Ax+ bu(x)) = V

−µx⊤Dr(V −1)
(
P (A+ bk) + (A+ bk)⊤P

)
Dµ(V

−1)x and

V̇ (x) = −
[
∂Q
∂V

]−1 ∂Q
∂x (Ax+ bu) =

x⊤Dr(V −1)(P (A+bk)+(A+bk)⊤P)Dr(V −1)x

x⊤Dr(V −1)(diag(r)P+Pdiag(r))Dr(V −1)x
V 1−µ = −V 1−µ(x).

The last equality guarantees the finite-time stability of the closed-loop system (1), (11), and rep-
resentation (12) of the settling-time function.

The control law (11) represents an implicitly defined nonlinear controller whose properties are
formulated in the corollary below.

Corollary 2. The implicitly defined nonlinear state feedback controller ũ(x) = u(V (x), x) with
V : Rn → R such that Q(V (x), x) = 0 for all x ∈ Rn\{0}, has the following properties:

1) continuity in Rn for µ ∈ (0, 1);
2) discontinuity only at the origin and global boundedness in Rn for µ = 1;

3) r-homogeneity with degree 1−µ for µ ∈ [0, 1], i.e., ũ(Dr(λ)x) = λ1−µũ(x) for all x ∈ Rn and
λ ∈ R+.

Proof. 1. The function V : Rn → R explicitly specified by the equation Q(V, x) = 0 is continu-
ously differentiable for all x ∈ Rn\{0}. Moreover, V (x)→ 0 as ∥x∥ → 0. Hence, the only possible
point of discontinuity of the function ũ is the origin. For Q(V (x), x) = 0 we obtain

ũ2(x) = V 2−2µ(x)x⊤TDr(V −1(x))k⊤kDr(V −1(x))x ≤

≤ V 2−2µ(x)λmax(k
⊤k)x⊤Dr(V −1(x))Dr(V

−1(x))x ≤

≤ V 2−2µ(x)λmax(kk
⊤)x⊤Dr(V −1(x))PDr(V

−1(x))x

λmin(P )
= V 2−2µ(x)

λmax(k
⊤k)

λmin(P )
.

Obviously, we have ũ2(x)→ 0 as ∥x∥ → 0 and µ ∈ (0, 1), i.e., ũ is a continuous function.
2. For µ = 1 we have ũ2(x) ≤ λmax(k⊤k)

λmin(P )
for all x ∈ Rn. To prove the discontinuity of the

control input in this situation, it suffices to consider x̃ = (0, ..., 0, xn)
⊤ ∈ Rn. In this case we have

V (x̃) =
√
b⊤Pb|xn| and u(x̃) = kb√

b⊤Pb
sign[xn].

3. From Q(V,Dr(λ)x)=Q(λ
−1V, x) we obtain V (Dr(λ)x)=λV (x) and ũ(Dr(λ)x)=λ

1−µũ(x) by the
equality V 1−µ(Dr(λ)x)kDr(V −1(Dr(λ)x))Dr(λ)x=λ

1−µV 1−µ(x)kDr(λ−1V −1(x))Dr(λ)x.

Note that the r-homogeneity property of the controller ũ clearly implies the r-homogeneity of the
closed-loop system. Theorem 2 ensures the robustness of the system against various disturbances,
e.g., such as measurement noises. Indeed, if ẋ = f(x) is weighted homogeneous, then ẋ = f(x+ d)
satisfies Theorem 2.

One of the attractive properties of the finite-time control design scheme described above is its
simplicity in tuning the parameters on the basis of linear matrix inequalities; these can be solved
by using various available software, e.g., Matlab.
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Proposition 1. Inequalities (10) are feasible for all µ > 0.

Proof. Consider the following component-wise representation of the matrix X and vector y:

X =




x1 1 x1 2 ... x1n−1 x1n
x1 2 x2 2 ... x2n−1 x2n−1

... ... ... ... ...
x1n−1 x2n−1 ... xn−1n−1 xn−1n

x1n x1n−1 ... xn−1n xnn



, xi j ∈ R, i, j = 1, 2, ..., n;

y =
(
y1 y2 ... yn−1 yn

)
, yi ∈ R, i = 1, 2, ..., n.

The algebraic equation in system (10) can be written down in the following form:

2xi i+1 + 2[1 + µ(n− i)]xi i = 0, i = 1, 2, ..., n − 1, (13)

xi+1 j + xi j+1 + [2 + µ(2n− i− j)]xi j = 0, j > i = 1, 2, ..., n − 1, (14)

xi+1n + [2 + µ(n− i)]xi n + yi = 0, i = 1, 2, ..., n − 1, (15)

2xnn + 2yn = 0. (16)

Let X(i1:i2; j1:j2) denote the block of the matrix X composed of the entries xij satisfying i =
i1, i1 + 1, ..., i2 and j = j1, j1 + 1, ..., j2 for i1 ≤ i2 and j1 ≤ j2.
Denote next Hi = diag{1+µ(n−1), 1+µ(n−2), ..., 1+µ(n− i)} and Z = Xdiag(r)+diag(r)X .

Let Z(i1:i2; j1:j2) be the block of the matrix Z composed similarly to the block X(i1:i2; j1:j2). Clearly,
we have

Z(1:1; 1:1) = 2[1 + µ(k − 1)]X(1:1; 1:1), Z(1:i; 1:i) =

(
Z(1:i−1; 1:i−1) X(1:i−1; i:i)Hi
X⊤

(1:i−1; i:i)Hi 2[1 + µ(k − i)]xi i

)
.

Let us construct a solution of (13)–(16) such that the conditions X > 0 and Z > 0 be satisfied. To
this end, we use the method of mathematical induction.

Basis. Let x1 1 = α1, where α1 > 0 is an arbitrary positive number. From Eq. (13) we obtain
x1 2 = −α1[1 + µ(n − 1)]x1 1. Noting that x1 1 = X(1:1; 1:1) > 0 and Z(1:1; 1:1) > 0, and taking
x2 2 = α2, we can guarantee X(1:2; 1:2) > 0 and Z(1:2; 1:2) > 0 for sufficiently large α2 > 0.

Inductive step. Assume that for some k̃ < n, the matrices X(1:k̃; 1:k̃) > 0 and Z(1:k̃; 1:k̃) > 0 are

composed in such a way that xii = αi ∈ R+. From Eq. (13) we then have xk̃ k̃+1 = −αk̃[1+µ(n−k̃)],
and using Eq. (14) we find xi k̃+1 = −(xi+1 k̃ + [2 + µ(2n− i− k̃)]xi k̃), i = 1, 2..., k̃ − 1.
Noting that X(1:k̃; 1:k̃) > 0 and Z(1:k̃; 1:k̃) > 0, take xk̃+1 k̃+1 = αk̃+1 to obtain X(1:k̃+1; 1:k̃+1) > 0

and Z(1:k̃+1; 1:k̃+1) > 0 for sufficiently large αk̃+1 > 0.

With the algorithm proposed above, a matrix X > 0 can be computed such that Z > 0 and
Eqs. (13), (14) are satisfied. By specifying yk = xnn and yi = −(xi+1 k + [2 + µ(n − i)]xi k), i =
1, 2, ..., n − 1, at the final step (k̃ = n), we arrive at X > 0 and Y satisfying equalities (13)–(16)
and the inequality Xdiag(r) + diag(r)X > 0.

The control law (11) proposed above admits a simple implementation provided that the initial
condition x(0) = x0 ∈ Rn is known. Indeed, if a function Q satisfies the conditions of Theorem 3,
then the equation Q(V0, x0) = 0 possesses a unique positive solution V0 ∈ R+ for an arbitrarily
specified x0 ∈ Rn. This solution can be found numerically, for example, by using the simplest
dichotomy. On the other hand, for the closed-loop system (1), (11), the function V considered
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as function of time can be found as the solution of the Cauchy problem V̇ (t) = −V 1−µ(t), t > 0,
V (0) = V0 (see proof of Theorem 4), hence, it admits the following closed-form representation:

V (t) = (V µ0 − µt)1/µ , t ∈ [0, V µ0 /µ]. (17)

Clearly, the linear dynamic feedback u(·) = w⊤(·)x(·) obtained in such a way (here, w(·) =
V 1−µ(·)kDµ(V −1(·))), satisfies constraints (3), (4).
In the sections to follow we propose an alternative scheme of implementation of the proposed

control algorithm; it is motivated by robustness considerations.

4.2. Suboptimal Finite-Time Controllers

In order to solve the time-optimal control problem in the class of finite-time regulators, one has
to minimize the quantity T = V µ0 /µ subject to the constraint u(·) ∈ U , where the control u is
defined by (11).

Corollary 3. Assume that the set of LMIs (10) together with
(
1 x⊤0
x0 Dµ

(
(µT )1/µ

)
XDµ

(
(µT )1/µ

)
)

≥ 0, (18)

where X ∈ Rn×n and y ∈ R1×n, is feasible for some µ ∈ (0, 1], x0 ∈ Rn\{0}, and T ∈ R+.

Then the settling-time function of the closed-loop system (1), (11) satisfies the inequality T0(x0) ≤
T , where x0 ∈ Rn is given.

Proof. Denote V0 ∈ R+ : Q(V0, x0) = 0. Inequality (18) guarantees the fulfillment of the

following relation: Q((µT )1/µ, x0) = x⊤0 Dµ
(

1
(µT )1/µ

)
X−1Dµ

(
1

(µT )1/µ

)
x0 − 1 ≤ 0 = Q(V0, x0).

Since ∂Q(V,x)
∂V < 0 for all x ∈ Rn\{0}, we have V0 ≤ (µT )1/µ, and by Theorem 4 we obtain

T0(x0) =
V µ
0
µ ≤ T.

The minimization of the parameter T ∈ R+ subject to constraints (10), (18), yields the minimal
settling time of the closed-loop system (1), (11) with initial condition x(0) = x0. Without any
constraints on the magnitude of the control input, the settling time T0(x0) can be made arbitrarily
small. Indeed, let the pair (y0, X0) satisfy the matrix inequalities (10); then y = αy0, X = αX0

satisfy the same inequalities for any α ∈ R+. Since X0 > 0, for any T > 0 and any x0 ∈ Rn\{0}
there exists α ∈ R+ such that inequality (18) is satisfied.

Corollary 4. Assume that the matrix inequalities (10), (18) together with


X y⊤

y
u20

(µT )
2−2µ

µ


 ≥ 0, (19)

are feasible for some µ ∈ (0, 1], T ∈ R+, x0 ∈ Rn, and u0 ∈ R+, where X ∈ Rn×n and y ∈ R1×n.

Then the magnitude of the control input in the closed-loop system (1), (11) is bounded from
above: |u(V (x(t)), x(t))| ≤ u0 for all t ∈ [0, T0(x0)].

Proof. Using the Schur complement, Ineq. (19) writes (µT )
2−2µ

µ

u20
y⊤y ≤ X . Taking X = P−1 and

y = kP−1 into account, we obtain (µT )
2−2µ

µ k⊤k ≤ u20P , so that the inequality

(µT )
2−2µ

µ x⊤Dµ(V −1)k⊤kDµ(V −1)x ≤ u20x⊤Dµ(V −1)PDµ(V
−1)x



TIME-SUBOPTIMAL FEEDBACK DESIGN VIA LMIS 11

is valid for all x ∈ Rn\{0} V ∈ R+. On the one hand we have

u2(t) = V 2−2µ(t)x⊤(t)Dµ(V −1(t))k⊤kDµ(V −1(t))x(t) ≤

≤ V 2−2µ
0 x⊤(t)Dµ(V −1(t))k⊤kDµ(V −1(t))x(t) ≤ (µT )

2−2µ
µ x⊤Dµ(V −1(t))k⊤kDµ(V −1(t))x,

since V (x(t)) ≤ V0 for t ∈ [0, T (x0)] (see (17)) and T (x0) ≤ T . On the other hand, the equality
Q(V, x) = 0 ensures

u20x
⊤Dµ(V −1)PDµ(V

−1)x = u20.

Therefore, u2(V (t), x(t)) ≤ u20 for t ∈ [0, T (x0)].

With the corollary above, a finite-time controller with a pre-specified upper bound on the mag-
nitude of the control input can be designed. For µ = 1, Ineq. (19) no longer depends on T , so that
the control input is globally bounded.

To summarize, the following finite-dimensional optimization scheme can be exploited to design
a suboptimal finite-time regulator:

T → min
X∈Rn,y∈R1×n,µ∈(0,1]

subject to (10), (18), (19).
(20)

Note that in the scalar case n = 1, the controller design procedure proposed above leads to
the optimal solution of problem (2)–(3). Indeed, with µ = 1 and n = 1, we have V (x) =

√
P |x|,

P ∈ R1×1, x ∈ R1, and uopt(x) = −u0sign[x].
For any fixed numbers µ ∈ (0, 1] and T ∈ R+, the matrix inequalities (10), (18), (19) become

linear and can be easily solved using standard software.

To solve this problem for a fixed µ, an approach in [44] can be used, and the minimization
with respect to the parameter µ can be accomplished via use of any known methods of scalar
gradient-free optimization (for example, with the fminsearch routine in Matlab).

The gap between the proposed suboptimal solution and the optimal one can hardly be evaluated
analytically in the general case. By (12), the settling time depends on the Lyapunov function,
which is specified implicitly and does not admit a closed-form representation in the majority of the
problems.

5. ROBUST REALIZATION OF SUBOPTIMAL FINITE-TIME CONTROLLERS

As it was noted, the value of the Lyapunov function along the trajectory of the disturbance-free
closed-loop system can be easily computed via the formula

V (t) = (V µ0 − µt)1/µ , t ∈ [0, V µ0 /µ],

where V0 ∈ R+ : Q(V0, x0) = 0, and a suboptimal linear dynamic regulator can be specified by (11)
for V = V (t). However in practice, the original system (1) is subject to parametric uncertainties
and exogenous disturbances; this often leads to considerable degradation of the performance of
optimally designed control systems. Below we formulate two corollaries to Theorem 4 which will
serve as the basis for the development of a practical realization scheme for finite-time regulators.
These regulators will be designed in the form of a linear feedback with coefficients that change at
discrete time instants.

Corollary 5. Let the finite-time regulator u(V, x) be designed according to Theorem 4; then the
control u0(x) = u(V0, x) represents a stabilizing linear static regulator for system (1) for any fixed
V0 ∈ R+.
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Proof. Rewrite the matrix inequality AX + XA + by + y⊤b⊤ + diag(r)P + Pdiag(r) = 0 with
X = P−1 and k = yX−1 in the form PA+ A⊤P + Pbk + k⊤b⊤P + diag(r)P + Pdiag(r) = 0.

We then have

Dr(V
−1
0 )(PA+A⊤P+Pbk+k⊤b⊤P+diag(r)P + Pdiag(r))Dr(V

−1
0 ) =

= Dr(V
−1
0 )PDr(V

−1
0 )D−1

r (V −1
0 )ADr(V

−1
0 ) +Dr(V

−1
0 )A⊤D−1

r (V −1
0 )Dr(V

−1
0 )PDr(V

−1
0 )+

+Dr(V
−1
0 )PDr(V

−1
0 )D−1

r (V −1
0 )bkDr(V

−1
0 ) +Dr(V

−1
0 )k⊤b⊤D−1

r (V −1
0 )Dr(V

−1
0 )PDr(V

−1
0 )+

+diag(r)Dr(V
−1
0 )PDr(V

−1
0 ) +Dr(V

−1
0 )PDr(V

−1
0 )diag(r) = 0.

Denoting P0 = Dr(V
−1
0 )PDr(V

−1
0 ) > 0 and keeping in mind that D−1

r (V −1
0 )ADr(V

−1
0 ) = V µ0 A and

D−1
r (V −1

0 )b = V0b, we obtain

V µ0 (P0A+ A
⊤P0) + P0bV0kDr(V

−1
0 ) +Dr(V

−1
0 )k⊤V0b⊤P0 + diag(r)P0 + P0diag(r) = 0,

or, equivalently,

P0A+ A
⊤P0 + P0bk0 + k⊤0 b

⊤P0 +
1

V µ0
(diag(r)P0 + P0diag(r)) = 0,

where P0 > 0 and k0 = V
1−µ
0 kDr(V

−1
0 ).

Since diag(r)P + Pdiag(r) > 0, we have diag(r)P0 + P0diag(r) > 0, which means that u0(x) =
u(V0, x) = k0x is a stabilizing linear static controller for system (1), and Ṽ (x) = x⊤P0x is the
corresponding Lyapunov function for the closed-loop system.

Corollary 6. Let {ti}∞i=0, 0 = t0 < t1 < t2 < . . . , be an arbitrary strictly increasing sequence of
time instants and let the function u(V, x) be defined according to Theorem 4.

Then the zero solution of system (1) with the piecewise-linear control

u(x) := u(Vi, x) for t ∈ [ti, ti+1), (21)

where Vi > 0 : Q(Vi, x(ti)) = 0, is asymptotically stable.

Proof. I. We first consider the case limi→∞ ti = +∞. Let V (·) be a positive definite and
radially unbounded Lyapunov function specified implicitly by the equation Q(V, x) = 0. We
prove that the sequence {V (x(ti))}∞i=1 is monotonically decreasing and tends to zero. Clearly,
this property ensures the convergence of the trajectory of the closed-loop system to the origin.
Let us consider the segment t ∈ [ti, ti+1) and the quadratic function Ṽi(x) = x⊤Pix, where
Pi = Dr(V

−1(x(ti)))PDr(V
−1(x(ti)) > 0. Over this segment, the control u(x) has the form

ui(x) = u(V (x(ti)), x) = kix (see Corollary 5), where ki = V
1−µ(x(ti))kDr(V −1(x(ti))). We thus

obtain
dṼi(x(t))

dt
= x⊤(t)(PiA+ A⊤Pi + bki + k⊤i b

⊤)x(t), t ∈ [ti, ti+1).

Similarly to the proof of Corollary 5 we have

PiA+ A
⊤Pi + bki + k⊤i b

⊤ +
1

V (x(ti))
(diag(r)Pi + diag(r)Pi) = 0.

Since diag(r)Pi+diag(r)Pi > 0, there exists a number α ∈ R+ such that diag(r)Pi+diag(r)Pi ≥
αPi. Then

dṼi(x(t))
dt ≤ − α

V (x(ti))
Ṽi(x(t)) for t ∈ [ti, ti+1).
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Hence, the function Ṽi(x(t)) exponentially decays along the trajectory of the closed-loop sys-

tem (1) on the time segment [ti, ti+1); i.e., Ṽ (x(ti+1)) ≤ e−
α
Vi

(ti+1−ti)Ṽ (x(ti)). Therefore we have

Q(V (ti), x(t)) = x
⊤1(t)Dr(V

−1(x(ti)))PDr(V
−1(x(ti)))x(t)− 1 = Ṽi(x(t))− 1 <

< Ṽi(x(ti))− 1 = Q(Vi(x(ti)), x(ti)) = 0 = Q(V (x(t)), x(t)) for all t ∈ (ti, ti+1].

For any given x ∈ Rn\{0}, the function Q(V, x) is monotonically decreasing for all V ∈ R+ (see
Property C4 in Theorem 3). Hence, the inequality

Q(V (x(ti)), x(t)) < Q(V (x(t)), x(t)) ∀t ∈ (ti, ti+1]

implies V (x(t)) < V (x(ti)) for all t ∈ (ti, ti+1], i.e., the sequence {V (x(ti))}∞i=1 is monotonically
decreasing. Moreover, the inequality V (x(t)) ≤ V (x(0)) holds for all t > 0, i.e., the sero solution
of the closed-loop system is Lyapunov stable.

Since the function V (x) is positive definite, the monotonically decreasing sequence {V (x(ti))}∞i=1

tends to a limit. Let us show it is equal to zero. Assuming the converse, limi→∞ V (x(ti)) = V∗ > 0,
we obtain

∀ε > 0 ∃N = N(ε) : |V (x(ti))− V∗| < ε ∀ i ≥ N.
Since the control input u(V, x) is a continuous function for all x ∈ Rn and all V ∈ R+, we have

|u(V (x(ti)), x)−u(V ∗, x)| = |V 1−µ(x(ti))kDr(V −1(x(ti)))x−(V∗)1−µkDr(V −1
∗ )x| ≤ γ(ε)∥x∥ ∀i ≥ N,

where γ(·) ∈ K.
This means that for t > tN , the closed-loop function can be written in the form ẋ = Ax +

b(k∗x + δ(t)x), where k∗ = k(V∗)1−µkDr(V −1
∗ ) and ∥δ∥ ≤ γ(ε). Corollary 5 guarantees that the

matrix A + bk∗ is Hurwitz; then for a sufficiently small ε > 0 the zero solution of this system
is asymptotically stable. In turn, this means that limi→∞ V (x(ti)) = 0. The Lyapunov stability
shown above implies asymptotic stability of the zero solution of the closed-loop system (1), (21).

II. If limi→∞ ti = t∗, then for all t > t∗ we have u(x) = u(V (t∗), x), and Corollary 5 ensures the
desired asymptotic stability.

Corollary 6 guarantees that the discrete-time piecewise-linear realization of the finite-time reg-
ulator retains the stability of the closed-loop system independently of the sampling interval.

For a fixed xi = x(ti), i = 1, 2, ..., the solution of the scalar equation Q(V, xi) = 0 can be found
numerically; hence, in practice, the regulator thus obtained can be implemented with the use of a
digital computing device (microcontroller) which changes the coefficients of the regulator at discrete
time instants based on the current measurements. Recall that, by Property C4 in Theorem 3, we
have ∂Q∂V < 0 for all x ∈ Rn\{0} and all V ∈ R+; i.e., the equation Q(V, xi) = 0 always has a unique
solution with respect to V ∈ R+. This solution can be found by dichotomy or by the Newton

method as V [k+1] = V [k] − Q(V [k], xi)
[
∂Q(V [k],xi)

∂V

]−1
, k = 1, 2, ..., where V [k] ∈ R+ is the scalar

variable, xi ∈ Rn is a fixed vector, and V [k] → V as k → ∞.
To avoid infinitely large values of the coefficients of the regulator, the quantity V is to be

bounded from below by a certain parameter Vmin ∈ R+.

6. A NUMERICAL EXAMPLE

Let us consider system (1) for n = 2 under the constraint |u| ≤ 1. Discontinuous time-optimal
regulator is known [5] to have the following form:

uopt(x1, x2) = −sign
(
x2 +

√
2|x1|sign[x1]

)
.
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The stabilizing finite-time regulator (11) obtained by solving the finite-dimensional optimization
problem (20) for µ = 1 and x0 = (1, 0), has the following parameters:

P =

(
49.6139 18.8965
18.8965 9.4482

)
, k = (−5.2511 − 3.0000).

Numerical simulation of the closed-loop model was performed by the explicit Euler method with
fixed step, and the computational implementation of the finite-time regulator was performed by
dichotomy.

The results of numerical experiments for the sampling interval h = 0.001 and Vmin = 0.001 are
depicted in Fig. 1.

Fig. 1. Simulation results for h = 0.001. 1: Optimal discontinuous regulator; 2: Suboptimal finite-time regulator.

As expected, the optimal discontinuous regulator demonstrates a better transient time; however
the comparison of the algorithms for a bigger sampling time testifies to a higher robustness of
the suboptimal finite-time regulator. Figure 2 depicts the results of simulations for h = 0.05 and
Vmin = 0.05.

Fig. 2. Simulation results for h = 0.05. 1: Optimal discontinuous regulator; 2: Suboptimal finite-time regulator.

Such a drawback of discontinuous time-optimal regulators is well know as the so-called chattering
effect [23]. Chattering emerges in time-optimal systems exploiting sliding mode control [6]. The
sampling time h ≥ 0.05 is natural in many control applications, for instance, such as mobile
robots. Indeed, in autonomous mobile systems, the computational resource is largely used for
image processing, positioning, calculation of the trajectories of motion, etc., and it is only a small
portion of it which is spent for producing control inputs.

7. CONCLUSION

In this paper we proposed a robust finite-time control design algorithm for plants described by
chains of integrators; the implicit Lyapunov function method was adopted as the principal tool.
The computational procedure for the minimization of the transient time in the closed-loop system
was formulated as a semidefinite program. An algorithm for practical realization of the implicit
finite-time regulator was also developed. The main drawback of the proposed control scheme is that
it can be implemented only with the use of digital devices. However, keeping in mind the current
level of electronics, this drawback does not seem to be crucial for the successful practical use of
the proposed finite-time controllers. The main advantage of the approach, which is confirmed by
numerical simulations, is a much higher degree of robustness as compared to time-optimal solutions
implemented in the form of static state feedback.
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