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Abstract Study Objective: To evaluate the potential ability of computerized information 
systems (KS) to identify and prevent adverse events in medical patients. 

Design: Clinical descriptions of all 133 adverse events identified through chart review for a cohort 
of 3,138 medical patients were evaluated by two reviewers. 

Measurements: For each adverse event, three hierarchical levels of IS sophistication were 
considered: Level l-demographics, results for all diagnostic tests, and current medications would 
be available on-line; Level 2-all orders would be entered on-line by physicians; and Level 3- 
additional clinical data, such as automated problem lists, would be available on-line. Potential for 
event identification and potential for event prevention were scored by each reviewer according to 
two distinct sets of event monitors. 

Results: Of all the adverse events, 53% were judged identifiable using Level 1 information, 58% 
were judged identifiable using Level 2 information, and 89% were judged identifiable using Level 3 
information. The highest-yield event monitors for identifying adverse events were “panic” 
laboratory results, unexpected transfer to an intensive care unit, and hospital-incurred trauma. With 
information from Levels 1, 2, and 3, 5%, 13%, and 23% of the adverse events, respectively, were 
judged preventable. For preventing these adverse events, guided-dose algorithms, drug-laboratory 
checks, and drug-patient characteristic checks held the most potential. 

l J Am Med Informatics Assoc. 1994;1:404-411. 

Adverse events are important markers of the quality 
of care in hospitals. 1.2 In the Harvard Medical Practice 
Study, 3.7% of all patients experienced an adverse 
event.* Because iatrogenic injury is so common, ef- 
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forts to identify and prevent adverse events should 
be given a high priority in the quality improvement 
agenda. 

However, most systems of adverse event identifica- 
tion detect only a fraction of all events.3.4 Many hos- 
pitals rely on spontaneous voluntary reporting to 
identify .adverse events, 3.2-10 but this method over- 
looks more than 90% of adverse events detected by 
other methods.“.‘.‘“.” Retrospective chart review im- 
proves the rate of adverse event detection 3,4,7,12 but 
is expensive and does not facilitate prevention. 

Computerized detection methods can be expected to 
be less expensive, though also less sensitive, than 
manual systems.‘” Adverse event monitors have 
proved successful for identifying adverse drug events 
within individual hospitals,“.‘” but we are not aware 
of reports of computerized monitors currently in use 
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for detecting all adverse events within a health care 
organization. 

Stepping from detection to prevention of adverse 
events requires a computer system that can reliably 
detect potential adverse events before an injury can 
occur. Information systems (ISs) have been effective 
in areas with a narrow focus (e.g., monitoring med- 
ication orders for possible drug-drug interactions, 
drug-laboratory conflicts, and drug-allergy combi- 
nations, thus averting potential adverse drug 
events). 14-18 But once again, there has been little work 
on prevention in areas other than medications, and 
no data exist about the potential impacts of such 
systems on reducing the rates of adverse events of 
all types. 

Therefore, we undertook a study with the following 
goals: 1) to evaluate the potential ability of comput- 
erized ISs of several levels of sophistication to iden- 
tify and prevent adverse events, and 2) to compare 
the relative contributions of specific event monitors 
for identifying and preventing adverse events. 

Methods 

Patient Population 

The patient population consisted of all 3,146 patients 
who had been admitted to the medical service at 
Brigham and Women’s Hospital between November 
1990 and March 1991; eight of these patients were 
excluded because their charts were unavailable. The 
entire hospitalization, through discharge, was eval- 
uated for the presence of an adverse event, even if 
the patient had been transferred to or from another 
service. These data were gathered as part of a study 
comparing physician self-reporting of adverse events 
with medical record reviews 4.19; only the medical 
record review portion of the data was included. in 
this report. 

Definitions 

An adverse event was defined as an unintended injury 
that was caused by medical management and that 
resulted in prolongation of hospitalization or dis- 
ability at the time of discharge. 19 Severe adverse events 
were adverse events resulting in death, at least one 
month of disability, or a minimum of four added 
hospital days. 

Initial Identification and Classification of 
Adverse Events 

Adverse events were identified by chart reviews per- 
formed after discharge using a two-step process sim- 
ilar to that of the Harvard Medical Practice Study.4 

TAB n 

Event Monitors for Identifying Adverse Events and 
Their Availability According to Three Hierarchical 
Levels of Computerized Information System 
(IS) Sophistication 

IS Sophisticationt 

Event Monitor* Level 1 Level 2 Level 3 

Cardiorespiratory arrest + + + 
Panic or abnormal laboratory + + + 

resultt 
Specific drug use (e.g., naloxone) + + + 
Unexpected ICU transfer + + + 
Death + + + 
Unexpected transfusion - + + 
New drug allergy during admission - + + 
Fall while in the hospital - - + 
Hospital-incurred trauma - - + 
Unexpected return to the OR - - + 
Ml, CVA, or PE occurring in the - - + 

hospital 
Neurologic deficit - - + 
X-rays indicating pneumothorax - - + 
Others + + + 

*ICU = intensive care unit; OR = operating room; MI = my- 
ocardial infarction; CVA = stroke; PE = pulmonary embolus. 
tThe higher the level number, the greater the system sophisti- 
cation. Level l-demographics, results for all diagnostic tests, and 
current medications would be available on-line; Level 2-all others 
would be entered on-line by physicians; and Level 3-additional 
clinical data, such as automated problem lists would be available 
on-line. + = available using a given level; - = not available. 
A new, markedly abnormal laboratory value, e.g., a potassium 
level of 7.0 mg/dL. 
SOther findings identifiable using the database but not otherwise 
classified. 

First, trained reviewers evaluated charts for evidence 
of adverse events. Charts that were considered pos- 
itive were then evaluated by a physician reviewer 
who used a structured implicit review form to de- 
termine the presence of adverse events and to rate 
them according to severity.” 

Identifiability and Preventability of Adverse 
Events Using Computerized IS 

Each adverse event was then evaluated by two of 
three physician reviewers (DWB, JMT, GMC), all ex- 
perts in clinical computing. Reviewers with clinical 
computing expertise were chosen because they were 
familiar with the data currently available on-line, ‘in- 
cluding their coding and the likelihood that addi- 
tional data would soon become available, and could 
thus assess the current and future potential of event 
monitors to evaluate these data. They evaluated the 
potential for identifying or preventing each adverse 
event using a computerized event monitor. Event 
monitors are programs used to search databases to 
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Table 2 n 

Event Monitors for Preventing Adverse Events and 
Their Availability According to Three Hierarchical 
Levels of Computerized Information System 
(IS) Sophistication 

IS Sophistication’ 

Event Monitor Level 1 Level 2 Level 3 

Drug-drug check + + + 
Drug-laboratory check + + + 
Drug-allergy check + + + 
Drug-patient characteristics check + + + 
Panic laboratory reporting + + + 
Drug-dose check - + + 
Cumulative dose check - + + 
Guided dose algorithm - + + 
Transcription problem - + + 
Demographics to predict adverse - - + 

events 
Other + + + 

*The higher the level number, the greater the system sophistica- 
tion. Level l-demographics, results for all diagnostic tests, and 
current medications would be available on-line; Level 2-all orders 
would be entered on-line by physicians; and Level 3-additional 
clinical data, such as automated problem lists, would be available 
on-line. + = available using a given level; - = not available. 

identify events. The computer experts assumed the 
availability of three different hierarchical levels of IS 
sophistication: Level 1 -demographics, results for all 
diagnostic tests, and current medications would be 
available on-line; Level 2-all orders would be en- 
tered on-line by physicians; and Level 3-additional 
clinical data, such as automated problem lists, would 
be available on-line. Each level was considered to 
include the information available in less sophisticated 
levels. Separate ratings were obtained for both the 
identifiability and the preventability of each adverse 
event, using a six-point scale 1: 1, little evidence; 2, 
modest evidence; 3, not likely but near 50-50-close 
call; 4, likely but near 50-50-close call; 5, strong 
evidence; and 6, certain evidence. 

When an adverse event was judged identifiable or 
preventable (score of 4-6), the raters were asked to 
choose which specific. event monitors would have 
been most likely to allow identification or prevention. 
More than one event monitor per adverse event could 
be selected, and the raters ranked their answers ac- 
cording to which event monitor would have been the 

, most effective. The event monitors available differed 
by level of IS sophistication and were hierarchical 
(Tables 1 and 2). 

Screening criteria for identifying admissions likely to 
include an adverse event were drawn from those 
used by risk-management groups’* and from sug- 
gestions made by the. experts. Not all of the records 

Table 3 n 

Total Numbers of Adverse Events and 
Classification of These Events as Severe or 
Preventable for 3,138 Patients with Available 
Charts Admitted to the Medical Service at Brigham 
and Women’s Hospital between November 1990 
and March 1991 

Total no. of adverse events 
No. of severe adverse events 
No. of preventable adverse events 

133 (4%) 
84 (63%) 
52 (39%) 

that met these screening criteria were actually asso- 
ciated with adverse events (e.g., death and unex- 
pected intensive care unit transfer), and the sensitiv- 
ity and specificity of the individual screening criteria 
varied substantially.20 

Although we cannot provide detailed case studies 
because of risk management issues, several general 
examples follow of the types of events judged iden- 
tifiable and not identifiable, and preventable and not 
preventable. For instance, a patient with a pneu- 
mothorax as a complication of thoracentesis would 
have an identifiable event using Level 3 information, 
but not using Level 1 or Level 2 information; this 
event would not be judged preventable using any 

Table 4 n 

Identifiability and Preventability of Adverse Events 
Using Three Levels of Computerized Information 
System (IS) Sophistication 

IS Sophistication* 

Level 1 Level 2 Level 3 

All adverse events (n = 133) 
Identifiable (%) 70 (53) 77 (58) 119 (89) 
Preventable (%) 6 (5) 17 (13) 30 (23) 

Severe adverse events (11 = 84) 
Identifiable (%) 52 (62) 52 (62) 82 (98) 
Preventable (%) 4 (5) 10 (12) 22 (26) 

Preventable adverse events 
(II = 52) 

Identifiable (%) 34 (65) 35 (67) 50 (96) 
Preventable (%) 4 (8) 12 (23) 21 (40) 

‘The higher the level number, the greater the system sophistica- 
tion. Level l-demographics, results for all diagnostic tests, and 
current medications would be available on-line; Level 2-all orders 
would be entered on-line by physicians; and Level 3-additional 
clinical data, such as automated problem lists, would be available 
on-line. For all adverse events that were identifiable, the kappa 
values and 95% confidence intervals were 0.57 and 0.51-0.63, 0.58 
and 0.52-0.63, and 0.18 and 0.15-0.20, respectively, for Levels 1, 
2, and 3, respectively. For all adverse events that were preventable; 
the kappa values and 95% confidence intervals were 0.27 and 0.19- 
0.35, 0.49 and 0.41-0.57, and 0.50 and 0.43-0.58, respectively, 
for Levels 1, 2, and 3, respectively. 
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level. Examples of adverse events that would not be 
considered identifiable using any of the three levels 
of IS would be mainly postprocedure complications 
not resulting in abnormal laboratory findings, such 
as percutaneous gastrostomy complicated by chem- 
ical peritonitis or hemoptysis after placement of a 
pulmonary artery catheter. An example of an adverse 
event that would be preventable using an IS would 
be complete heart block because two drugs affecting 
atrioventricular conduction were given in the pres- 
ence of first-degree atrioventricular block. An ex- 
ample of an adverse event that would be preventable, 
but not’ through an IS, would be an unacceptable 
delay in treatment for a patient with a serious infec- 
tion who developed an adverse outcome. 

Reliability and Statistical Methods 

Each adverse event was classified by two indepen- 
dent observers according to whether it would be 
identifiable or preventable using the computer given 
the three levels of sophistication, and according to 
which specific monitors were likely to be useful. Scores 
of 1-3 and 4-6 were collapsed for both identification 
and prevention. After reliability was determined, the 
reviewers met and came to a consensus for every 
event for which there was disagreement by 2 or more 
points regarding identifiability or preventability at 
the three levels. Interrater reliability for identifiability 
and preventability was calculated using the kappa 
statistic, an index of agreement in which 1 represents 

perfect agreement and 0 represents no better agree- 
ment than chance alone. 21 Comparisons between types 
of adverse events were made using the chi-square 
statistic. To evaluate which individual monitors were 
most useful, we present data about all monitors judged 
useful for identifying or preventing a specific event 
at a given level and about the “best” or most useful 
monitor for identifying or preventing each event. This 
evaluation was done using the data from both re- 
viewers, and weighting each judgment one half. 

Results 

There were 3,146 patients admitted to the medical 
service at Brigham and Women’s Hospital during, the 
study period; eight of these patients were excluded 
because their charts were unavailable. Thus, the study 
sample included 3,138 patients with 133 adverse events 
(Table 3). Of these 133 adverse events, 84 (63%) were 
judged severe, 52 were judged preventable by any 
means (not necessarily involving IS), and 39 were 
judged both severe and preventable. 

Of all the adverse events, 53% were regarded as 
identifiable using Level 1 information, 58% were re- 
garded as identifiable using Level 2 information; and 
89% were regarded as identifiable using Level 3 ‘in- 
formation (Table 4). With information from Levels 1, 
2, and 3, 5%, 13%, and 23% of the adverse events, 
respectively, were considered preventable. Both se- 

Highest-yield Event Monitors for Potential for Identifying Adverse Events Using Each Level of 
Computerized Information System (IS) Sophistication and Categorized According to Whether 
They Were the Best Monitors at a Specific Level 

IS Sophistication* 

Event Monitor+ 

Level 1 Level 2 Level 3 

Applicable Best Applicable Best Applicable Best 

Panic/abnormal laboratory result 
Unexpected ICU transfer 
Hospital-incurred trauma 
Specific drug use 
New drug allergy 
Ml, CVA, or PE occurring in the hospital 
Unexpected transfusion 
Patients returning to the OR 
Cardiac arrest 
Death 
New neurologic deficit 
Other 

29% 24% 28% 
20% 13% 21% 

7.5% 4.1% 9.3% 
5.6% 

6.4% 

6.6% 5.9% 6.4% 
6.0% 1.9% 5.6% 

3.6% 3.6% 3.8% 

22% 
12% 

3.3% 
4.5% 

5.2% 

5.6% 
1.9% 

3.4% 

30% 23% 
24% 8.6% 
18% 8.6% 
12% 4.4% 
10% 6.8% 

7.9% 3.8% 
6.8% 4.9% 
6.8% 3.0% 
6.4% 5.6% 
5.6% 1.9% 
5.6% 2.3% 

18% 17% 

*The higher the level number, the greater the system sophistication. Level l-demographics, results for all diagnostic tests, and current 
medications would be available on-line; Level 2-all orders would be entered on-line by physicians; and Level 3-additional clinical data, 
such as automated problem lists, would be available on-line. The numbers in the “applicable” column represent the percentage of events 
judged applicable using this monitor (many-to-one relationship with events). The numbers in the “best” column represent the percentage 
of events for which this monitor was considered the best or most useful monitor (one-to-one relationship). 
tICU = intensive care unit; MI = myocardial infarction; CVA = stroke; PE = pulmonary embolus; OR = operating room. 
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Table 6 n 

Highest-Yield Event Monitors for Potentia1 for Preventing Adverse Events Using Each Level of 
Computerized Information System (IS) Sophistication and Categorized According to Whether 
They Were the Best Monitors at a Specific Level 

IS Sophistication’ 

Level 1 Level 2 Level 3 

Event Monitor Applicable Best Applicable Best Applicable Best 

Guided dose algorithm 4.1% 1.1% 6.0% 2.3% 
Drug-laboratory check 1.5% 1.1% 4.4% 2.1% 5.5% 3.3% 

Drug-patient characteristics check 0.4% 2.6% 0.8% 5.3% 1.9% 
Demographics to predict adverse events 5.1% 2.1% 
Panic laboratory reporting 1.5% 1.1% 4.0% 2.5% 4.1% 2.6% 

Drug-drug check 0.8% 0.8% 2.6% 1.5% 2.6% 1.5% 
Drug-dose check 1.9% 0.8% 2.3% 0.8% 
Cumulative dose check 1.1% 0.8% 1.4% 1.0% 
Transcription problem 1.1% 0.8% 1.1% 0.8% 

Drug-allergy check 1.1% 0.8% 1.1% 0.8% 1.1% 0.8% 

Other 1.4% 1.0% 4.5% 4.1% 

*The higher the level number, the greater the system sophistication. Level l-demographics, results for all diagnostic tests, and current 
medications would be available on-line; Level 2-all orders would be entered on-line by physicians; and Level 3-additional clinical data, 
such as automated problem lists, would be available on-line. The numbers in the “applicable” column represent the percentage of events 
judged applicable using this monitor. The numbers in the “best” column represent the percentage of events for which this monitor was 
considered the best or most useful monitor. 

vere and preventable events were more readily iden- 
tifiable using IS than were nonsevere and nonpre- 
ventable adverse events (p < 0.001 and p < 0.05, 
respectively). The kappa value between reviewers for 
judgments of identifiability and preventability using 
IS was generally about 0.5, suggesting moderate 
agreement 22 (Table 4). For two judgments-Level 1 
preventability and Level 3 identifiability-kappa val- 
ues were low; in both of these instances, the prev- 
alence of events was low, which may lower the kappa 
value.23 

Event monitors targeted at specific screening criteria 
were evaluated for their abilities to identify adverse 
events using each level of IS sophistication, and each 
of these event monitors was categorized according 
to whether it was the “best” monitor at a specific 
level (Table 5). Under Level 1, “panic” or abnormal 
laboratory results identified the most adverse events 
(29%), followed by information pertaining to unex- 
pected transfers to more intensive care settings (20%) 
and use of specific drugs such as naloxone (7.5%). 
Cardiorespiratory arrest was applicable in fewer in- 
stances (6.6%) than specific drug use, but was more 
often the best monitor (5.9% vs 4.1%, respectively). 
The highest-yield Level 2 event monitors were similar 
to the highest-yield Level 1 event monitors; the ad- 
dition of unexpected transfusion and new drug al- 
lergy added 6.4% and 5.6%, respectively. With Level 
3 information, the most valuable additions were hos- 
pital-incurred trauma (18%); new myocardial infarc- 

tion, cerebrovascular accident, or pulmonary embo- 
lism (7.9%); and return to the operating room (6.8%). 

Preventability of adverse events using each level of 
IS was also evaluated (Table 6). Panic laboratory re- 
porting and drug-laboratory checks under. Level 1 
IS could have each prevented 1.5% of all adverse 
events, and drug-allergy checks could have pre- 
vented 1.1% of all adverse events. Drug-laboratory 
checks (4.4%) and guided-dose algorithms (4.1%) were 
the most important additions facilitated by order en- 
try. The most effective event monitors with Level 3 
information were guided-dose algorithms (6.0%), 
drug-laboratory checks (5.5%), drug-patient char- 
acteristic checks (5.3%), demographics to predict ad- 
verse events (5.1%), and panic laboratory reporting 
(4.1%). All of these screening criteria, other than panic 
laboratory reporting and demographics, involved 
drugs. 

Discussion 

Using a group of adverse events from a defined co- 
hort, we estimated that a large number of adverse 
events might be identified through computerized ISs, 
while a smaller but important percentage might be 
prevented through computerized ISs. Severe and 
preventable adverse events were more readily iden- 
tifiable than were nonsevere and nonpreventable ad- 
verse events. 



Journal of the American Medical lnformatics Association Volume 1 Number 5 Sep / Oct 1994 409 

Fundamental to maintaining and improving the qual- 
ity of care of any process is the ability to measure 
markers of quality. 24 Health care has been relatively 
slow to embrace this idea,25 although certain markers 
such as nosocomial infection rates have been moni- 
tored for years. One of the primary reasons for the 
reluctance to increase the number of markers that .are 
monitored is the expense of gathering the relevant 
data. Using electronic ISs to gather these data is ob- 
viously attractive. Moreover, while historically there 
has been little outside pressure for health care or- 
ganizations to demonstrate that they provide “high- 
quality” care, organizations are currently being asked 
by payers to provide such information. 

The systems most health care organizations currently 
have in place for quality measurement, and for mon- 
itoring of adverse events in particular, are both rel- 
atively ineffective and costly because they rely pri- 
marily on chart review. For example, O’Neil et al.” 
found that only a small proportion of adverse events 
were detected by the routine quality arms of a hos- 
pital. The peer review organization (PRO) process 
also relies on chart review, and is relatively ineffec- 
tive.26 

In contrast, Classen et al.27 recently used a comput- 
erized monitor to detect adverse drug events, and 
identified 731 in an l8-month period; only 92 were 
voluntarily reported. When the monitor revealed an 
event, a pharmacist performed a targeted chart re- 
view. This approach is much less labor-intensive than 
routine chart review and allows incorporation of 
spontaneous reporting. It resulted in an eightfold 
increase in adverse drug event identification over 
spontaneous reporting alone. 

Other current. research efforts involving the use of com- 
puterized data to identify adverse events, which may 
provide information for health care organizations, are 
attempts to use computerized claims databases to iden- 
tify adverse events across hospitals.28-32 There are still 
relatively few data about the sensitivity and specificity 
of claims-based approaches,*” and a concern is whether 
these approaches provide sufficiently fine-grained data 
to be useful within organizations. 

Development of IS support for quality improvement 
in health care lags far behind the state of the art in 
other industries.24 Fortunately, because of improve- 
ments in hardware and software, IS capabilities are 
increasing rapidly at the same time that organizations 
are scrambling to develop the ability to measure a 
wide array of such events, which represents an enor- 
mous task. Yet most health care organizations are far 
from taking full advantage of data already available 
on-line, and in the past, quality managers had com- 

paratively little input into the choice of data elements 
and the ways that data were structured. Fortunately, 
all of this is changing, at different rates in different 
organizations. 

Thus, it seems likely that in the near future it will 
be possible both to use the existing data better to 
detect adverse events and to incorporate other data 
fields necessary for detecting adverse events into ISs. 
Although the ability to monitor the number of ad- 
verse events occurring within an organization is only 
one of the dimensions of quality, it is an important 
one. Such monitoring can be used to target areas for 
quality improvement by providing accurate “bench- 
marking” that can be compared with past results and 
with other organizations. 

Those event monitors that could detect the largest 
number of adverse events, including panic/abnormal 
laboratory results and unexpected transfers, were 
present in all three levels of IS sophistication. Thus, 
even the least sophisticated level of IS has the ability 
to identify a substantial number of adverse events. 
However, the more comprehensive event monitors 
in Level 3 identified some of the less frequent adverse 
events, leading to a better overall detection rate. 

The sensitivity and specificity of screening criteria for 
detecting adverse events were assessed in a previous 
study and it was found that they differed substan- 
tially and that this difference correspondingly af- 
fected the informational value of these criteria.“’ For 
example, hospital-incurred trauma is a highly specific 
marker (97%), but it is not very sensitive (17%). In 
contrast, prior hospitalization is more sensitive (72%) 
but less specific (56%). Although the types of event 
monitors evaluated differed in some respects from 
those in this study, the most sensitive markers tended 
to be the least specific. No event monitor was both 
highly specific and highly sensitive, but the use of a 
combination of markers can decrease false-positive 
rates. Establishing the yields of particular event mon- 
itors is essential in designing an efficient adverse- 
event detection system. 

More exciting than improving systems for identifying 
adverse events, and more challenging, is developing 
the ability to prevent adverse events using ISs. Some 
adverse events that are identifiable through ISs can 
also be prevented using specific event monitors. The 
percentage of such events is substantially higher when 
more clinical information is on-line (Level 3), as coded 
problem lists, for example, are particularly important. 
There has been some investigation of limited ISs to 
prevent adverse drug events.15-17 LDS Hospital has 
many of the interventions that are likely to be effec- 
tive for prevention of adverse drug events in place.“” 
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However, because this system was implemented 
piecemeal, its overall effect is unknown. Substantial 
work has also been done on notifying providers about 
life-threatening laboratory abnormalities,34-36 show- 
ing that patients spend less time in life-threatening 
conditions when computerized notification of abnor- 
malities is given to providers. In addition, Rind 
et al. showed that nephrotoxic or renally excreted 
medications were discontinued or adjusted sooner 
when providers were notified of worsening renal 
function.37 However, an intervention with the goal 
of comprehensive prevention of adverse events 
through the computer has yet to be attempted. 

The most important limitation of this study is that 
we studied only the potential for identifying and 
preventing adverse events, not the actual implemen- 
tation of such systems. These systems will undoubt- 
edly be able to identify and prevent only some of 
the events designated as identifiable and prevent- 
able. The primary barriers to implementation of sys- 
tems like this are the availability, coding, and accu- 
racy of the necessary data. Only an experiment can 
address system performance. 

The study has a number of other limitations. It was 
performed on the medical service of one teaching 
hospital that is a tertiary care referral center, so the 
results may not be generalizable to other services or 
settings. In addition, ISs are highly idiosyncratic, so 
the ease of obtaining specific data will vary substan- 
tially according to site. Also, the “levels” described 
are somewhat arbitrary. Another limitation is that 
the number of adverse events was relatively small, 
so that the confidence intervals around the frequen- 
cies described are wide, particularly for low-fre- 
quency events. 

In conclusion, about half of all adverse events are 
potentially identifiable through information currently 
available on-line at our hospital; including more clin- 
ical data would make almost nine in ten adverse 
events identifiable. A small but important percentage 
of adverse events, particularly those involving drugs, 
may be preventable using computerized interven- 
tions. Information regarding the relative yields of 
specific event monitors may help health care orga- 
nizations prioritize development of these monitors. 
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