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## I Introduction

It is well known from the work of Motzkin [55], Belaga 〔587 and Pan 「667, that "most" $n^{\text {th }}$ degree polynomials $p \in R[x]$ require about $n / 2 \times$, $\div$ ops and $n \pm$ ops and that these bounds can always be achieved within the framework of preconditioned evaluation ${ }^{(1)}$. More precisely, if $p$ can be computed using less than $\left\lceil\frac{n+1}{2}\right\rceil \times, \div$ or less than $n \pm$ ops, then the coefficients of $p$ are algebraically dependent.

However, it can be argued that only polynomials in $Q[x]$ are of any computational concern. Moreover, one would like "practical tests" to determine the complexity of a specific polynomial. With respect to non scalar * ops, Paterson and Stockmeyer [71] are able to show that approximately $\sqrt{n}$ such ops are required for "most" $n{ }^{\text {th }}$ degree polynomials in $Q[x]$. Also they show that every $n^{\text {th }}$ degree polynomial can be computed in about $\sqrt{2 n}$ non scalar * ops. In $Q[x]$, the scalar * ops can be simulated by (an unbounded number of) $\pm$ ops. Strassen [72] uses a careful analysis of the Motzkin-Belaga argument (and also of the corresponding development in PatersonStockmeyer) to exhibit specific polynomials $Z\lceil x]$ whose required complexity is nearly
(1) See Knuth [69] or Revah [74] for a review. We use the following notation: $R, Q, C$ for the field of reals, rationals, complex numbers, respectively; $F\left[y_{1}, \ldots, y_{m}\right]$ is the ring of polynomials, $F\left[\left[y_{1}, \ldots, y_{m}\right]\right]$ is the power series ring and $F\left(y_{1}, \ldots, y_{m}\right)$ the field of rational functions in $y_{1}, \ldots, y_{m}$ over $F$. We will also use * ops to denote either a $\times$ or $\div$ op.
that obtainable by general preconditioning methods. For example, any program for
$p(x)=\sum_{i=0}^{n} 2^{2^{i n^{3}} x^{i} \text { requires }}$
i) either $\frac{n}{2}-4 *$ ops and $n-4 \pm$ ops or at least $n^{2} / \log n$ total ops.
ii) at least $\sqrt{n}$ non scalar * ops.

That is, if one chooses to tradeoff $\pm$ ops to reduce the $*$ complexity of $p(x)$, then it can be done but only with an exorbitant cost of at least $n^{2} / \log n \quad \pm$ ops.

The situation when counting $\pm$ ops with the potential of unlimited * ops, is not as clear. In fact, we are not aware of any previous results which show that not all $p \in Q[x]$ are computable in (say) $4 \pm$ ops. A "useable" characterization of precisely which polynomials are computable in $4 \pm$ ops is more than a tedious exercise. Does an analogue of Paterson-Stockmeyer hold? That is, can the output of a program (which is computing an $n^{\text {th }}$ degree polynomial) using $k \pm$ ops but an unbounded number of ${ }^{*}$ ops be represented by $\sum_{i=0}^{n} q_{i}\left(\alpha_{1}, \ldots, \alpha_{t}\right) x^{i}$ for some fixed polynomials $\left\{q_{i}\right\}$ where the number $t$ of parameters $\left\{\alpha_{i}\right\} \quad$ is bounded by some function of $k$ ? We shall show in section III that this is the case with $t \approx k^{2}$ but unlike the situation in Paterson-Stockmeyer, we do not yet know if the use of unlimited * ops can in general reduce the $\pm$ complexity of all p $\varepsilon Q[x]$.

While the arguments based on algebraic dependence provide us with our best lower bounds thus far, a different approach of independent interest is taken in section IV. Namely, we are able to show that the number of $\pm$ ops required to compute any $p \varepsilon R[x]$ is bounded below by a function of the number of distinct real zeros of p. The potential (e.g., for producing non
linear lower bounds) and limitations of this approach will be discussed.

II The Model and a Review of Basic Results Based on Algebraic Independence

```
    We follow informally the notation of
Winograd [70] and say that we are interested
in computing }p\inF[x] over G(x) given
G u {x} where G is a field. That is, we
think of a program P as a sequence of
statements <s }\mp@subsup{|}{1}{\prime},\ldots,\mp@subsup{s}{m}{}>\mathrm{ ; each }\mp@subsup{s}{i}{}\mathrm{ is of
the form p pi op qui where
op \varepsilon {+, -, ×, %} and each operand }\mp@subsup{p}{i}{}\mathrm{ ,
q}\mp@subsup{\textrm{i}}{|}{}\mathrm{ is either
    i) in G U{x} ; i. i.e., a scalar
    ii) a previously computed sj (j<i).
P computes p E F[x] if p = sm (as
elements of F[x]\subseteqG(x) ).
```

In III, the choice of $F \mathcal{G}_{G} G_{G}$ are not that essential but for definiteness we can take $F=Q$ and $G_{1}=C$. Section IV will depend essentially on the choice $G=R$.

Definition 1: Let $H$ be an extension field of $F=Q . \quad u_{1}, \ldots, u_{m} \varepsilon H$ are algebraically dependent (over $Q$ ) if $\exists$ a non trivial $f \varepsilon Z\left[y_{1}, \ldots, y_{t}\right]$ such that $f\left(u_{1}, \ldots, u_{t}\right)=0$.
Lemma 1 (see Van der Waerden [64]):
$m>t$, then $p_{1}, \ldots, p_{m}$ are alg. dep.
For the sake of completeness and motivation, let's briefly sketch the lower bound of Paterson and Stockmeyer. Assuming no $\div$, we can construct a "canonical" program using $k$ non scalar $x$ ops; namely:

$$
s_{-1}+1
$$

$$
s_{0} \leftarrow x
$$

$$
s_{i} \times\left(\sum_{j<i} \alpha_{j, i}^{\prime} s_{j}\right) \times\left(\sum_{j<i} \alpha_{j, i}^{\prime \prime} s_{j}\right)
$$

$$
s_{k+1} \leftarrow \sum_{j \leq k} \alpha_{j, k+1} s_{j}
$$

Then $s_{k+1}=\sum_{j=0}^{r} p_{j}(\vec{\alpha}) x^{j}$ where $r \leq 2^{k}$ and $\vec{\alpha}=\left\langle\alpha_{-1,1}^{\prime}, \alpha_{0,1}^{\prime}, \alpha_{-1,1}^{\prime \prime}, \ldots, \alpha_{k, k+1}\right\rangle$
$=\left\langle\alpha_{1}, \ldots, \alpha_{t}\right\rangle$ where $t$ is approximately $\mathrm{k}^{2}$.
Theorem 1 (Paterson \& Stockmeyer):
If $n+1>t$, then $\exists \mathrm{p} \in\lceil x\rceil$ not
doable in $k$ non scalar $\times$ ops.

for some choice of $\vec{\alpha}$ if $p$ is computable in $k$ non scalar $x$ ops.

But $\left\langle p_{0}(\stackrel{\rightharpoonup}{\alpha}), \ldots, p_{n}(\stackrel{\rightharpoonup}{\alpha})\right\rangle$ are alg. dep. if $\mathrm{n}+1>\mathrm{t}$ and hence $\exists$ non trivial $\mathrm{f} \in 2\left[y_{1}, \ldots, y_{n+1}\right]: f\left(p_{0}(\bar{\alpha}), \ldots, p_{n}(\bar{\alpha})\right)=$ 0 . If every $p \varepsilon Q[x]$ were doable in $k$ non scalar $x$ ops, then $f\left(q_{0}, \ldots, q_{n}\right)=0$ for all $\left\langle q_{0}, \ldots, q_{n}\right\rangle \varepsilon Q^{n+1}$. Hence $\mathrm{f} \equiv 0$ because $Q^{\mathrm{n}+1}$ is dense in $R^{\mathrm{n}+1}$ and $f$ is continuous. This contradicts the assumption that $f$ be non trivial.

As Paterson and Stockmeyer observe, if we can produce a finite number, say $\ell$, of canonical programs for some measure (rather than just one) then the same type of results will follow; for the "alg. dep. of each program" is characterized by some $f_{i} \in Z \Gamma y_{1}, \ldots, y_{t}{ }^{7}$ and hence the coefficients of any $n^{\text {th }}$ degree polynomial doable in $k$ ops, will be a zero of $f=\prod_{i=1}^{\ell} f_{i}$.

From these observations, the following fact follows directly:

Fact 1: Let $\psi: N \rightarrow N$ be any function.
a) There are $n^{\text {th }}$ degree polynomials in $Q[x]$ which either require $\left\lceil\frac{\mathrm{n}+1}{2}\right\rceil *$ ops or more than $\psi(\mathrm{n})$ $\pm$ ops.
b) There are $n^{\text {th }}$ degree polynomials in $Q[n]$ which either require $n$ $\pm$ ops, or more than $\psi(\mathrm{n})$ * ops.

In either case, once $\psi(\mathrm{n})$ is given, there are only a finite number of canonical programs each having the appropriate number of parameters.

III A Lower Bound for $\pm$ Ops Based on
We shall now consider the situation when the number of $*$ ops is not bounded by any function of the degree. One might argue that this is a totally impractical hypothesis, but we believe that the questions arising out of the developments in sections III and IV are more than academic. The difficulty in trying to bound $\pm$ ops is suggested by the simplest example. Let
$s \leftarrow(x+\alpha)^{u}$ represent the first $\pm$ step (say $u \in N$ ). If we treat $u$ as a parameter, then $s=\alpha^{u}+u \alpha^{u-1} x+$
$\binom{u}{2} \alpha^{u-2} x^{2}+\ldots$.
We cannot immediately view $s$ as $\sum_{j=0} p_{j}(\alpha) x^{j}$ with the $p_{j}$ being
polynomials. Nor can we treat each $\alpha, \alpha^{2}$, $\alpha^{3}, \ldots$ as a parameter for then the number of parameters will not be a bounded function of $\pm$ ops. We might want to argue that $u$ cannot be too large without introducing some inefficiency; but this is just the sort of question we cannot yet answer.

Let's consider a "canonical" $k \pm$
step program:

$$
\begin{aligned}
& T_{0}=1 \\
& S_{0}=x \\
& \vdots \\
& \left.T_{i}=\operatorname{II}_{j<i} S_{j}^{m, i} S_{i}=\gamma_{i}+T_{i}\right\} 1 \leq i \leq k \\
& \vdots \\
& T_{k+1}=\gamma_{k+1} \underset{j \leq k}{\pi} S_{j}^{m}{ }_{j}, k+1 \quad \text { represents }
\end{aligned}
$$

the output where each $\mathrm{m}_{\mathrm{j}, \mathrm{i}} \varepsilon Z$.
(Allowing negative exponents accounts for $\div$ and also allows a simplification in the number of parameters introduced. On the other hand, we will have to view the computation as taking place over some power series G[[x-0]7 as in Strassen $[727$ in order to accommodate the negative exponents.)

We want to express $T_{k+1}$ as a polynomial in $x$ whose coefficients are in some $H=Z\left(\alpha_{1}, \ldots, \alpha_{t}\right)$. Let's concern ourselves only with the computation of $n^{\text {th }}$ degree polynomials. Suppose $P$ computes $p$ over $G[x]$. Then $P$ correctly computes $p$ over $G[x] \bmod \left(x^{n+1}\right) ; i . e .$, with all higher order terms dropped throughout the computation.

The example $s+(x+\alpha)^{u}$ illustrates the approach to be taken. We can consider $n+2$ cases: $u=0, \ldots, u=n, u>n . I t$ is clear that for each $u=i \quad(i \leq n)$ that we can represent $s . \bmod \left(x^{n+1}\right)$ as some
$\sum_{j=0}^{n} p_{j}(\alpha) x^{i}$. For $u>n$, we have
$s=\alpha^{u}+u \alpha^{u-1} x+\ldots\binom{u}{n} \alpha^{u-n} x^{n}$
$=\sum_{j=0}^{n} r_{j}(\alpha, \beta, u) x^{j}$ where $\beta=\alpha^{u}$ and
$r_{j} \varepsilon Z(\alpha, \beta, u)$; i.e., $\quad r_{0}(\alpha, \beta, u)=\beta$
$r_{1}(\alpha, \beta, u)=u \frac{\beta}{\alpha}, \ldots, r_{n}=\binom{u}{n} \frac{\beta}{\alpha^{n}}$. More
generally, if $u \in Z$ (rather than $N$ ) we would have $2 n+3$ cases: $u<-n$, $u=-n$, $\ldots, u=0, \ldots, u=n, u>n$. Consider $u<0$ and assume $\alpha \neq 0$. (I $\dot{f} \quad \alpha=0$, we would have to consider power series in $x$ - $\theta$ rather than $x$ for some appropriate
$\theta$.) Then

$$
\begin{aligned}
s & \leftarrow 1 /(\alpha+x)^{-u}=[1 /(\alpha+x)]^{-u} \\
& =\left[\frac{1}{\alpha}-\frac{1}{\alpha^{2}} x+\frac{1}{\alpha^{3}} x^{2}-\frac{1}{\alpha^{4}} x^{3}+\ldots\right]^{-u}
\end{aligned}
$$

$$
s \bmod \left(x^{n+1}\right)=\left[\frac{1}{\alpha}-\frac{1}{\alpha^{2}} x+\ldots(-1)^{n} \frac{1}{\alpha^{n+1}} x^{n}\right]^{-u}
$$

$$
=\sum_{j=0}^{n} r_{j}(\alpha, \beta, u) x^{j} \text { with } \beta=\alpha^{-u} .
$$

$\frac{\text { Theorem 2 }}{\text { mial }}$ : Consider $n^{\text {th }}$ degree polyno-
computed in $\mathrm{k} \pm$ ops (without any bound on the number of $*$ ops). Then $p$ can be represented as $\sum_{p=0}^{n} p_{j}\left(\alpha_{1}, \ldots, \alpha_{t}\right)(x-\theta)^{j}$
with $t \leq(k+2)^{2}$
$\left\{\alpha_{i}\right\}$ and $\theta$ for some choice of
Proof: To simplify the discussion we shall
assume that all the exponents $\left\{\mathrm{m}_{\mathrm{j}, \mathrm{i}}\right\}$
in the canonical program are non negative and hence we can take $\theta=0$.

The proof is by induction on $k$, arguing by cases depending on whether or not any $m_{j, i} \leq n$ or $>n$. $A \quad k \pm$ step program introduces $v=\frac{(k+1)(k+2)}{2}$
exponents, all of which we shall treat as parameters. For every exponent there are $\mathrm{n}+2$ cases to consider $\left(\mathrm{m}_{\mathrm{j}, \mathrm{i}}=0\right.$,
$\left.m_{j, i}=1, \ldots\right)$, or $(n+2)^{v}$ cases in all. Each case will determine a new canonical program. For each of these (finite number of) programs, we shall characterize the statements in the desired manner.

Let's just consider the case that all exponents are $>\mathrm{n}$ (of course, we could argue trivially that we are not computing p , but this approach shows that we are not even computing $p \bmod \left(x^{n+1}\right)$ if $k$ is too small).

Induction step:

$$
\begin{aligned}
& \text { Assume } S_{i}=\sum_{j=0}^{n} p_{j}^{i}\left(\alpha_{1}, \ldots, \alpha_{t(i)}\right) x^{j} \\
& \bmod \left(x^{n+1}\right) \text { for } 0 \leq i \leq r . \\
& \text { Show that } S_{r+1}=\sum_{p=0}^{n} p_{j}^{r+1}\left(\alpha_{1}, \ldots,\right. \\
& \left.\quad \alpha_{t(r+1)}\right) x^{j} \text { and that } \\
& t(r+1) \leq t(r)+2(r+1) . \text { So by } \\
& \text { induction } t=t(k+1) \leq(k+2)^{2} .
\end{aligned}
$$

Introduce new parameters (and rename
by $\alpha_{t(r)+1}, \alpha_{t(r)+2}, \ldots, \alpha_{t(r+1)}$
represent $r_{r+1}, m_{0, r+1}, \ldots, m_{r, r+1}$,
$\left[p_{0}^{1}\left(\alpha_{1}, \ldots, \alpha_{t(1)}\right)\right]^{m} 1, r+1, \ldots$,
$\left[p_{0}^{r}\left(\alpha_{1}, \ldots, \alpha_{t(r)}\right)\right]^{m} r, r+1$. We have thus
introduced $2(\mathrm{r}+1)$ parameters. Now it
remains to show that $S_{r+1}=\sum \mathrm{p}_{\mathrm{j}}^{\mathrm{r}+1}\left(\alpha_{1}\right.$,
$\left.\ldots, \alpha_{t(r+1)}\right) x^{j}\left(\bmod x^{n+1}\right)$
$S_{r+1}=\underset{\prod_{j=0}^{r}}{ } S_{j}^{m} j, r+1+\gamma_{r+1}$.
Look at any $S_{i}^{m} i, r+1=\left[\sum_{j=0}^{n} p_{j}^{i}\left(\alpha_{1}, \ldots\right.\right.$,
$\left.\left.\alpha_{t(i)}\right) x^{i}\right]^{m_{i, r+1}} \bmod \left(x^{n+1}\right)$.
Claim: The coefficient of $x^{\ell} \quad\left(\ell \leq n \leq m_{i, r+1}\right)$

$$
\begin{aligned}
& m_{1} \cdot 1+m_{2} \cdot 2+\ldots+m_{n} \cdot s=\ell \quad\binom{m_{i, r}}{m_{1}} \\
& \binom{m_{i, r}, l^{-m_{1}}}{m_{2}} \ldots\binom{m_{i, r+1}^{-m_{1}-\ldots m_{n}}}{m_{n}} \\
& {\left[p_{0}^{i}\left(\alpha_{1}, \ldots\right)\right]^{m_{i}, r+1}{ }^{-m_{1}} \ldots m_{n}^{m} p_{1}^{i}()^{m_{1}} \ldots} \\
& p_{n}^{i}()^{m_{n}} .
\end{aligned}
$$

And as in the simple example, the expression can be written as a rational function $g\left(\alpha_{1}, \ldots, \alpha_{t(r)}, m_{i, r+1},\left[p_{0}^{i}\right]^{m}, r+1\right)$. So it follows that $\pi S_{j}{ }^{i}, r+1+\gamma_{r+1} \bmod \left(x^{n+1}\right)$ can be represented as desired.

Corollary 1: There exist $n^{\text {th }}$ degree polynomials $\varepsilon Q[x]$ which require $\sim \sqrt{n}$ $\pm$ ops (even if we do the computation $\bmod \left(x^{n+1}\right)$; i.e., chop off high order terms without cost).

Corollary 2: By calculating upper bounds on the degree and weight of the polynomials $\left\{p_{j}^{i}\left(\alpha_{1}, \ldots\right)\right\}$ we can exhibit ala Strassen [72] specific polynomials which require $\sqrt{n} \pm$ ops.

At this time we do not know if such a saving (or any saving) can generally be obtained. We suspect that while it may be possible to achieve a saving when computing $\bmod \left(x^{n+1}\right)$, that the additional requirements imposed by the cancellation of high order terms will preclude any such saving. That is, $\pm$ ops in computations over $Q(x)$ cannot in general be reduced by * ops.

We state the following conjecture: There is a function $\gamma(\mathrm{k}, \mathrm{n})$ satisfying the following property: If $p$ is an $\mathrm{n}^{\text {th }}$ degree polynomial (say in $Q[x]$ ) and p is computable in $\mathrm{k} \pm$ ops, then p is computable in $k \pm$ ops and $\leq \gamma(k, n)$ * ops.

Finally, we can note that if a general saving in $\pm$ ops can be achieved for any fixed $n_{0}$ (say $\beta\left(n_{0}\right) \pm$ ops), then a proportionate saving can be achieved for all $n \geq n_{0}$ (i.e., only need about $\left.\beta\left(n_{0}\right) \cdot n / n_{0} \pm o p s\right)$.

IV A Lower Bound Based on the Number of Real Zeros

In Strassen [73], we see the first non trivial results concerning non linear lower bounds for arithmetic complexity. Algebraic geometry provides the proper notion of 'degree' for a set (rather than just one) polynomial in several variables. The geometric formulation of degree is "correct" from a complexity point of view since Strassen is able to show that the degree can at most double after a * op and is unchanged after any $\pm$ op. In this way, one can prove for example that any $n^{\text {th }}$ degree polynomial evaluated at n arbitrary points requires $\mathrm{n} \log \mathrm{n}$ * ops.

For $\pm$ ops, we do not yet have an appropriate concept or property (such as degree) which can be used to derive non linear lower bounds. For example: Is polynomial multiplication non 1 inear wrt. $\pm$ ops? Does there exist an $n^{\text {th }}$ degree polynomial which requires $n \log n \pm$ ops for computation at $n$ arbitrary points? One type of property that may be relevant is to look at the zeros associated with the polynomials computed during a computation. If we look at all complex zeros, then we can obviously generate an $n^{\text {th }}$ degree $p \in R[x]$ which has $n$ distinct zeros in one $\pm$ op (of course, these zeros have a nice structure).

The approach of this section is to show that the number of distinct real zeros can not grow too fast as a function of the number of $\pm$ ops. Unfortunately, (unlike degree wrt. * ops) it is not true that if $p_{1}$ and $p_{2}$ have $\leq r$ distinct real zeros, then $p_{1}+p_{2}$ has $\leq \phi(r)$ distinct real zeros (for some function $\phi: N \rightarrow N$ ).

We consider again the canonical program given in the last section:

$$
\begin{aligned}
& T_{0}=1 \\
& \begin{array}{l}
S_{0}=x \\
\vdots
\end{array} \\
& \left.\begin{array}{l}
\vdots \\
T_{i}=\prod_{j<i} S_{j}{ }_{j}, \mathbf{i} \\
S_{i}=\gamma_{i}+T_{i}
\end{array}\right\} \begin{array}{l}
1 \leq i \leq k \\
m_{j, i} \varepsilon Z \\
\gamma_{i} \varepsilon R
\end{array} \\
& T_{k+1}=\gamma_{k+1} \underset{j \leq k}{\pi} S_{j}^{m}{ }_{j}, k+1
\end{aligned}
$$

We want to bound the number of distinct real roots in $T_{n}$ as a function of $n$. To do so a more general induction hypothesis seems necessary.
Theorem 3: Let $p=\sum_{j=1}^{N} a_{j} S_{0}^{r}{ }_{0}, j \ldots S_{n}^{r}{ }_{n}, j$. $\mathrm{Q}_{\mathrm{j}}\left(\mathrm{S}_{0}, \ldots, \mathrm{~S}_{\mathrm{m}}\right)$ with each $\mathrm{Q}_{\mathrm{j}} \varepsilon R\left(\mathrm{y}_{0}, \ldots\right.$, $y_{m}$ ) of deg $\leq M$, and $a_{j} \varepsilon R$ (deg. can be defined as max (deg of numerator, deg denominator) ). Then $p$ has
$\leq \phi(\mathrm{n}, \mathrm{N}, \mathrm{M})$ distinct real roots. The function $\phi$ will be defined by induction.
Note: $\phi(\mathrm{n}, \mathrm{N}, \mathrm{M})$ is independent of the exponents $r_{i, j} \in Z$.

Throughout the following, $S^{\prime}$ denotes $\frac{d S}{d x}$.
Corollary 3: Let $\rho(k)$ be the maximum number of distinct real roots in any polynomial computable in $k \pm$ ops. Then $\rho(k) \leq \phi(k, 1,0)$.

Lemma 2: If $\mathrm{f}(\mathrm{x}) \in R[\mathrm{x}]$ has k non zero terms, then $f$ has $\leq 2 k-1$ distinct real zeros.

## Proof: Induction on $k$

Let $f=x^{r} \cdot g(x)=x^{r}\left(a_{0}+\ldots\right)$. Note
that if $g$ has $r$ distinct real zeros, then $g^{\prime}$ has at least $r-1$ distinct real zeros (Rolle's Theorem).
Lemma 3: $\quad S_{n+1}^{\prime}=T_{n+1}^{\prime}=T_{n+1} \quad\left[\sum_{i=0}^{n} m_{i, n+1}\right.$.

$$
\left.S_{i}^{: /} S_{i}\right] .
$$

Corollary 4: $\quad S_{n+1}^{\prime}=Q\left(S_{0}, \ldots, S_{n+1}\right)$ and deg $Q$ ran be bound by some $\psi(n)$ indepencent of the $\left\{\mathrm{m}_{\mathrm{i}, \mathrm{n}+1}\right\}$.
Proof of Theorem: (double induction; main induction on $n$, second induction on N) .
$\mathrm{n}=0: \phi(0, \mathrm{~N}, \mathrm{M})=2[\mathrm{~N}(\mathrm{NM}+\mathrm{M}+1)]-1$, by Lemma 2 .
Assume true for $n$ and all $N$, $M$.

$$
\begin{aligned}
& \text { Induction on } N \text { for } n+1 \text { : } \\
& N=1: \quad p=a_{1} \prod_{i=0}^{n+1} S_{i}^{r}{ }^{r}, 1_{Q_{1}}\left(S_{0}, \ldots, S_{n+1}\right) \\
& =a_{1} S_{n+1}^{r}{ }_{n+1}{\underset{i=0}{n} S_{i}^{r}{ }_{i}, 1 .}^{r} \\
& Q_{1}\left(S_{0}, \ldots, S_{n+1}\right) \text {. }
\end{aligned}
$$

Any zero of $p$ is one of the following:
i) A zero of $S_{n+1}^{r}{ }_{n+1}$, and hence a zero of $S_{n+1}$. But
$S_{n+1}=\prod_{i=0}^{n} S_{i}^{m}{ }_{i, n+1}+\gamma_{n+1}$
and so the induction (on $n$ with $\mathrm{N}=2$ ) can be applied.
ii) A zero of $\prod_{i=0}^{n} S_{i}^{r} i, 1$. Apply induction.
iii) A zero of $Q_{1}\left(S_{0}, \ldots, S_{n+1}\right)$ and hence a zero of the numerator $P_{1}$ of $Q_{1}$. Since $\operatorname{deg} P_{1} \leq M$, there are at most $(n+2)^{M}$ terms in $P_{1}$ and each of these terms can be expanded into the form $\sum_{j=1}^{N^{\prime} \leq M+1} a_{j} \prod_{i=0}^{n} S_{i}^{r}{ }_{i, j} O_{i}\left(S_{0}, \ldots, S_{n}\right)$
by making the substitution
$S_{n+1}=\gamma_{n+1}+{ }_{\Pi}^{n} S_{i}^{m}{ }_{i} n+1$. (At
worst, we have to raise $S_{n+1}$ to the $M^{\text {th }}$ power.)

$$
\text { End } N=1 \text {. }
$$

$$
\begin{aligned}
& N>1: \quad p=\sum_{j=1}^{N} a_{j}\binom{\prod_{i=0}^{n+1}}{S_{i}^{r} i, j} . \\
& Q_{j}\left(S_{0}, \ldots, S_{n+1}\right) \text {. } \\
& \text { Factor out } a_{1} \pi S_{i}{ }^{r}{ }^{\prime} Q_{1}\left(S_{0}, \ldots, S_{n+1}\right)= \\
& \mathrm{p}_{1} \text {, } \\
& p=p_{1}\left(1+\sum_{j=2}^{N} \tilde{a}_{j} \pi S_{i}^{\tilde{r}_{i}} 1_{1} \widetilde{Q}_{j}\left(S_{0}, \ldots, S_{n+1}\right)\right) \\
& =p_{1} p_{2} \text {. }
\end{aligned}
$$

It suffices to show that $P_{2}^{\prime}$ has a bounded number of distinct real zeros

$$
\begin{aligned}
p_{2}^{\prime}= & \sum_{j=2}^{N} \tilde{a}_{j} S_{0}^{\tilde{r}_{0, j}} \ldots S_{n}^{\tilde{r}_{n+1}, j} \\
& {\left[\left(\sum_{i=0}^{n+1} \tilde{r}_{i, j} S_{j}^{\prime} / S_{i}\right) \cdot \widetilde{Q}_{j}\left(S_{0}, \ldots, S_{n+1}\right)\right.}
\end{aligned}
$$

$$
\left.+Q_{j}^{\prime}\left(S_{0}, \ldots, S_{n+1}\right) \quad .\right]
$$

Now observe
i) $\sum_{i=0}^{N} \tilde{r}_{i, j} \cdot S_{0}^{\prime} / S_{i}$ has bounded deg by Lemma 2
ii) $\operatorname{deg} \widetilde{Q}_{j}$ is bounded
iii) $\tilde{Q}_{j}^{\prime}\left(S_{0}, \ldots, S_{n+1}\right)=\sum_{i=0}^{n+1} \frac{\partial Q_{j}}{\partial S_{i}} S_{i}^{\prime}$.

Again, by Lemma 2 , $\tilde{Q}_{j}^{\prime}\left(S_{0}, \ldots, S_{n+1}\right)$ has bounded degree.

QED
The bound on the function $\phi(n, N, M)$ will depend on how the rational functions $Q_{j}$ are represented and manipulated. To get a better bound we may want to consider $\phi(n, N, M, t)$ where $t$ could be a bound on the number of terms in some $Q_{j}$.
$\frac{\text { Fact 2: }}{\text { defined in Corollary 3). }} \rho(k) \geq 3^{k} \quad\left(\begin{array}{l}\text { where }\end{array} \quad\right.$ was
That is, the approach of section IV can at best show the existence of $n{ }^{\text {th }}$ degree polynomials requiring $O(\log n) \pm$ ops. But this is consistent with the simple bound for $*$ ops based on degree. Let $u(k)=$ maximum 「number of distinct ${ }_{r}{ }_{*}$ al roots in any polynomial computable in k * op].
Fact 3: $u(k)=2^{k}$.
We conjecture that $\rho(k) \leq c^{k}$ (for some c ) but most likely such a bound will not result from any simple modification of Theorem 3. It should also be noted that we have not yet proven any upper bound on $\rho(k)$ when complex scalars are allowed as program constants. Returning to the ques-
tion of non linear lower bounds, we must also hope that appropriate bounds would hold in the context of multivariate polynomials. Here, of course, we must be careful since $p(x, y)$ can have an infinite number of zeros. Yet we can hope that an extension could be found, for example, when there are $n^{2} \operatorname{peros}$.
zairs $\left\{\left\langle x_{i}, y_{j}\right\rangle \mid 1 \leq i \leq n, 1 \leq j \leq n\right\} \quad$ of
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