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Summary

In this paper we present a new approach in the study of Aorto-Coronaric bypass
anastomoses configurations based on small perturbation theory. The theory of
optimal control based on adjoint formulation is applied in order to optimize the
shape of the zone of the incoming branch of the bypass (the toe) into the coro-
nary (see Figure (1)). The aim is to provide design indications in the perspective
of future development for prosthetic bypasses.
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1 Introduction

We consider the application of the optimal control approaches to investigate
the problem of shape optimization of aorto-coronaric bypass anastomoses ([17]).

∗This work has been prepared when the first author spent a research period at Bernoulli
Center of the Swiss Federal Institute of Technology Lausanne in the framework of the “special
semester on the Mathematical Modelling of the Cardiovascular System”
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We analyze the “first corrections” which are derived by applying a perturbation
method to the initial problem in a domain Ω ⊂ R2 whose boundary ∂Ω is pa-
rameterized by a suitable function f . Then we propose numerical methods for
its solutions.

The surgical realization of a bypass to overcome a critically stenosed artery is
a very common practice in everyday cardiovascular clinic.
Improvement in the understanding of the genesis of coronary diseases is very
important as it allows to reduce surgical and post-surgical failures. It may also
suggest new means in bypass surgical procedures with less invasive methods and
to devise new shape in bypass configuration ([16].
Generally speaking, mathematical modelling and numerical simulation can al-
low better understanding of phenomena involved in vascular diseases ([19], [18]
and [6]).
When a coronary artery is affected by a stenosis, the heart muscle can’t be
properly oxygenated through blood. Aorto-coronaric anastomosis restores the
oxygen amount through a bypass surgery downstream an occlusion.
At present, different kind and shape for aorto-coronaric bypass anastomoses are
available and consequently different surgery procedures are used to set up a
bypass.
A bypass can be made up either by organic material (e.g. the saphena vein
taken from patient’s legs or the mammary artery) or by prosthetic material.
The current saphenous bypass solution requires the extraction of saphena vein
with possible complications. In this respect, prosthetic bypasses are less inva-
sive. They may feature very different shape for bypass anastomoses, such as,
e.g., cuffed arteriovenous access grafts. Different cuffed models are used such
as Taylor Patch [2] and Miller Cuff Bypass, [4], but also standard end-to-side
anastomoses at different graft angle ([3]) or other shaped carbon-fiber prosthe-
ses. In the cardiovascular system altered flow conditions such as separation,
flow reversal, low and oscillatory shear stress areas and abnormal pulse pattern
are all recognized as potentially important factors in the development of arterial
diseases ([13] and [15]). For all these different aspects the design of artificial
arterial bypass is a very complex problem. Carbon fiber and Collagen cuffed
grafts instead of natural saphenous vein can be used for studying new shape
design without needing ”in loco” reconstruction. In this framework, Optimal
Control by perturbation theory provide a new approach to the problem, with
the goal of improving arterial bypass graft on the basis of a better understanding
of fluid dynamics aspects involved in the bypass studying.

2 Notation and Problem Statement

In the sequel we use the following notations: Ω is a bounded domain of R2,
Γ ≡ ∂Ω is the boundary of Ω, Ω = Ω∪∂Ω, x ≡ (x, y) is a point of Ω, v ≡ (u, v).
We recall the following symbols:

φ = φ(x) = φ(x, y),∇φ =
(∂φ

∂x
,
∂φ

∂y

)
,

∇ · v ≡ div(v) ≡ D(v) =
∂u

∂x
+

∂v

∂y
,
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∇× v ≡ rot(v) =
∂v

∂x
− ∂u

∂y
,

rot(φ) =
(∂φ

∂y
,−∂φ

∂x

)
.

We remind that:

rot(∇× v) = −∆v +∇(∇ · v), ∆φ = ∇ · (∇φ).

Consider an idealized, two-dimensional bypass bridge configuration in Fig.(1)
and the domain on Fig.(2), where the dotted line represents the geometry of
the complete anastomosis (Γw2 is the section of the original artery, Γin is the
new anastomosis inflow after bypass surgery, Γout is the anastomosis outflow).
We consider the following boundary value problem for the Stokes equations:
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Figure 1: Idealized, 2-D bypass bridge configuration (top) and detail of the
sensible part for the optimization process .

find v, p s.t. 



−ν∆v +∇p = F in Ω,
∇ · v = 0 in Ω,
v = vin on Γin, v = 0 onΓw1 ∪ Γw3 ,

−p · n + ν ∂v
∂n = g

out
on Γout ∪ Γw2 ,

(1)

where n = (n1, n2) is the outward unit normal vector on Γ ≡ ∂Ω. In the
sequel: τ = (n2,−n1)), F = F (x, y), vf = vf (x, y), g

out
= g

out
(x, y) are given
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Figure 2: Ω = Ω1 ∪ Ω2,Γw = Γw1 ∪ Γw2 ∪ Γw3 , Γ0 = Ω1 ∪ Ω1 .

vector function, ν = const > 0 and vf = {vin on Γin; 0 on Γw1 ∪ Γw3}. In the
following we will impose some additional restriction to p (for example

∫
Ω

pdΩ=0
or others).
The subset Γc,ε of Γw1 is parametrized by a function f(x, ε) of x ∈ [x1, x2] and
of small parameter ε ∈ [−ε0, ε0], ε0 = const. More precisely we assume that
f(x, ε) can be developed as follows:

f(x, ε) = f0(x) + εf1(x) + ε2f2(x) + . . . , (2)

where fk ∈ W1
∞(x1, x2), k ≥ 0 and fk(x1) = fk(x2) = 0, k ≥ 1. Here the func-

tion f0(x) > 0 describes the original subset Γc,0 of the “unperturbed domain”
Γ0 ≡ ∂Ω0 of the domain Ω0 (see Fig. (3)), while fk(x), k ≥ 1, could be unknown
in our application to control problem (see Section 4).

The weak statement of (1) reads: find v ∈ (H1(Ω))2, p ∈ L2(Ω) s.t.




a(v, v̂) = b(p, v̂) + G(v̂) ∀v̂ ∈ X,
b(p̂, v) = 0 ∀p̂ ∈ L2(Ω),
v = vf on Γin ∪ Γw1 ∪ Γw3 ,

(3)

where
a(v, v̂) =

∫

Ω

ν∇v · ∇v̂dΩ (dΩ = dxdy)

b(p, v̂) =
∫

Ω

p∇ · v̂dΩ, G(v̂) =
∫

Ω

F · v̂dΩ +
∫

Γout∪Γw2

g
out

· v̂dΓ,

X ≡ {v̂ : v̂ ∈ (H1(Ω))2, v̂ = 0 on Γin ∪ Γw1 ∪ Γw3 .}
Here we emphasize the dependence of a(., .), b(., .) and G(.) on f - a parametriza-
tion of the part Γc,ε of the domain boundary. However, this dependence will be
understood for simplicity of notations.
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Figure 3: “Unperturbed domain” Ω0, Ω0 = Ω01 ∪ Ω02 .

3 The Problem for the perturbation functions

Assume that f(x, ε) > 0 and consider the following variables transformation:

Tf : Ω1 ∪ Ω2 → Ω̃, x̃ = Tf (x),

which is given as follows
{

x̃ = x, ỹ = β
f(x,ε)y if x = (x, y) ∈ Ω1,

x̃ = x, ỹ = y if x = (x, y) ∈ Ω2,
(4)

where Ω̃ ≡ Ω̃simp = {x̃ = (x̃, ỹ) : 0 < x̃ < A,−β2 < Y < β1 ≡ β}, Ω̃1 = Ω̃1simp ,
Ω̃2 = Ω̃2simp (see Fig(4)).

We set
ṽ(x̃, ỹ) ≡ v ◦ T−1

f (x̃) = v(x̃, ỹf(x̃, ε)/β).

where ṽ = (ũ, ṽ). Then,

dxdy =
f(x̃, ε)

β
dx̃dỹ

and the following relations hold on the derivatives of a function φ and v:
{ (

∂φ
∂y

)
(x̃, ỹ) = β

f(x̃,ε)
∂φ̃(x̃,ỹ)

∂ỹ ,
(

∂φ
∂y

)
(x̃, ỹ) = ∂φ̃(x̃,ỹ)

∂x̃ − ỹ fx(x̃,ε)
f(x̃,ε)

∂φ̃(x̃,ỹ)
∂ỹ

(
with fx ≡ df

dx

) (5)

{
D̃(f)ṽ(x̃, ỹ) ≡ ((∇ · v) ◦ T−1

f )(x̃, ỹ) = ∂ũ
∂x̃ − ỹ fx(x̃,ε)

f(x̃,ε)
∂ũ
∂ỹ + β

f(x̃,ε)
∂ṽ
∂ỹ ,

R̃(f)ṽ(x̃, ỹ) ≡ ((∇× v) ◦ T−1
f )(x̃, ỹ) = ∂ṽ

∂x̃ − ỹ fx(x̃,ε)
f(x̃,ε)

∂ṽ
∂ỹ − β

f(x̃,ε)
∂ũ
∂ỹ ,

(6)
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Figure 4: The “simple” domain Ω̃simp.

So, in Ω̃ we have:

D̃(f)ṽ = m2∇̃ · ṽ + m1D̃(f)ṽ, R̃(f)ṽ = m2∇̃ × ṽ + m1R̃(f)ṽ;

where ∇̃φ ≡ (
∂φ
∂x̃ , ∂φ

∂ỹ

)
, while ms is the characteristic function of Ωs (s = 1, 2, . . .).

To simplify the notations from now on we will set (unless otherwise specified):

x̃ = x, ṽ(x̃, ỹ) ≡ v(x, y), ũ = u, ṽ = v, . . . , D̃ = D, R̃ = R, Ω̃simp ≡ Ωsimp, Γ̃wk
≡ Γwk

.

Then the problem (3) in the new variables reads as follows:




a(f ; v, v̂) = b(f ; p, v̂) + G(f ; v̂) ∀v̂ ∈ X,
b(f ; p̂, v) = 0 ∀p̂ ∈ L2(Ωsimp),
v = vf on Γin ∪ Γw1 ∪ Γw3 ,

(7)

where
X ≡ {v : v ∈ (H1(Ωsimp))2, v = 0 on Γin ∪ Γw1 ∪ Γw3 .}

Here we emphasize the dependence of a(f ; ., .), b(f ; ., .), and G(f ; .) on f . Pre-
cisely, (with Ω1 ≡ Ω̃1,Ω2 ≡ Ω̃2):

a(f ; v, v̂) = a1(f ; v, v̂) + a2(v, v̂)

a1(f ; v, v̂) =
∫

Ω1

fν

β

((∂v

∂x
− yfx

f

∂v

∂y

) · (∂v̂

∂x
− yfx

f

∂v̂

∂y

)
+

β2

f2

∂v

∂y
· ∂v̂

∂y

)
dxdy

a2(v, v̂) =
∫

Ω2

ν
(∂v

∂x
· ∂v̂

∂x
+

∂v

∂y
· ∂v̂

∂y

)
dxdy.

b(f ; p, v̂) = b1(f ; p, v̂) + b2(p, v̂),

b1(f ; p, v̂) =
∫

Ω1

f

β
D(f)v̂dxdy, b2(p, v̂) =

∫

Ω2

p∇ · v̂dxdy,

G(f ; v̂) = G1(f ; v̂) + G2(v̂),

G1(f ; v̂) =
∫

Ω1

f

β
F · v̂dxdy +

∫

Γout∩∂Ω1

g
out

· v̂dΓ,
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G2(v̂) =
∫

Ω2

F · v̂dxdy +
∫

Γout∩∂Ω2

g
out

· v̂dΓ.

Note that the functions v̂, p̃ on (7) can be assumed to be indipendent of ε in
the sequel.
Assume that the problem (7) has a solution v, p that is infinitely differentiable
with respect to ε: {

v = v0 + εv1 + ε2v2 + . . .
p = p0 + εp1 + ε2p2 + . . .

(8)

where pk ∈ L2, vk ∈ X, k ≥ 1. Using (2), (8) and small perturbation techniques
we can derive the equations to vk, pk, k ≥ 0. Consider these equations only for
k = 0 and k = 1.
k=0:





a(f0; v0, v̂) = b(f0; p0, v̂) + G(f0; v̂) ∀v̂ ∈ X,
b(f0; p̂, v0) = 0 ∀p̂ ∈ L2(Ω),
v0 = vf on Γin ∪ Γw1 ∪ Γw3 .

(9)

Correspondingly we define:

Robs,0 ≡ R(f0)v0 (10)

k=1:




a(f0; v1, v̂) = b(f0; p1, v̂) + ∂
∂εb(f ; p0, v̂)|ε=0 + ∂

∂εG(f ; v̂)|ε=0+
− ∂

∂εa(f ; v0, v̂)|ε=0 ∀v̂ ∈ X,
b(f0; p̂, v1) + ∂

∂εb(f ; p̂, v0)|ε=0 = 0 ∀p̂ ∈ L2(Ω),
v1 = 0 on Γin ∪ Γw1 ∪ Γw3 ,

(11)

where

∂

∂ε
b(f ; p0, v̂)|ε=0 ≡ bf (f1, p0, v̂) =

∫

Ω1

f1

β
p0D(f0)v̂dxdy+

∫

Ω1

f0

β
p0Df (f1, v̂)dxdy,

Df (f1, v̂) ≡ ∂

∂ε
D(f)v̂|ε=0 = −[

y
(f1,xf0 − f0,xf1

f2
0

)∂û

∂y
+

βf1

f2
0

∂v̂

∂y

]

Df (f1, v0) ≡
∂

∂ε
D(f)v0|ε=0(≡ Dff1 for the sequel),

∂

∂ε
G(f ; v̂)|ε=0 ≡ G1(f1; v̂) =

∫

Ω1

f1

β
F · v̂dxdy,

∂

∂ε
a(f ; v0, v̂)|ε=0 ≡ af (f1; v0, v̂) =

∫

Ω1

f1ν

β

((∂v0

∂x
−yf0,x

f0

∂v0

∂y

)·(∂v̂

∂x
−yf0,x

f0

∂v̂

∂y

)
+

β2

f2
0

∂v0

∂y
·∂v̂

∂y

)
dxdy+

−
∫

Ω1

f0ν

β
y
(f1,xf0 − f0,xf1)

f2
0

( v0

∂y
·(∂v̂

∂x
− yf0,x

f0

∂v̂

∂y

)
+

(∂v0

∂x
− yf0,x

f0

∂v0

∂y

)· ∂v̂

∂y

)
dxdy

−
∫

Ω1

f0ν

β

(2β2f1

f3
0

)∂v0

∂y
· ∂v̂

∂y
dxdy.

So the problem for v1, p1 reads as follows: find v1 ∈ X, p1 ∈ L2(Ω) s.t.:
{

a(f0; v1, v̂)− b(f0; p1, v̂) = bf (f1; p0, v̂) + G1(f1; v̂)− af (f1; v0, v̂) ∀v̂ ∈ X,
b(f0; p̂, v1) + bf (f1; p̂, v0) = 0 ∀p̂ ∈ L2(Ω),

(12)
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This is a generalized Stokes Problem. By a similar technique we can derive
the equations for vk, pk with k ≥ 2. However we will not proceed further this
development in these notes.

4 The Shape Optimization Problem

Suppose now that the function f1(x) in (11) is unknown as well as v1, p1 in
(11). To complete problem (11) we will have to formulate some “additional
equations”; otherwise we should require that f1 be determined by minimizing a
suitable “cost functional”.
Problem (3) can be supplemented by the “additional equations”:

C(f, v, p) = 0 (13)

where C is an operator(linear or nonlinear) defined onH1
0(x1, x2)×X×L2(Ω). We

assume C to be smooth with respect to its variables f, v, p. Using representations
(2), (8) we derive from (13) the following equation:

C(f, v, p) = C(f0, v0, p0) + εC1(f1, v1, p1) +O(ε2) = 0, ∀ε ∈ [−ε0, ε0] (14)

where
C1(f1, v1, p1) ≡ ∂C

∂ε
(f, v, p)|ε=0. (15)

If we assume that the data of our problems are such that C(f0, v0, p0) = 0, then
we can use

C1(f1, v1, p1) = 0 (16)

as the “additional equation” to complete (11). An alternative approach would
consist in replacing the exact controllability equation (16) by the following min-
imization problem:

inf
f1

=
∫

Ωsimp

f0

β
|C1(f1, v1, p1)|2dxdy (17)

where we assume C1 has image in L2(Ω). Note, that (17) is one of weak statement
of (16).
In the next sections we apply the approach described above for the completion
of (11) and we will use the following special choice of (13):

C(f, v) ≡ ((∇× v) ◦ T−1
f )(x, y)−Robs,ε(x, y) in Ωwd ⊆ Ωsimp, (18)

where Ωwd is a suitable subset of Ωsimp in which we want our “additional equa-
tion ” (or our “control”) to take place. We assume in (18) that

Robs,ε = Robs,0 + εRobs,1 + ε2Robs,2 + . . . , Robs,0 =def ((∇× v0) ◦T−1
f0

)(x, y).
(19)

Then we have: C(f0, v0) = 0, while the equation (16) reads:

C(f1, v1) = R(f0)v1 + m1Rff1 −Robs,1 = 0 in Ωwd, (20)

where

R(f0)v1 = (∇× v1) ◦ T−1
f0

(x, y) =
∂v1

∂x
− yf0,x

f0

∂v1

∂y
− β

f0

∂u1

∂y
,

8



Rff1 ≡ Rf (f1, v0) = −y
(f1,xf0 − f0,xf1)

f2
0

∂v0

∂y
+

βf1

f2
0

∂u0

∂y
.

Therefore we have the problem: find v1 ∈ X, p1 ∈ L2(Ω), f1 ∈ H1
0(x1, x2) s.t.





a(f0; v1, v̂) = b(f0; p1, v̂) + bf (f1; p0, v̂) + G1(f1; v̂)− af (f1; v0, v̂) ∀v̂ ∈ X,
b(f0; p̂, v1) + bf (f1; p̂, v0) = 0 ∀p̂ ∈ L2(Ω),
R(f0)v1 + m1Rff1 −Robs,1 = 0 in Ωwd,

(21)
where Robs,1 is a given function. Problem (21) is an “exact controllability prob-
lem”. These problems have solutions in some particular cases only. Therefore we
replace (21) by the following optimal control problem: find v1 ∈ X, p1 ∈ L2(Ω),
f1 ∈ H1

0(x1, x2) s.t.




a(f0; v1, v̂)− b(f0; p1, v̂) = bf (f1; p0, v̂) + G1(f1; v̂)− af (f1; v0, v̂) ∀v̂ ∈ X,
b(f0; p̂, v1) + bf (f1; p̂, v0) = 0 ∀p̂ ∈ L2(Ω),
inff1 = α

2 ||f ||2H1
0(x1,x2)

+ γ1J1(f1, v1),
(22)

where

J1(f1, v1) =
1
2

∫

Ω

mwd
f0

β
|R(f0)v1 + m1Rff1 −Robs,1|2dxdy,

α = const ≥ 0 is a small regularization parameter, γ1 > 0 is a weight coefficient,
mwd is the characteristic function of Ωwd.
If α = 0 (22) provides the weak statement of problem (21). Otherwise the
solution v1 = v1(α), p1 = p1(α), f1 = f1(α) of (22) represents an approximate
solution of (21).
We will also consider a generalized optimal control problem still given by (22)
however now instead of J1 we use

J(f1, v1, p1) = γ1J1(f1, v1) + γ2J2(f1, v1, p1).

Here γ2 = const ≥ 0 is a weight coefficient, J2(f1, v1, p1) is an additional func-
tional assumed to be quadratic. Some examples of J2(f1, v1, p1) follow.
EXAMPLE 1. For instance

J2(f1, v1, p1) ≡ J2(v1, p1) =
1
2
(||p− pout||2L2(Γout)

+
∫

Γout

|v − vout|2dΓ) (23)

where pout, vout are given.
EXAMPLE 2. Now let Ωob be a “small” subdomain of Ω and Γw3 ⊂ ∂Ωob ≡
Γob:

Ωob = (0, A)× (−β2,−β2 + δ), with 0 < δ ¿ β1

If Ω = Ω1 (i.e. β2 = 0), we can take

J2(f1, v1, p1) ≡ J2(v1) =
1
2

∫

Ωob

|v − vobs|2
f0

β
dxdy, (24)

where vobs is a prescribed vector-function.
EXAMPLE 3. Consider the following case: Ω1 = Ω,

∫
Ω

p1dΩ = 0,

J2(f1, v1, p1) ≡ J2(v1) =
1
2

∫

Γw3

|∂v1

∂n
− g

1,obs
|2dΓ, (25)

9



x0

y

β

β Ω
obs

1

2

β
2

+ δ

−

−

Figure 5: Subdomain Ωob .

with a given g
1,obs

.
EXAMPLE 4. Finally we consider:

J2(f1, v1, p1) ≡ J2(v1) =
1
2

∫

Ωobs

f0

β
| β
f0

∂v1

∂y
− g

2,obs
|2dΩ, (26)

with a given g
2,obs

.
REMARK. The term J2 can be considered as an “ overdetermination” of the
problem. Indeed, it allows in principle the control of further quantities of phys-
ical interest. Using such a J2 makes easier to prove uniqueness but more trou-
blesome to analyze existence for the optimal control problem.

5 The variational equations of the optimal con-
trol problem

While considering (22) we can continue to work in the simple domain Ωsimp.
Another possibility consists of using the new variables transformation

T−1
f0

(x̃) = x, x̃ ∈ Ωsimp, x ∈ Ω0,

given by {
x = x̃, y = f0(x̃)

β ỹ if x̃ = (x̃, ỹ) ∈ Ω̃1 ⊂ Ωsimp,

x = x̃, y = ỹ if x̃ = (x̃, ỹ) ∈ Ω̃2 ⊂ Ωsimp,
(27)

After applying (27) we will work in the “unperturbed” domain Ω0 (see Fig. 6)
and the expressions of bilinear forms from (22) will be more simple. Let us use
the variable transformation (27). Then the problem (22) reads: find v ≡ v1,
p ≡ p1,f ≡ f1

1





a0(v, v̂)− b0(p, v̂) = bf (f ; p0, v̂) + G1(f ; v̂)− af (f ; v0, v̂) ∀v̂ ∈ X
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ L2(Ω),
inff = α

2 ||f ||2H1
0(x1,x2)

+ J(f, v, p),
(28)

where
1In this and following sections we denote v1 = v, p1 = p, f1 = f but we will keep in mind

that v, p, f are the “first corrections” of v0, p0, f0 on the unperturbed domain.
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Figure 6: Subdomain Ωsimp → Ω0 .

a0(v, v̂) =
∫

Ω0

ν
(∂v

∂x
· ∂v̂

∂x
+

∂v

∂y
· ∂v̂

∂y

)
dxdy.

b0(p, v̂) =
∫

Ω0

p∇ · v̂dxdy,

bf (f, p0, v̂) =
∫

Ω0,1

p0Df (f, v̂)dxdy +
∫

Ω0,1

f

f0
p0∇ · v̂dxdy,

Df (f, v̂) = −[
y
(fxf0 − f0,xf

f2
0

)∂û

∂y
+

f

f0

∂v̂

∂y

]
,

Df (f, v0) ≡ Dff,

G1(f ; v̂) =
∫

Ω0,1

f

f0
F · v̂dxdy,

af (f ; v0, v̂) =
∫

Ω0,1

fν

f0
∇v0·∇v̂dxdy−

∫

Ω0,1

νy
(fxf0 − f0,xf)

f2
0

(∂v0

∂y
·∂v̂

∂x
+

v0

∂x
·∂v̂

∂y

)
dxdy+

−
∫

Ω0,1

2fν

f0

∂v0

∂y
· ∂v̂

∂y
dxdy.

J(f, v, p) = γ1J1(f, v) + γ2J2(f, v, p),

J1(f, v) =
1
2

∫

Ω0

mwd|∇ × v + m1Rff −Robs,1|2dxdy,

Rff ≡ Rf (f, v0) = −y
(fxf0 − f0,xf)

f2
0

∂v0

∂y
+

f

f0

∂u0

∂y
.

∇× v =
∂v

∂x
− ∂u

∂y
, ∇ · v =

∂u

∂x
+

∂v

∂y

and J2(f, v, p) are given by corresponding expressions. (For example in the case
of the EXAMPLES 1-4 it is enough to replace “ f0

β ” replaced by one). The
problem (28) can be written in operator form as well. To derive this form we
introduce the following real spaces:

X ⊆ (L2(Ω))2 ≡ (L2(Ω))2∗ ⊆ X∗,Hp ⊆ L2(Ω) ≡ L2(Ω)∗ ⊆ Hp∗,
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Hf ⊆ L2(x1, x2) ≡ (L2(x1, x2))∗ ⊆ H∗f ,

W ≡ X×Hp ⊆ H0 ≡ (L2(Ω))2 × L2(Ω) ≡ H∗0 ⊆W∗,

where X is the Hilbert space, introduced early, (in some cases we will assume
that X ≡ (H2(Ω))2 or a subset of it; Hp is a suitable space for p, for example
Hp ≡ Hp

0(Ω) = {p : p ∈ L2(Ω),
∫
Ω

pdΩ = 0} or Hp = {p : p ∈ H1(Ω), p =
0 on Γout} and Hp 6= Hp∗ in this case; Hf is the space for f(x), it could
be H1

0(x1, x2) ≡ Ẇ1
2(x1, x2), or Hf = {f : f ∈ H1(x1, x2), f(x1) = 0} or

Hf = {f : f ∈ (H2 ∩ H1
0)(x1, x2)} or some other spaces (including finite

dimensional spaces).
Let us consider (28) in the following form: find Φ ≡ (v, p)T ∈ (X × Hp = W),
f ∈ Hf , s.t {

L(Φ, Φ̂) = B(f, Φ̂) ∀Φ̂ ∈W,
inff∈Hf

= α
2 ||f ||2H1 + J(f, Φ),

(29)

where
L(Φ, Φ̂) ≡ a0(v, v̂)− b0(p, v̂) + b0(p̂, v),

B(f, Φ̂) ≡ bf (f, p0, v̂) + G1(f, v̂)− af (f, v0, v̂)− bf (f, p̂, v0)

Φ̂ = (v̂, p̂) ∈W.

Assume Φ to be a solution of (29). Then

α(f, δf)Hf
+ 〈J ′Φ(f, Φ), δΦ〉+ 〈J ′f (f, Φ), δf〉 = 0, (30)

where δf is the independent variation (i.e. any function from Hf ), δΦ is the
dependent variation and satisfies the following equation:

L(δΦ, Φ̂) = B(δf, Φ̂) ∀Φ̂ ∈W (31)

for any δf ∈ Hf , and J ′Φ = ∂J
∂Φ , J ′f = ∂J

∂f are partial derivatives of J , while
〈Q, Φ〉 is the duality between W and W∗, 〈g, f〉 is the duality between Hf and
Hf∗. So, we have the system of variational equations (“optimality conditions”):

{
L(Φ, Φ̂) = B(f, Φ̂) ∀Φ̂ ∈W,

α(f, f̂)Hf + 〈J ′Φ(f, Φ), Φf 〉+ 〈J ′f (f, Φ), f̂〉 = 0, ∀f̂ ∈ Hf
(32)

where Φf ≡ (vf , pf ) ≡ Φf (f̂) is determined by

L(Φf , Φ̂) = B(f̂ , Φ̂) ∀Φ̂ ∈W (33)

for chosen f̂ ∈ Hf . The element Φf can be eliminated in (32) by introducing
the adjoint problem: find Q ≡ (q, σ)T ∈W s.t.

L∗(Q, Ŵ ) ≡ L(Ŵ ,Q) = 〈J ′Φ(f, Φ), Ŵ 〉 ∀Ŵ ∈W. (34)

Since Φf ∈W then we can choose Ŵ = Φf in (34). Then

〈J ′Φ(f, Φ), Φf )〉 = L(Φf , Q) = B(f̂ , Q) (35)
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and the system of variational equations reads now as follows:




L(Φ, Φ̂) = B(f, Φ̂) ∀Φ̂ ∈W,

L∗(Q, Ŵ ) = 〈J ′Φ(f, Φ), Ŵ 〉 ∀Ŵ ∈W,

α(f, f̂)Hf
+ B(f̂ , Q) + 〈J ′f (f, Φ), f̂〉 = 0, ∀f̂ ∈ Hf ,

(36)

where the first equation is the state equation. To rewrite (36) in operator form
let us define operators and elements associated with forms L(Φ, Φ̂), . . . , B(f, Φ).
See [12], [11], [1].

L(Φ, Φ̂) ≡ (LΦ, Φ̂)H0 , L : W → W ∗ ∀Φ, Φ̂ ∈W,

L∗(Q, Ŵ ) = L(Ŵ ,Q) = (LŴ ,Q)H0 = (Ŵ , L∗Q)H0 , L
∗ : W → W ∗ ∀Q, Ŵ ∈W,

B(f, Φ) = (Bf, Φ)H0 ∀f, Φ, B : Hf →W∗,

〈J ′Φ(f, Φ), Ŵ 〉 ≡ (ΛwJΦ(f, Φ), Ŵ )H0 , Λw :W∗ →W∗,

〈J ′f (f, Φ), f̂〉 ≡ (ΛfJf (f, Φ)f̂)L2(x1,x2), Λf : (Ẇ1
2)
∗ → (Ẇ1

2)
∗.

Now the system (37) can be written as follows:




LΦ = Bf (in W∗),
L∗Q = ΛW JΦ(f, Φ) (in W∗),
αΛcf + B∗Q + ΛfJf (f, Φ) = 0 (in (Ẇ1

2)
∗),

(37)

where Λc is the extension to Hf of the operator Λc,0:

Λc,0f ≡ −fxx + f, D(Λc,0) = H2 ∩Hf

REMARK. The operator form system (37) for the cost functional J = ‖CΦ−
Ψ‖2Hob

with operator C : W → Hob and a given Ψ ∈ Hob is analyzed in [1]. In
this case J ′f = 0 and ΛwJ ′Φ(f, Φ) = C∗(CΦ−Ψ).

6 Uniqueness and existence results

We analyze the particular cases where the cost functional J is given by EX-
AMPLES 1-4 of Section 4.

7.1. Consider J2 as in Examples 1. In this case

J(f, Φ) = J(f, v, p) =
γ1

2

∫

Ω0

mwd|∇ × v + m1Rff −Robs,1|2dΩ+ (38)

+γ2

∫

Γout

|p− pout|2 + |v − vout|2dΓ

To study the problems in this case we assume that Ωwd = Ω0 ad we put:

X ≡ {v : v ∈ (H2(Ω))2, v = 0 on Γin ∪ Γw1 ∪ Γw3},

Hp ≡ H1(Ω0), Hf ≡ H2(x1, x2) ∩H1
0(x1, x2).
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The derivatives J ′Φ(f, Φ) and J ′f (f, Φ) are given here by the following

〈J ′Φ(f, Φ), Φ̂〉 = γ1

∫

Ω0

mwd(∇× v + m1Rff −Robs,1)∇× v̂dΩ+

+γ2

∫

Γout

(p− pout)p̂dΓ + γ2

∫

Γout

(v − vout) · v̂dΓ, (with Φ̂ = (v̂, p̂)),

〈J ′f (f, Φ), f̂〉 = γ1

∫

Ω0

mwd(∇× v + m1Rff −Robs,1)Rf f̂dΩ,

The system of variational equations (32) reads: find v ∈ X, p ∈ Hp





a0(v, v̂) = b0(p, v̂) + F (f, v̂) ∀v̂ ∈ X,
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
α(f, f̂)Hf

= γ1

∫
Ω0

mwd(∇× v + m1Rff −Robs,1) · (∇× vf + m1Rf f̂)dΩ+
+γ2

∫
Γout

((p− pout)pf + (v − vout) · vfdΓ ∀f̂ ∈ Hf ,

(39)
where

F (f, v̂) ≡ bf (f, p0, v̂) + G1(f, v̂)− af (f, v0, v̂),

and vf = vf (f̂), pf = pf (f̂) denote the solution of the system given of the first
and second equations in (39) corresponding to (any) given function f ≡ f̂ . The
system (37) is: find v ∈ X, p ∈ Hp





a0(v, v̂) = b0(p, v̂) + F (f, v̂) ∀v̂ ∈ X,
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
a0(q̂, q) = −b0(σ, q̂) + γ1

∫
Ω0

mwd(∇× v + m1Rff −Robs,1) · (∇× q̂)dΩ+
+γ2

∫
Γout

(v − vout) · q̂dΓ ∀q̂ ∈ X,

−b0(σ̂, q) = γ2

∫
Γout

(p− pout)σ̂dΓ ∀σ̂ ∈ Hp,

α(f, f̂)Hf
+ F (f̂ , q)− bf (f̂ ;σ, v0)+

+γ1

∫
Ω0

mwd(∇× v + m1Rff −Robs,1)m1Rf f̂dΩ ∀f̂ ∈ Hf .

(40)
In the sequel we assume that the generalized Stokes problem has a unique solu-
tion for given v0, p0 ( the solution in the unperturbed domain Ω0) and for each
f ∈ Hf . (See [8]).
Consider now the problem (40) for α > 0.

PROPOSITION I. For any α > 0 the problem (40) has an unique solution for
each given Robs,1.
Proof. Following from ([1]). After inverting L, L∗ in the first and second
equations from (37) and making substitutions of expressions for Φ, Q into the
third equation we obtain the following weak statement of the problem for f :

α(f, f̂)Hf
+ (Af, Af̂)L2(x1,x2) = (G,Af̂)L2(x1,x2), ∀f̂ ∈ Hf (41)

where A is a linear operator, which depends on previous operators from varia-
tional equations, while the element G will depend on the data. We see, that if
α > 0 then the problem (41) has solution and f ∈ Hf : ‖f‖2Hf

≤ ‖G‖2/(2α) <
∞. Using this function f ∈ Hf we can construct v, p, q, σ, which jointly with
f is a unique solution of (40). Note that if the generalized Stokes problem is
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correctly solvable, then the problem (40) is correctly solvable too.

Consider the problem (40) as α = 0.

PROPOSITION II. Assume that: i) α = 0, ii)
(

∂v0
∂y

)2

+
(

∂u0
∂y

)2

> 0 at
y = 0, x ∈ (x1, x2) iii) the problem (40) has a solution. Then this solution is
unique in the class (H2(Ω))2 ×H1(Ω).
Proof. Let v1, v2, . . . , f1, f2 be two solutions of (40). Then for v = v1 −
v2, . . . , f = f1 − f2 from (39) we obtain:





a0(v, v̂) = b0(p, v̂) + F (f, v̂) ∀v̂ ∈ X,
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
∇× v + m1Rff = 0 ∈ Ω,
p = 0, v = 0 on Γout.

(42)

Consider the second and third equation from (42) in Ω2,0

∇ · v = 0, ∇× v = 0 in Ω2,0.

Then: ∆v = 0 in Ω2,0. Considering v̂ with supp(v̂) ⊆ Ω2,0 from the first equation
of (42) we conclude ∇p = 0, p = const in Ω2,0 and −p · n + ν ∂v

∂n = 0 on Γout.

Since p = 0 on Γout then p = 0 in Ω2,0 and ν ∂v
∂n on Γout too. So, we have the

problem to v:

∆v = 0 in Ω2,0, v = ν
∂v

∂n
= 0 on Γout.

This problem has only the trivial solution v ≡ 0 in Ω2,0. Since v ∈ (H2(Ω))2

then
v =

∂v

∂n
= 0 on Γ0 ≡ {(x, y) : y = 0, x1 < x < x2}.

Consider now the second and third equations from (42) in Ω1,0:
{
∇ · v − [

y
( fxf0−f0,xf

f2
0

)
∂u0
∂y + f

f0

∂v0
∂y

]
= 0, in Ω1,0

∇× v − [
y
( fxf0−f0,xf

f2
0

)
∂v0
∂y − f

f0

∂u0
∂y

]
= 0, in Ω1,0.

(43)

On Γ0 we have:

∇ · v − f

f0

∂v0

∂y
= 0, ∇× v +

f

f0

∂u0

∂y
= 0,

|f(x)| = f0

[
(∇ · v)2 + (∇× v)2

]1/2

[(
∂v0
∂y

)2

+
(

∂u0
∂y

)2]1/2
on Γ0.

Since v = ∂v
∂n = ∂v

∂y = 0 on Γ0, then

∇ · v|y=0 =
∂u

∂y
+

∂v

∂y
|y=0 = 0, ∇× v|y=0 =

∂v

∂y
− ∂u

∂y
|y=0 = 0, x ∈ (x1, x2).

i.e. f(x) = 0. Therefore, v ≡ 0, p = 0 too.
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7.2. The proves of uniqueness results for J2 from EXAMPLES 2-4 are similar,
therefore we consider here only J2 of the form from EXAMPLE 3.
Assume that:

Ωwd = Ω0,1 = Ω0, γ2 = 0,

∫

Ω0

pdΩ = 0

J =
γ1

2

∫

Ω0

|∇ × v +Rff −Robs,1|2dΩ +
γ2

2

∫

Γ3

| ∂v

∂n
− g1,obs|2dΓ

X = {v : v ∈ (H2(Ω))2, v = 0 on Γin ∪ Γw1 ∪ Γw3},

Hp = {p : p ∈ H1(Ω0),
∫

Ω0

pdΩ = 0}, Hf = H1
0(x1, x2)

The system of variational equations reads here as follows:




a0(v, v̂) = b0(p, v̂) + F (f, v̂) ∀v̂ ∈ X,
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
α(f, f̂)Hf

+ γ1

∫
Ω0

(∇× v +Rff −Robs,1) · (∇× vf +Rf f̂)dΩ+

+γ2

∫
Γw3

( ∂v
∂n − gobs) · ∂vf

∂n dΓ = 0 ∀f̂ ∈ Hf ,

(44)

The system (37)reads in this case as follows:





a0(v, v̂) = b0(p, v̂) + F (f, v̂) ∀v̂ ∈ X,
b0(p̂, v) + bf (f ; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
a0(q̂, q) = −b0(σ, q̂) + γ1

∫
Ω0

(∇× v +Rff −Robs,1) · (∇× q̂)dΩ+

+γ2

∫
Γw3

( ∂v
∂n − g1,obs) · ∂q̂

∂ndΓ ∀q̂ ∈ X,

−b0(σ̂, q) = 0 ∀σ̂ ∈ Hp,

α(f, f̂)Hf
+ F (f̂ , q)− bf (f̂ ; σ, v0)+

+γ1

∫
Ω0

(∇× v +Rff −Robs,1)Rf f̂dΩ ∀f̂ ∈ Hf .

(45)

PROPOSITION III. The problem (45) for α > 0 has a solution and this so-
lution is unique.
(The proof repeats the considerations of the proof of PROPOSITION I.)

PROPOSITION IV. If i) α = 0, ii) Ωwd = Ω0 = Ω0,1, iii)
(

∂v0
∂y

)2

+
(

∂u0
∂y

)2

>

0 on Γw3 as x ∈ (x1, x2), iv) the problem (45) has a solution. Then this
solution is unique. Proof. For the differences v = v1− v2, . . . , f = f1− f2 two
possible solutions v1, v2, · · · , f1, f2 we obtain the following system on Γw3 with
x ∈ (x1, x2) (i.e. at y = 0 with x ∈ (x1, x2)):

∂v

∂y
− f

f0

∂u0

∂y
= 0, −∂u

∂y
+

f

f0

∂v0

∂y
= 0,

∂v

∂n
= −

(∂u

∂y
,
∂v

∂y

)
= 0.

Hence: f = 0 ⇒ p = 0 ⇒ v = 0.
Let us once more note, that if γ2 > 0 and we introduce into considerations
the cost functional J2, then we overdeterminate the problem (16) for α = 0
and the initial problem. Therefore in this case we have usually uniqueness
results, however not existence results generally. But in some physical problems
the above overdeterminations (and the term α‖f‖2Hf

also) are reasonable and
have a physical sense, therefore in these cases we can consider the optimal
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control problems like (17) as the problems to be independent of the initial
problem (where we have only J1). Here, we have also existence results and can
name these optimal control problems as the “optimal shape design problems”.
Nevertheless, it is interesting to study solvability results of above variational
problems as α = γ2 = 0.

7 Iterative Processes

Consider some iterative processes for solving the variational equations obtained
in previous sections.

8.1. Consider the problem (37). One of the simplest iterative algorithms to
solve (37) consists of the following steps: if f (k) is known from previous steps of
the iterative process, then the next approximation f (k+1) can be determinated
by solving the following equations ([1])





LΦ(k) = Bf (k),

L∗Q(k) = ΛW JΦ(Φ(k), f (k)),
Λcw

(k) = B∗Q(k) + ΛfJf (Φ(k), f (k)),
f (k+1) = f (k) − τk(αf (k) + w(k)), k = 0, 1, . . . ,

(46)

where {τk} parameters of the iterative process, determinated by propositions of
the extremal problems theory ([24]), of the general theory of iterative processes
([14], [20], [21]), of the ill-posed problems theory ([22] and [23]). Usually to
prove the convergence of (46) and to make a choice of {τk} we need to impose
some additional restrictions to J (convexity,. . . ). In terms of the system (36)
the iterative process (46) reads:





L(Φ(k), Φ̂) = B(f (k), Φ̂) ∀Φ̂ ∈W,

L(Ŵ ,Q(k)) = 〈J ′Φ(Φ(k), f (k)), Ŵ 〉 ∀Ŵ ∈W,

(w(k), f̂)Hf
= B(f̂ , Q(k)) + 〈J ′f (Φ(k), f (k)), f̂〉 ∀f̂ ∈ Hf ,

f (k+1) = f (k) − τk(αf (k) + w(k)), k = 0, 1, . . . .

(47)

Using approaches from ([1]) other iterative processes to solve the problems for-
mulated above can be proposed too.

8.2. Consider the problem (39) (with Ωwd ⊆ Ω for the generalization). The
iterative process (47) for this problem is written as follows:





a0(v(k), v̂) = b0(p(k), v̂) + F (f (k), v̂) ∀v̂ ∈ X,
b0(p̂, v(k)) + bf (f (k); p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
(w(k), f̂)Hf

= γ1

∫
Ω0

mwd(∇× v(k) + m1Rff (k) −Robs,1)·
·(∇× vf + m1Rf f̂)dΩ+
+γ2

∫
Γout

((p(k) − pout)pf + (v(k) − vout) · vfdΓ ∀f̂ ∈ Hf ,

f (k+1) = f (k) − τk(αf (k) + w(k)), k = 0, 1, . . . .

(48)
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or using the adjoint problem:




a0(v(k), v̂) = b0(p(k), v̂) + F (f (k), v̂) ∀v̂ ∈ X,
b0(p̂, v(k)) + bf (f (k); p̂, v0) = 0 ∀p̂ ∈ Hp(Ω),
a0(q̂, q(k), ) = −b0(σ(k), q̂) + γ1

∫
Ω0

mwd(∇× v(k) + m1Rff (k) −Robs,1)·
·(∇× q̂)dΩ + γ2

∫
Γout

(v(k) − vout) · q̂dΓ ∀q̂ ∈ X,

−b0(σ̂, q(k)) = γ2

∫
Γout

(p(k) − pout)σ̂dΓ ∀σ̂ ∈ Hp,

(w(k), f̂)Hf
= F (f (k), q̂)− bf (f (k); σ̂(k), v0)+

+γ1

∫
Ω0

mwd(∇× v(k) + m1Rff (k) −Robs,1)m1Rf f̂dΩ ∀f̂ ∈ Hf ,

f (k+1) = f (k) − τk(αf (k) + w(k)), k = 0, 1, . . . .
(49)

Let us assume f, {f (k)}, f̂ to be from a finite-dimensional subspace Hf,N ⊂ Hf

of dimension N < ∞ and with a basis ϕi, i = 1, 2, . . . , N . Then the following
statements hold true.

THEOREM. Assume that Ωwd = Ω,
(

∂v0
∂y

)2

+
(

∂u0
∂y

)2

> 0 at y = 0, x ∈ (x1, x2)

and f, {f (k)}, f̂ are from Hf,N ⊂ Hf . Then the following statements are valid:

1. The problem (39) is correctly solvable for α ≥ 0 and N < ∞.

2. The iterative process (48) ((49)) is convergent for any α > 0, N < ∞ and
for small τ = τk > 0, k = 0, 1, 2, . . . .

3. If α is sufficiently small while k = K -sufficiently large- then v(k), p(k), f (k)

can be taken as an approximate solution of the problem (39).

PROOF.

1. The existence of the solution for α > 0 has been proved early. Let us
consider the case α = 0. Since f = ΣN

i=1aiϕi ∈ Hf,N then in the form
(41) with α = 0 we conclude that this equation is correctly solvable (be-
cause the problem (39) can have only unique solution in X×Hp×Hp, see
PROPOSITION II). We assume the generalized Stokes problem to be
correctly solvable for given f ∈ Hf . Hence the problem (39) is correctly
solvable.

2. If α > 0 the operator of the equation for f (this equation in the weak
form is given by (41)) is positive definite and bounded. Then according
the general theory of iterative algorithm the process is given by

(f (k+1), f̂)Hf
= (f (k), f̂)Hf

− τ(α(f (k), f̂)Hf
+ (Af (k), Af̂)L2(x1,x2)−

−(G,Af̂)L2(x1,x2), k = 0, 1, . . .

is convergent for small τ > 0. Hence the process (48) ((49)) is convergent
also and

‖v(k) − v‖X + ‖p(k) − p‖Hp + ‖f − f (k)‖ → 0, k →∞. (50)
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3. Let vex, pex, fex be a solution of (39) as α = 0. According to he theory
of ill-posed problem ([22] and [23]) we have: ‖fex − f‖Hp → 0 as α → +0,
where (f, v, p) is one solution of (39) for α > 0. Hence

‖vex − v‖X + ‖pex − p‖Hp → 0, as α → +0.

From these statements and from (50) we conclude that the latter conclusion of
this theorem holds true also.
Consider the simple example, which can be very useful in solving the above
problems for small N (the dimension of Hf,N ).

EXAMPLE. Consider the case when N = 1 and Hf,1 is one-dimensional
subspace of Hf , with the unique basis function ϕ1, the shape function:

Hf,1 = {f : f = aϕ1(x), ϕ1 ∈ Hf , a ∈ R1}.

Consider the problem (39) and introduce the model solution of V 1, P1 of the
generalized Stokes problem with f = ϕ1:

{
a0(V 1, v̂) = b0(P1, v̂) + F (ϕ1, v̂) ∀v̂ ∈ X,
b0(p̂, V 1) + bf (ϕ1; p̂, v0) = 0 ∀p̂ ∈ Hp(Ω), (51)

It’s easy to see that the exact solution of (39) is the following one:

v = aV 1, p = aP 1, f = aϕ1, (52)

where

a =
γ1

∫
Ω0

mwdRobs,1(∇× V 1 + m1Rfϕ1)dΩ + γ2

∫
Γout

(P1pout + V 1 · vout)dΓ

α‖ϕ0‖2Hf
+ γ1

∫
Ω0

mwd|∇ × V 1 + m1Rfϕ1|2dΩ + γ2

∫
Γout

(P 2
1 + |V 1|2)dΓ

.

If Ωwd ∩ Ω1 = 0 and γ2 = 0 then

a =
γ1

∫
Ω0

mwdRobs,1(∇× V 1)dΩ

α‖ϕ0‖2Hf
+ γ1

∫
Ω0

mwd|∇ × V 1|2dΩ

From above expressions we see that if the function Robs,1(∇ × V 1) is smooth
and is changing its sign in Ω0, then for some controlled domain Ωwd we have
a > 0 for some others (a < 0), i.e the correction of ∂Ω0 must be made into
R2 \ Ω0 or into Ω0. So the optimal shape of ∂Ω depends as from vorticities
Robs,1,∇ × v1, . . . as well as from the domain Ωwd which is controlled. This
example can be generalized to some other cases with small N, (N = 2, 3) (see
Fig.7) and the formulas like (52) can be useful in solving some model problems
without iterative procedures.

In conclusion of this section we note that the statements of the above theo-
rem can be proved also for the cost functional J2 from EXAMPLES 2-4.

Assume that we calculate the approximate solution v(k), p(k),f(k)
in the domain

Ω0. Then the approximate solution in the domain Ω with Γc,ε described ap-
proximately as

Γc,ε
∼= {(x̃, ỹ) : y ∼= f0(x) + εf (k)(x), x ∈ (x1, x2)}
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Figure 7: Domain Ω with N shape functions: (a) N = 1, f = β1 + aϕ0(x),
ϕ0 = x(x2 − x); (b) N = 3, f = β1 + Σ3

i=1aiϕi.

can be obtained using the variables transformations, which are inverse to the
transformations applied above. Then we have:

v(x̃, ỹ) ∼= (v0 + εv(k))
(
x,

yf0(x)
f0(x) + εf (k)(x)

)

p(x̃, ỹ) ∼= (p0 + εp(k))
(
x,

yf0(x)
f0(x) + εf (k)(x)

)

(x̃, ỹ) ∈ Ω, x̃ = x, ỹ =
yf0(x)

(f0(x) + εf (k)(x))

(x, y) ∈ Ω0

(Of course, if we know f ∼= f0(x) + εf (k)(x), then we can solve the Stokes
problem in the new domain Ω(k) ≡ Ω(f) independently.).

8 Test Problem and Numerical Results

To test the methods from previous sections some test problems have been pro-
posed using simplified configuration. Numerical simulations have been car-
ried out using Bamg [10], a Bi-dimensional Anisotropic Mesh Generator and
FreeFem, a finite element Library developed at INRIA [9], the French National
Institute for Research in Computer Science and Control, with the development
of algorithms based on control theory and adjoint formulation for generalized
Stokes problem. In this section we are going to present numerical results apply-
ing first vorticity reduction in the downfield zone of the new incoming branch
of the bypass. Some remarks dealing with the studied configuration :

• Wall curvature was considered only in the zone of the incoming branch of
the bypass f0 = sin(x), in other part we used piecewise constant function.

• Graft angle of the bypass incoming branch (which influences vorticity)
was considered be zero (between the artery and the new incoming branch
there isn’t a relative angle).

• After obtaining the shape for the incoming branch in 25 iterations, vor-
ticity reduction in downfield zone is about of 30%,
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Velocity values vin at the inflow are chosen in such a way that the Reynolds
number Re = v̄∗D

ν has order 103. Blood kinematic viscosity ν = µ
ρ is to 4 ∗

10−6 m2 s−1, blood density ρ = 1 g cm−3 and dynamic viscosity µ = 4 ∗
10−2 g cm−1s−1; v̄ is a mean inflow velocity related with vin, while D is the
arterial diameter (3.5 mm). [18].
Figures (8)-(10) provide a preliminary account of numerical results and show
how the shape of the bypass using genaralized steady Stokes equations in an
optimal control problem is smoothed at the corner.
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Figure 8: Idealized, 2-D bypass configuration before optimal shape design pro-
cess: iso-velocity [cms−1].
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Figure 9: Bypass configuration at the end of shape optimization using first
corrections: iso-velocity.
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Figure 10: Adjoint solution q in Bypass configuration in the reference domain.
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9 Future Developments

The development of tools for geometry reconstruction from medical data (medi-
cal imaging and other non-invasive means) and their integration with numerical
simulation could provide improvements in disease diagnosis procedures.
We draw attention to possibilities for using our approaches and results in sen-
sitivity analysis of problems considered early. Indeed, it is easy to see that the
problem for first corrections is really the problem for first variations in the sen-
sitivity analysis.
Using the numerical method developed in this paper it is possible to realize the
iterative process for solving initial nonlinear problem. To do this it is sufficient
to put the function f = f0 + εf as the new f0, to calculate new first corrections
and so on.
Optimal control and shape optimization applied to fully unsteady incompress-
ible Stokes and Navier-Stokes equations and possibly the coupled fluid-structure
problem and the setting of the problem in a three-dimensional geometry will pro-
vide more realistic design indications concerning surgical prosthesis realizations.
A further development will be devoted to build domain decomposition meth-
ods based on optimal control approaches and efficient schemes for reduced-basis
methodology approximations which could be more efficient for use in a repetitive
design environment as optimal shape design methodology requires.
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