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Abstract. We construct a continuous semigroup of weak, dissipative solutions to a nonlinear
partial differential equations modeling nematic liquid crystals. A new distance functional, deter-
mined by a problem of optimal transportation, yields sharp estimates on the continuity of solutions
with respect to the initial data.

1 - Introduction

In this paper we investigate the Cauchy problem

W+<§>x_i</;_Lw>@¢“ w(0,2) = a(z). (1.1)

Formally differentiating the above equation with respect to the spatial variable x, we obtain
Lo,
(ue + vy )o = 5 g, (1.2)

whereas yet another differentiation leads to

Uppr + 2UpUpy + Ullgyy = 0. (1.3)
Either of the forms (1.2) and (1.3) of the equation in (1.1) is known as the Hunter-Saxton equation.
In this paper we analyse various concepts of solutions for the above equations, and construct a
semigroup of globally defined solutions. Moreover, we introduce a new distance functional, related
to a problem of optimal transportation, which monitors the continuous dependence of solutions on
the initial data.

Physical significance

The Hunter-Saxton equation describes the propagation of waves in a massive director field of
a nematic liquid cristal [HS], with the orientation of the molecules described by the field of unit
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vectors n(t,z) = (cos u(t, ), sin u(t,z)), = being the space variable in a reference frame moving
with the linearized wave velocity, and ¢ being a slow time variable. The liquid crystal state is a
distinct phase of matter observed between the solid and liquid states. More specifically, liquids
are isotropic (that is, with no directional order) and without a positional order of their molecules,
whereas the molecules in solids are constrained to point only in certain directions and to be only in
certain positions with respect to each other. The liquid crystal phase exists between the solid and
the liquid phase - the molecules in a liquid crystal do not exhibit any positional order, but they do
possess a certain degree of orientational order. Not all substances can have a liquid crystal phase
e.g. water molecules melt directly from solid crystalline ice to liquid water. Liquid crystals are
fluids made up of long rigid molecules, with an average orientation that specifies the local direction
of the medium. Their orientation is described macroscopically by a field of unit vectors n(t, x)).
There are many types of liquid crystals, depending upon the amount of order in the material.
Nematic liquid crystals are invariant under the transformation n — —n, in which case n is called a
director field, so that the rodlike molecules have no positional order but tend to point in the same
direction (along the director). The director field does not remain the same but generally fluctuates.
Obtaining the equation governing the director field represents the crucial point for the modeling
of nematic liquid crystals since it is advantageous to study the dynamics of director field instead
of studying the dynamics of all the molecules. The fluctuations of the director field are mainly
due to the thermodynamical force caused by elastic deformations in the form of twisting, bending,
and splay (the latter being a fan-shaped spreading out from the original direction, bending being a
change of direction, while twisting corresponds to a rotation of the direction in planes orthogonal
to the axis of rotation). Consider director fields that lie on a circle and depend on a single
spatial variable x so that twisting is not allowed. To describe the dynamics of the director field
independently of the coupling with the fluid flow, let u(t,z) be the perturbation about a constant
value. The asymptotic equation for weakly nonlinear unidirectional waves is precisely equation
(1.2), obtained as the Euler-Lagrange equation of the variational principle

to
5/ / (st +uu?) dedt = 0,
t1 JR

for the internal stored energy of deformation of the director field if dissipative effects are neglected
(corresponding to the case when inertia effects dominate viscosity) - see [HS] for the details of the
derivation. Unlike other studies, in the Hunter-Saxton model the kinetic energy of the director
field is not neglected. In the asymptotic regime in which (1.2) is derived, the nondimensionalized
kinetic energy density is u2 so that the condition

/ u?(t,x) dx < oo (1.4)
R

has to hold at any fixed time ¢ for a physically meaningful solution to the Hunter-Saxton equation.

Equation (1.1) is also relevant in other physical situations, e.g. it is a high-frequency limit of
the Camassa-Holm equation [DP], a nonlinear shallow water equation [CH, J] modeling solitons
[CH] as well as breaking waves [CE].

Geometric interpretation
An interesting aspect of the Hunter-Saxton equation (see [KM]) is the fact that, for spatially
periodic functions, it describes geodesic flow on the homogeneous space Diff(S)/Rot(S) of the

infinite-dimensional Lie group Diff(S) of smooth orientation-preserving diffeomorphisms of the
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unit circle S modulo the rotations Rot(S), with respect to the right-invariant homogeneous metric
(f,9) = / fzgz dx. The geometric interpretation of the Hunter-Saxton equation establishes a
natural consnection with the Camassa-Holm equation, which describes geodesic flow on Diff(S) with
respect to the right-invariant metric (f, g) = / (fg+ fr9:)dz, see [K, CK]. A similar geometric

interpretation of (1.1) on the diffeomorphism group of the line holds also for smooth initial data @
in certain weighted function spaces but the involved technicalities are more intricated (see [C] for
the case of the Camassa-Holm equation).

Integrable structure

The Hunter-Saxton equation has a an integrable structure. The equation has a reduction (see
[BSS, HZ1]) to a finite dimensional completely integrable Hamiltonian system whose phase space
consists of piecewise linear solutions of the form

Zal ) |z — (1)), (1.5)

with the constraint .
S a(t) =0, (1.6)
i=1

the Hamiltonian being

1 n
== 5 Z OéiOéj |$Z —$j|.
i,j=1

Due to their lack of regularity, functions of the form (1.5) are not classical solutions of (1.2).
Below we will discuss in what sense they are weak solutions of the Hunter-Saxton equation. Let
us point out that the constraint (1.6) is the necessary and sufficient condition to ensure that the
distributional derivative z + wu,(t,z) of a function of the form (1.5) belongs to the space L?(IR).
Thus (1.4) holds.

In the family of smooth functions v : IR — IR all of whose derivatives 0]'u decay rapidly
as z — +oo, the Hunter-Saxton equation is bi-Hamiltonian [HZ1]. If D~! is the skew-adjoint
anti-derivative operator given by

o n@=5 ([ - [ )iwa  renm

the first Hamiltonian form for the Hunter-Saxton equation is

1) 1
=1 i Jy =uD7?%— D72ux, Hi == / ui dx,
5’& 2 R

whereas the second, compatible, Hamiltonian structure is
1

= Jo —2 OHs Jo=D""' Hy== / wu? da,
R

ou 2

Moreover, the Hunter-Saxton equation is formally integrable e.g. it has an associated Lax pair
(see [BSS]). However, the complete integrability of the equation has been established only in the
previously mentioned case when it reduces to a finite dimensional dynamical system.
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The notion of solution

Physically relevant solutions of the Hunter-Saxton equation need to be of finite kinetic energy
so that (1.4) must hold. This leads naturally to functions wu(¢,x) with distributional derivative
uz(t, ) square integrable at every instant ¢. Note that the integrability assumption u,(t, ) € L?(IR)
already imposes a certain degree of regularity on the function u. This suggests that it might be
possible to incorporate a reasonably high degree of regularity in the concept of weak solution to the
Hunter-Saxton equation. Let us first consider the concept of weak solutions introduced by Hunter
and Zheng [HZ2].

Definition 1.1 A function u(t,z) defined on [0,T] x IR is a solution of the equation (1.2) if

(i) we C([0,T] x R; IR) and u(0,z) = u(z) pointwise on IR;

(ii) For each t € [0,T), the map = — u(t,z) is absolutely continuous with uy(t,-) € L*(IR).
Moreover, the map t — uy(t,-) belongs to the space L>=([0,T]; L*(IR)) and is locally Lipschitz
continuous on [0, T] with values in H; '(IR);

loc

(i1i) Equation (1.2) holds in the sense of distributions.

Here and below, by a mapping f that is locally Lipschitz or locally bounded on [0, 7] with values
in H *1(]R) we understand the following: for every n > 1 there is a constant K,, > 0 such that

loc

sup (F(6) = F(5),0)] < Kult—sl,  ts€[0,T],
(weD(=nn): 1%l g1 gy <1}

respectively

sup (fO, )] < Kay  te0.T)
{(¥eD(—n.n): 19l g1 gy <1}

Here D(a, b) is the family of smooth functions f : IR — IR with compact support within (a,b) C IR.
To a function w : [0,7] x IR — IR with the above properties associate the function F' :

[0,T] x IR — IR defined by
F(t,x):i </ —/ >uidaﬁ (1.7)

Then F € L3, ([0,T] x IR; IR) C L},.([0,T] x IR; IR). Moreover, F, = u? so that equation (1.2)
becomes

(ug +uuy — F)y =0 (1.8)
in the sense of distributions. Note that uu, € L2 ([0,T]x IR; IR). From (1.8) we infer the existence
of a distribution h(t) so that u; +uu, —F = h(t)®1(x), where 1(x) stands for the constant function
with value 1 on IR. If H(t) is a primitive of the distribution h(t), we deduce that the distribution
U = u— H(t) ® 1(z) satisfies Uy = uy — h(t) ® 1(z) = F —uu, € L2 ([0,T] x IR;IR) and
Uy =u, € L2 ([0,T] x IR; IR). Therefore U € H. ([0,T] x IR). Moreover, since U, = F — uu, €
L2 ([0,T); H;, ! (IR)) ensures that U is locally Lipschitz as a function from [0, 7] to H;,!(IR) and so
is also u, we deduce that h(t) ® 1(z) = u— U shares this property too. But then & : [0,7] — IR has
to be Lipschitz continuous. We infer that u = U+ H (t)®1(x) belongs to the space H. ([0, 7] x IR).

Since the requirement (iii) in Definition 1.1 ensures that the identity

' (o +1g 2—1¢2)ddt—o
. " ztU Qxxu 2’U,x X =
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holds for every smooth function ¢ : (0,7) x IR — IR with compact support in (0,7") x IR, we see
that the notion of weak solution in the sense of Definition 1.1 is stronger than the concept of weak
solution introduced by Hunter and Saxton [HS]. Another useful conclusion that can be drawn from
the previous considerations is that for a function u with regularity properties specified in (i)-(ii) of
Definition 1.1, the requirement (iii) from Definition 1.1 is equivalent to asking that the equation

us +uu, = F + h(t) o 1(x) (1.9)

holds in distribution sense for some Lipschitz continuous function h : [0,7] — IR. Any such
function h is admissible. Among all these possibilities the most natural one corresponds to the
special choice h = 0. This leads us to the form (1.1) of the Hunter-Saxton equation.

In the following, we say that a map ¢ — u(¢,-) from [0, 7] into LY _(IR) is absolutely continuous
if, for every bounded interval [a, b], the restriction of u to [a, b] is absolutely continuous as a map

with values in L”([a,b]). We can thus adopt the following notion of a weak solution.

Definition 1.2 A function u(t,x) defined on [0,T] x IR is a solution of the equation (1.2) if

(i) we C([0,T] x R; IR) and u(0,z) = u(x) pointwise on IR;

(ii) For each t € [0,T), the map = — u(t,x) is absolutely continuous with uy(t,-) € L?(IR).
Moreover, the map t — uy(t,-) belongs to the space L>([0,T]; L?(IR));

(iii) The map t — u(t,-) € L} (IR) is absolutely continuous and satisfies the equation (1.1)
for a.e. t €10,T].

The concept of solution introduced in Definition 1.2 is stronger than that corresponding to Defini-
tion 1.1. Indeed, for a function u satisfying all the requirements of Definition 1.2 we infer by (1.1)
that u,, € L2.([0,T); H, (R)) since uy = —uu, + F and wu,, F € LS,([0,T); L2, (IR)). This
yields that the map ¢ ~ u,(t,-) is locally Lipschitz continuous on [0, 7] with values in H, ! (IR).
We thus recover the apparently missing part from the requirement (ii) in Definition 1.1.

We remark that, even with this stronger definition, solution are far from unique. For example,

consider the initial data
a(z) =0. (1.10)

There are now two ways to prolong the solution for times ¢ > 0. On one hand, we can define
u(t,z) =0 reR, t>0. (1.11)

On the other hand, the function

—2t if x<—t2
u(t,x) = QTx if |z| <t? for t >0 (1.12)
2t if x> t?

provides yet another solution. To distinguish between these two solutions, we need to consider the
evolution equation satisfied by the “energy density” u2, namely

(u3)s + (wul)y = 0. (1.13)

For smooth solution, the conservation law (1.13) is satisfied pointwise. Notice that the solution
defined by (1.10), (1.12) satisfies the additional conservation law (1.13) in distributional sense, i.e.

// {uZpr + uu? ¢, } dedt =0 (1.14)
Ry xR
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for every test function ¢ € C} (IR, x IR) whose compact support is contained in the half plane where
t > 0. On the contrary, the solution defined by (1.10)-(1.11) dissipates energy. More precisely, for
every ty > t1 > 0 we have

to
/Ui(tg,l?)(p(tg,fﬁ)dl?—/ ui(tg,x)@(tg,x)d:vﬁ/ /{uiwtﬂLuui(pr}dazdt, (1.15)
R R t JR

for every test function ¢ € C!(IR, x IR). In the sequel, we say that a solution is dissipative if the
inequality (1.15) holds for every to > t; > 0, ¢ € C1(IR; x IR). Notice that the solution (1.10),
(1.12) does not satisfy (1.15) when ¢; = 2, t3 > 0.

At this point in the discussion it is worthwhile to point out that the most important feature in
the definition of weak solutions is the requirement (1.4). A continuous function u : [0,7] x IR — IR
with square integrable distributional derivative u,(t,-) belonging to the space L>([0,T]; L*(IR))
is not necessarily bounded, nor does it have a pre-determined asymptotic behaviour at infinity, as
one can see from the example

u(t .’L‘) _ |$|% sin(|x|%) if t >0, |$| > 1,

Nevertheless, the possibility that some additional structural information about the behaviour of
such functions at infinity might be inferred from some invariance properties of the Hunter-Saxton
equation should be ruled out. To do this, consider solutions of the type (1.5) with the constraint
(1.6). This type of solutions enter into the framework of Definition 1.2 and for any N(¢) >
max {|z1(t)], ..., |z, (t)|} we have

ug(t,x) = F(x) a.e. on |x] > N(t),

so that for all j > N(¢),

wltd) = wl=) = F() =~ F(-) =3 [ ode=5 [ 2eod. )

1

But the quantity I = 3 / u2(t, ) dr is an invariant (time-independent) cf. [HZ1, BSS]. Moreover,
R

the special form of the solutions guarantees that at every fixed ¢ > 0,

Tr—r 00 Tr—r—00

Uso(t) = lim wu(t,z) = Zai(t) zi(t) =— lim wu(t, z).
i=1
and us (t) = u(t,7) = —u(t,—j) for all j > N(t). Thus (1.16) yields

Ueolt) = use(0) + Tt 120, (1.17)
Unless I = 0, in which case u is constant, we see from (1.17) that the asymptotic behaviour of the
solutions changes with time. On the basis of this set of examples we conclude that the asymptotic
behaviour of the solutions at infinity should not be prescribed a priori. However, the previous
set of examples indicates that a possible restriction would be to require u € L*°([0,7] x R) if
@ € L*°(IR). In this case the space of functions introduced in Definition 1.2 (that is, bounded
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functions with all the properties specified in Definition 1.2 except the condition that u satisfies
equation (1.1) in L?[—n,n] for every n > 1) is a Banach space when endowed with the norm

lu||l7r = sup {|u(t,x)|}+ess—sup/ u?(t,x) da. (1.18)
(t,2)€[0,T)x R t€[0,T] JIR

It is also worth noticing that a function entering the framework of Definition 1.2 has further
reqularity properties that are not explicitely stated. For example, we have the Holder continuity

property
|U(t,$)—U(t,y)|§K(t) V|$_y|a tZOa xayGJRa
with K (t) = [Juz(t, )| L2(m), since

Y 2 Yy
t,z) —u(t,y)]? = (t,0)d¢| <z —yl - 2(t,¢Q)d¢| < |x — 2(t,¢) dc.
) =t = | [ uateOac] <lo—ol - | [ ad <o =l [ 2.0

2 - Global existence of dissipative solutions

For twice continuously differentiable solutions, the derivative v = u, of the solution u to (1.1)
satisfies the equations
v

Vg + UV, = _E’ (2'1)
(v?)¢ + (uv?), = 0. (2.2)
Define the characteristic t — &(¢,y) as the solution to the O.D.E.
0
Cety=utEty),  Ow)=y. (23)

From (1.2) it follows that the evolution of the gradient u, along each characteristic is described by

S (66(9) = ~ 303 (66w)) (24)
Observe that the solution of the O.D.E.
5=—2%/2, 2(0) = 2o
is given by )
2
2(t) = 5= EZO (2.5)

If zg > 0 this solution is defined for all ¢ > 0, whereas if z5 < 0, this solution approaches —oco at
the blow-up time
T(z0) = ~2/2 (2.6)

Note that if a(z) # 0 then there is some zy € IR with @(z¢) < 0 so that the characteristic cruve
t — &(t,u(xp)) will blowup in finite time. Nevertheless, if liminf,c p{t,(x)} > —o0, then Ty > 0,
where

T

-2
= inf — > 2.
0 {wElR:ltIilz(x)<0} {ax(x)} =0, (2.7)
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and on the time interval [0, T) the method of characteristics can be used to construct the unique
solution of (1.1). Let us describe the construction in detail. From (2.3) we get

0 2 Uy
afac :ux(t7§) : fx = 2—{—25?195 : g:c (28)

since 28, (1)
ux(tvé-(t7y)) = m (29)

in view of (2.4) and the solution formula (2.5). The unique solution of the linear O.D.E. (2.7) with
initial data &, (0,y) = 1 is given by

t 2
&ty) = (14 5 0() (2.10)
Since 1 + £1,(y) > 0 for t € [0,Tp), relation (2.10) shows that for each ¢ € [0,T;) the map
y — &(t,y) is an absolutely continuous increasing diffeomorphism of the line. Define the absolutely
continuous function ¢ by

1
o) =7 [ sisnly— o) (o) ds (211)
4 Jr
so that ¢, (y) = 1 @2(y). Note that by (2.10),
=2
Erw = Ty + t ”71‘ (2.12)

Since &(0,y) = 0 as £(0,y) = y, integration of (2.12) with respect to the spatial variable = yields

=1 E sien(y — z) @2 (x) dz .
&(ty) =uly) + 7 /IR gu(y — x) uz(z)d (2.13)
and thus . )

f(t,y):y+/0 £t(s,y)ds:y+tﬂ(y)+tz /]Rsign(y—x)ﬂi(:v)dx. (2.14)

The value of the solution u along the characteristic curve t — £(¢,y) is

u(t,&(t,y)) = uly) + = /IRsign(y —x)u(x) d. (2.15)

This relation is obtained by combining (2.14) with (2.3). The increasing diffeomorphism of the
line y — &(t,y) given by (2.14) and formula (2.15) yield the unique solution of the Hunter-Saxton
equation on the time interval [0,7y). The above approach works as long as 2 + tu,(x) > 0 but
breaks down at T' = Ty with Ty given by (2.7). The reason for the breakdown is that

liminf { inf t =— 2.16

iminf { inf ua(t, )} = —oo (2.16)
in view of (2.9) and the definition (2.7) of Ty. Note that at ¢ = T we have might have &,(t,z) =0
for all z € (a,b) C IR so that the map y — &(¢,y) is not any more an increasing diffeomorphism of
the line. Nevertheless, the previous considerations suggest the following approach in the general
case when 4, € L?(IR), covering situations when possibly Ty = 0 as it is the case for e.g. i(z) =
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23(1—x)3 X[0,1]- Here x 4 stands for the characteristic function of the set A, defined by xa(z) =1
if e Aand xa(z) =0if z € A.

Let w € C(IR) be such that its distributional derivative @, is square integrable. Define ¢ :
R, xR — R by

1_
@y(t?]) = B} ui(y) X[ﬂz>—2/t](y) (2.17)

so that
1

wuw=~3/ sign(y — 2)@2(x)de,  t>0, (2.18)
4 Jla,>—2/1

with the understanding that
1 . 9
©(0,y) = = | sign(y —z)us(x)dz.
4 /R

In other words, if u(t,&(t,z9) blows up before ¢ty > 0, then the point z( is not included in the
domain of the integral defining ¢(¢o, -), because

T (U (z)) >t if and only if  @,(z) > —2/t,

according to (2.4) and (2.6). Observe that (2.18) and Young’s inequality yield

1
lo(t )i < 7 [ @la)da,  tz0 (219)

In the (¢, x)-plane, the characteristic curve starting at y is obtained as

E(ty) =y +tu(y) + /0 (t—s)p(s,y)ds. (2.20)

The value of the solution u along this curve is

t
ult, €60)) = a) + | els.p)ds. (2:21)
0
Observe that for all t > 0 and y € IR,

Et(t,y) = u(t¢£(tay)) (222)
in view of (2.20)-(2.21).

Theorem 1. Given any absolutely continuous function u : IR — IR with derivative 4, €
L3(IR), the formulas (2.18)-(2.20) provide a dissipative solution to (1.1), defined for all times
t>0.

Proof. We proceed in several steps. First of all, for any fixed ¢t > 0, the map y — £(¢,y) is
absolutely continuous since ¢, (¢,-) € L*(IR). We claim that for any fixed ¢ > 0 the map y — &(,y)
is nondecreasing on IR with lim,_, . &(t,y) = fo0.

Indeed, if @, (y) > — 2 then @, (y) > — 2 for all s € [0, ] so that ¢y (s,y) = 3 @2(y) for s € [0, 1]
by (2.17). Since

@mm—rm%@+4u—@%@w@. (2.23)
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we find that in this case

_ t? 1 ~ 2
&(ty) = 1+ ta.(y) + @) = 7 (24+10:0)) . (2:24)
In the remaining cases we have that u,(y) = — % < —2 for some ty € (0,t]. Therefore (2.17)

yields ¢, (s,y) = 3 u2(y) for s € [0,to), while ¢, (s,y) =0 for s € (to,t]. From (2.23) we infer that

= 0. (2.25)

The relations (2.24)-(2.25) confirm the monotonicity of the map y — &(¢,y). Since £(0,x) = z, it
remains to prove that lim, 4o £(t,y) = +oo for any ¢ > 0. Fix ¢ > 0. Since 4, € L*(IR), the
Lebesgue measure [(t) of the set {y € R : u,(y) < — 1} is finite. On the complement C(¢) of this
set we obviously have u,(y) > — % and thus &,(t,y) > % by taking into account (2.24). Therefore,
given xo > x1, we infer that

T2
€ty o) — E(t,21) = / &, (ty)dy > /
o [z w1,z N O(t) 4 4

1 ,:CQ] N C(t)

This proves the claim about the limiting behaviour of £(¢,-) at +0o. While for times ¢ up to the
blow-up time Tj, given by (2.7), the map y — £(¢,y) is an absolutely continuous diffeomorphism
of the real line, for ¢ > Ty this map is nondecreasing and onto but is not necessarily a bijection.
Nevertheless, we would like to define the solution u by the formula (2.21) for all ¢ > 0.

To show that u is well-defined via (2.21), due to the monotone and surjective character of
the map y — &(t,y), it is sufficient to show that if £(¢,y1) = £(t,y2) for some yo > y;, then the
values of u given by (2.21) are also equal. Indeed, we must have that £(¢,y) = &(t,y1) for all
Yy € [y1,92] and a glance at (2.24)-(2.25) confirms that @,(y) < — 2 for y € [y1,y2]. This means

that for every fixed y € (y1,y2) we have u,(y) = — WQy) for some to(y) € [0,t]. Consequently

0y (5,y) = 5 U2(Y) X[0,t0(»)] (8) for s € [0,] and differentiation of the right-hand side of (2.21) yields

t to(y)
(1) + [ ptona) =mw+ [ L= 2 0D L

for y € (y1,y2). In particular, the values of the right-hand side of (2.21) are equal when evaluated
at (t,y1) and at (¢,y2). This proves that u is well-defined.

The next step is to prove that for every ¢t > 0, the map y — u(t,y) is continuous on IR with
distributional derivative in L?(IR). Given t > 0 and yo € IR, let Iy = {x € IR : £(t,x) = yo}. The
previously established properties of the map = +— £(¢, x) ensure that Iy = [a, b] for some a < b. For
any sequence ¥, — 4o, choose x,, € IR with &(t, z,,) = y,,. If we show that min {|z,, —al, |z, —b|} —
0 as n — oo, by the continuous dependence on the y-variable of the right-hand side of (2.21), we
infer that

u(t, yn) = u(t,§(t,n)) = u(t,&(t,a)) = u(t, £(t,0)) = u(t, yo)

since £(t,x,) — &(t,a) = £(t,b) = yo. Thus y — u(t,y) would be continuous at yg. If it would be
possible that min {|z,, — al, |x,, —b|} > ¢ > 0 for a sequence ny, — oo, then

[Yn, = ol = €@t 2n,) = E(t,a) = [§(E, n,, ) — §(E,0)] = min{yo — {(t,a —€), £(t,b+€)} >0

must hold by the definition of [a, b] and the monotonicity property of the function x — £(¢, ). But
this is a contradiction since y, — yo as n — co. We therefore proved the continuity of the map
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y — u(t,y) for every fixed y € IR. Actually, a glance at the previous considerations confirms the
continuity of the map u : IRy x IR — IR since £ : IR, x IR — IR is continuous in view of (2.14). To
show that for each ¢ > 0 the distributional derivative u, (¢, -) belongs to L(IR), due to the absolute
continuity of the nondecreasing surjective map £(t,-) : IR — IR, we first show that at every point
y = &(t, x) where &, (t,z) > 0 exists, u,(t,y) € IR exists. Indeed, at such a point y the right-hand
side of (2.21), formally equal to u, (¢,&(¢,z)) - (¢, z), is differentiable with derivative

Ty (z) +/0 oy (t, ) ds = U, (z) + fq‘ﬂ

since in view of (2.24)-(2.25) we must have @,(z) > — 2 and ¢,(s,z) = % @2(z) for all s € [0,1].

Since &, (t,x) = 1+ tu,(x) + % u2 (), we infer that u,(t,y) exists, being given by the formula

w‘:l

A G N C)

Uy () + 3
ug (t,y) = e 1T in@ (2.26)

1+t (x

~’>|

where y = £(¢,z). From (2.26) we deduce that for any interval [x1,x2] where &, (¢, ) > 0 a.e., we
have

E(t,x2) &(t,za)
/ ul(t,y) dy = / uZ(t,€(t,x)) - &(t,x)da

£(t,$1) g(taxl)

- /yy (1 :f@)( ) (1+ tala) + 5 2(a)) do = /m fole) d
g Uz (T

if y1 = &(t,x1), y2 = &(t, z2) and if we take into account (2.24). Summing up over such intervals,

we obtain that
/ u?(t,z) de = / a2 (x) da. (2.27)
R {z(z)>— 2}

In particular, the map ¢ + ||uz (%, )| £2(m) is nondecreasing on IR, . Moreover, we also have that

£(ty)
/ uZ(t,x) doe = / s (x) dz
e {ze(—ooy]: ts(z)>— 2}
and

/ u?(t,z) do = / a2 (x) d.
£(t,y) {z€ly,00): tia(z)>— 2}

A comparison with (2.18) yields

o(t,y) = i/}Rsign <£(t,y) - x) u?(t,x) de. (2.28)

Furthermore, if &, (¢t,2) > 0 exists, relation (2.20) ensures for y = &(¢,z) the existence of
ut(t,y), given by the formula

ut(ta y) = - ur(ta y) u(ta y) + ‘10(75> x)

11



obtained by differentiation and taking into acount (2.22). In combination with (2.28), this yields

(ot -+ ) (1,61, 2)) = i /

R

sign (&(t,2) — ) w2(t, Q) dc.

which is precisely (1.1) evaluated at (¢,£(t,x)). In view of the previously established properties
of the map x — £(t, z) we deduce that the constructed function u satisfies also the condition (iii)
of Definition 2.1. Since the other properties required by Definition 2.1 were proved above, we
conclude that u qualifies as a solution to (1.1) in the sense of Definition 2.1. This completes the
proof of Theorem 1. %

3 - A distance functional

If w : IR — IR is also bounded, in addition to being continuous and with distributional
derivative i, € L?(IR), then the global solution u(t,-) constructed in Theorem 1 will be bounded
at every fixed time ¢ > 0. More precisely, in view of (2.19) and (2.21) we have that

sup  |u(t,z)| < sup |a(z)| —i—f / u2(x) dzx .
>0, z€R zeR 4 Jr

Thus, if @ : IR — IR is a bounded continuous function with distributional derivative 4, € L?(IR),
then at each fixed time ¢ > 0, the solution wu(t,-) to (1.1), constructed in Theorem 1, belongs to
the Banach space X of bounded continuous functions f : IR — IR with distributional derivative
fz € L?(IR), endowed with the norm

Il = sup 15+ ([ F2eyde)*

The Banach space X seems suitable for (1.1) - see also [BZZ] where a construction similar to the
one performed in Theorem 1 is presented. However, the map ¢ — (¢, ) is generally not continuous
from R4 to X. Indeed, if for some 7 > 0 we have that the set { € IR : U,(z) = — 2} is of
positive Lebesgue measure, then a discontinuity occurs at time ¢ = 7 for the map ¢ — u(t,:) € X
since from (2.27) we infer that for ¢ < 7,

/ u?(t, x) dx—/ ul(r,x) dx 2/ a2(x) dx > 0.
R R {z€x: Uy(z)=— %

Our aim will be to construct a distance functional in the space of solutions to (1.1) with respect
to which we will have both continuity with respect to time as well as continuity with respect to the
initial data for the solutions to (1.1). More precisely, for non-smooth solutions the conservation
law (2.2) is replaced by

(0%)e + (uv®)o = —p, (3.1)

where p is the positive measure on the t-x plane defined as

He = /{(T(y), §(T(y).w)) € Q} (1) dy

12



for every open set 2 C IR, x IR. Here T(y) is the blow-up time along the characteristic curve
starting at y, namely

00 otherwise.

For any @ € X, we can use the semigroup notation S;u = wu(t,-) to denote the solution of (1.1)
constructed in Section 2. Indeed

Sou=1u,  Sipsu=S(Ssu). (3.2)
To prove (3.2), we first show that

€I(t+ Say) = 52(t7€1(57y))7 t? s> 07 Yy € B7 (33)

where & is the characteristic built upon the initial data y — wu(s,&1(s,y)). To check (3.3), we
view both expressions as functions of t. At t = 0 they are both equal to &;(s,y). For t > 0,
differentiation of (3.3) yields

t

t+s
a(y) + /0 e1(ryy) dr = u(s,&1(s,y)) + /0 wo(r,&1(s,y)) dr (3.4)

in view of (2.20). We use (2.21) to express the right-hand side of (3.4) as

u(y) + /05 w1(r,y) dr +/0 pa(r, &1 (s,y)) dr.

Therefore, to get (3.4), which yields (3.3) by integration, it suffices to show that

t+s t
/ o1 (ryy) dr = / oa(r1(5, 7)) dr. (3.5)
s 0

To prove (3.5), we note that by (2.18),

t
/ ©a2(r,&1(s,v)) / / Sign<£1(s,y) —x) uz (s, ) dx dr
{z: uw(s,m)>—%}

1/t :
=2 / / s1gn<§1 (s,9) — & (3735)) ui <s,§1 (s,a;)) 0.&1(s,z) dx dr
0 {xi uw(57£1(57x))>_%}

if we change variables x — &;(s,z). Taking now (2.9)-(2.10) into account, we infer that

/t(p2(r €1(s,9)) / /{x e I))>_2}51gn(§ 1(s,9) — &1 (s, a;)) 2(x)dxdr

-1 / / sign(y — o) a2 («) da dr
0 J{z: uz(s,€1(s,2))>—2}

since the function x — & (s, x) is nondecreasing. But

21, (x) 2 . e 2
uz(s,&1(s,z)) = m>—; if and only if ux(x)>—8+r

13



2
since the function y — 5 +y is strictly increasing for y > — %, so that in the end we get
sy

t 1 t
/ pa(r,€1(s,y)) dr = & / / sign(y — z) @2 (x) du dr
0 4Jo Ja: we(@)>—22} (3.6)

1 t+s
== / / sign(y — x) @2 (x) de dr
4 s {z: Gy (x)>—2}

where 7 = r + s. On the other hand, by (2.18),

t+s 1 t+s
/ p1(r,y) dr = 1 / / sign(y — x) ’L_Li($) drdr
s s {z: ﬁz(x)>ff}

so that (3.4) holds and (3.3) is proved. Knowing (3.3), to infer Sy u = S¢(Ss), it suffices to show
that

’U,(t + s, gl (t + s, y)) = U(t, 52(t7 é-l (57 y)))
But, by (2.21), the left-hand side is precisely

t+s s t+s t+s
a(y) + / o(r,y) dr = a(y) + / or(r,y) dr+ / p1(ry) dr = u(s, &1 (s,4)) + / o1(ry) dr,

which, taking into account (3.5), equals to

u(s,6(5,9)) + / o, €1 (5,9)) ds = u(t, £x(t, & (5,9))

in view of (2.21). This completes the proof of (3.2).

Notice that in general the map ¢ — S;u is NOT continuous from [0,00[ into X. It is thus
interesting to identify some distance J(u,v) which is well adapted to the evolution generated by
(1.1). More precisely, given an arbitrary constant M, in this section we shall construct a functional
J(u,v) with the following property: For any initial data @, € X with

[t < M, [0zl < M,
the corresponding dissipative solutions u, v constructed in Theorem 1 satisfy
J(u(t), v(t)) < et J(a, v).
To begin the construction, consider the metric space

X = <1R2><] —n/2, 77/2]) U {00} (3.7)

with distance

(3.8)
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Here k¢ is a suitably large constant, whose precise value will be specified later. Notice that X is
obtained from the metric space IR*> x [—7/2, 7/2] by identifying all points (z, u, —7/2) into a
single point, called “c0”.

Let M(X) be the space of all bounded Radon measures on X. To each function u € H. (IR)
with u, € L?(IR) we now associate the measure u* € M(X) defined as
i ({o0}) =0, pa) = | Rayde  (39)
{xGIR: (z, u(x), arctan uz(x) )GA}

for every Borel set A C IR*x | — /2, /2.

As distance between two functions u,v € X we now introduce a kind of Kantorovich distance
J(u,v) related to an optimal transportation problem. Call F the family of all triples (1, ¢1, ¢2),
where ¢1, ¢o : IR — [0, 1] are simple Borel measurable maps (that is, their range is a finite number
of points and the preimage of each such point is a Borel set) and ¢ : IR — IR is a nondecreasing
absolute continuous surjective map. Assuming that

o1(z) ui(z) =¥ (2) - 2 (¥(2)) v2(¢(x)) for a.e. z € IR, (3.10)

we define
J(¢7¢17¢2)(u’v) i/d((x, u(z), arctanum(:v)) , (11}(3:), v((x)), arctanvx(¢($))> -1 () uZ(x) dv
+ /d((m, u(z), arctan u,(z)), oo) (1= ¢1(2)) uZ(z) da

+ [ (@), o0@), arctanv, (6(@) s o) - (1 = a((a))) v2(0()) ¥'(2) do.

(3.11)
Observe that (v, ¢1,¢2) can be regarded as a transportation plan, in order to transport the
measure p* onto the measure V. Since these two positive measures need not have the same total
mass, we allow some of the mass to be transferred to the point co. More precisely, the mass
transferred is (1 — ¢1) - p* and (1 — ¢3) - pu¥. The last two integrals in (3.11) account for the
additional cost of this transportation. Integrating (3.10) over the real line, one finds

/Rd)l(x)ui(x)dx_/de)Q(y)v;%(y)dy.

We can thus transport the measure ¢u onto ¢ u” by a map ¥ : (3:, u(x) arctanux(:z:)) >
(y, v(y), arctanv,(y)), with y = ¢(z). The associated cost is given by the first integral in (3.11).
In this case the measure ¢- ¥ is obtained as the push-forward of the measure ¢;pu*. We recall
that the push-forward of a measure y by a mapping W is defined as (W#pu)(A) = u(¥~=1(A)) for
every measurable set A. Here U1 (A4) = {z : ¥(z) € 4}.

We now define our distance functional by optimizing over all transportation plans, namely

J(u,v) = inf J(¥:01,02) U, U 3.12
(u,v) <w,¢1,¢2){ (u,v)} (3.12)

where the infimum is taken over all triples (¢, ¢1, ¢2) € F such that (3.10) holds.

To check that (3.12) actually defines a distance, let u, v, w € X be given functions.
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1. Let us show that J(u,v) = J(v,u). In order to do this, it is enough to prove that for every
triple (¢, ¢1, ¢2) € F satisfying (3.10) and every £ > 0, there is a triple (1, ¢1,p2) € F satisfying
(3.10) such that n : IR — IR is a strictly increasing absolutely continuous bijection and

Je192) (4 p) — J0182) (4 p)| < e. (3.13)

Indeed, given (¥, ¢1,ds) € F satisfying (3.10), define ¢ = n~, ¢1 = @2, ¢ = @1. The properties
of 7 ensure the absolute continuity of ¢ (see [N]) so that we obtain J(#:¢1:92) (v, u) = J#1:92) (y, v)
by performing the change of variables x — n(z). Since € > 0 was arbitrary, we infer that J(v,u) <
J(u,v). Interchanging the roles of u and v we get J(u,v) = J(v,u).

To prove (3.13), it is convenient to view ¢ : IR — IR as a maximal monotone multifunction
¥ : IR — P(IR) with domain and range IR. Here P(IR) is the family of all subsets of IR. The
conditions for a multifunction F' : IR — P(IR) to be maximal monotone with domain and range IR
may be explicited as follows [Z]:

- for every = € IR, the set F(x) C IR is nonempty (i.e. the domain of F'is IR);

- for every y € IR there is at least some = € IR with y € F(z), expressing the fact that the
range of F' is IR;

- there are no couples (z1,y1) and (z2,y2) with y; € F(z1) and y2 € F(x2) such that x1 < 2
and y2 < y1, meaning that F' is monotone);

- if we associate to F its graph {(z,y) € IR* : y € F(z)}, then this graph has no proper exten-
sion satisfying the first three properties (condition defining the maximal monotonicity property).

We recall some important features presented by such maps [AA, Z]:

- the set F'(z) is an interval of the form [a,,b,] with a, < b, for all x € IR and a, = b, for
all x € IR, except perhaps an at most countable set (so F' is singlevalued with the exception of at
most countably many points);

- Fis a.e. differentiable, that is, for almost all xg € IR there exists F'(xy) € IR such that

i Y (@) — (@ — o) F(@o) _ 0.
z—xo, yeF (x) T — o

- we can define the inverse F~! : IR — P(IR) of F by asking y € F~!(z) if and only if z € F(z)
and F~1! is again a maximal monotone multifunction with domain and range IR.
Since the multifunction 1~ is maximal montone, let {y,} be the (at most countable) set of points
where it is multivalued, that is, ¥ ~!(y) = [an, b,] with b, > a,. Then (x) = y,, for = € [a,, by,]
and, 1 being absolutely continuous, ¢, > 0 a.e. on IR — J,, [an,b,] since 9 is strictly increasing
on this set. Given v > 0, the absolute continuity of ¢ : IR — IR allows us to choose some § > 0
such that the total variation of 1 over the union of disjoint closed intervals with the sum of their
lengths less than § is less than v cf. [BGH]. On each interval [a,, — 2%, b, + 2%] we replace 1) with
the linear function 1 which takes the values ¥ (a,, — %), respectively (b, + %) at the endpoints.
By the way a, and b,, were defined, we know that (b, + 2%) > (a, — 2%) so that n/(x) is a
positive constant on [a,, — %, by, + %] with

bote 5 5
S @S (vt ) - e = ) <

nT om

Setting n(z) = ¢ (x) for = & [a, — 2%, b, + 2%], we obtain a strictly increasing absolutely continuous
bijection 7 : IR — IR. Let us now show that the triple (1, ¢1,p2) € F satisfies both (3.10) and
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(3.13), where 1, @5 are defined by setting ¢y (z) = 0 for 2 € [a, — &,b, + 2] and ¢1(z) = ¢1(x)
for @ & [an — . by + 2, while @a(1(z)) = G2((w)) for @ & [an — 2.ba + 2] and ga(n(z)) =0
for « € [a, — 2, b, + 2]. On the complement of the set |J,,[a, — =, bn, + =] relation (3.10) clearly
holds a.e. for (n,¢1,¢2), being unmodified from (3.10) for (¢, ¢1,¢2). If © € [a, — %,bn + %],
then (3.10) for (n, 1, p2) holds again since both sides are zero as ¢1(z) = pa(n(x)) = 0 in this
case. Finally, to check (3.13), notice that if we denote

E(;:U{[an—zin,an] U [bn,bn+2in]}, A:U[an,bn],

n

then

J(%Sﬁ#@)(ujv) _ J(¢7¢1,¢2)(u7v)‘ < 2,{07-‘-/

u? dr + 2&071/ v2(n(z))n'(z)dx.  (3.14)
Es

EsUA

Indeed, the distance d is less that 2kom and the integrands in J(%1:%2) (y,v) and J¥91:92) (y, v)
agree on the complement of the set |J,[a, — =, b, + =] by definition. Also, for a.e. @ € [ay, by]
we have ¢1(z)u2 = 0 by (3.10) as ¢/(z) = 0, and ¢1(z) = 0 by its definition. We obtain (3.14).
Since the absolutely continuous map n maps Fs U A into a set of Lebesgue measure less than +,
and u2, v2 € L*(IR), from (3.14) we infer (3.13) by choosing § > 0 and v > 0 small enough. This
completes the argumentation needed to show that J(u,v) = J(v,u).

2. Choosing ¥(x) = z, ¢1(x) = ¢2(x) = 1, we immediately see that J(u,u) = 0. Moreover, we

have J(u,v) > 0 if u # v. To check this, note that J(u,v) = 0 implies that there is a sequence
(Y™, @7, %) along which J¥"¢7:¢2)(y,v) — 0. The second term in (3.11) yields

<g + arctanum(az)) <1 - ¢57f($)> ui(z) -0 in L'(IR),

so that along a subsequence (1 — ¢7*)u2 — 0 a.e. on IR since u, > —oo a.e. On the set

S={zeR: u,(x)# 0} we therefore have ¢7* — 1 a.e. Moreover, the first term in (3.11) forces
1*(2)uz(x) - min {\x — "™ (@)| + [u(z) — v(¢™* (2))] + Ko arctan ug (x) — arctan v, (" ()],

Ko [g + arctan u, () + g + arctan v, (¢"* ($))}} —0 in L'Y(R). (3.15)

Since u, > —o0 a.e. ensures
s T T
5 + arctan u, (z) + 5 + arctan v, (¢¥"* (x)) > 5 + arctanu,(z) >0 a.e. on IR,

we infer from (3.15), by passing to another subsequence, that
|z — " ()| + |u(x) — o™ (z))] - 0 ae. on S.

In view of the continuity of v, )" (z) — = a.e. on S guarantees v(¢"*(x)) — v(z) a.e. on S so that
u = v a.e. on S since also v(¢"* (x)) — u(x) a.e. on S. Repeating this argument with the roles
of w and v reversed, we find that u = v a.e. on the set {x € IR : v, # 0}. Combining this with
the previous conclusion, we have u = v a.e. on the complement of the set {z € R : u, = v, = 0}.
Since ug, v, € L2(IR), this is possible only if u = v on IR. Thus J(u,v) = 0 if and only if u = v.
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3. Finally, to prove the triangle inequality, it suffices to show that for every choice of (¢°, ¢}, $3)
satisfying (3.10), and of (¢F, qbﬁ, ¢§) satisfying (3.10) for (v,w), the triplet (1, ¢1, ¢2) defined by

V(@) =0 (@),  dile) = $i(2) - (W (7)), daly) = dh(y) - B3(v° (),
satisfies (3.10) for (u,w) and
JO01:82) (4 ) < JOS9D) (4y, ) 4 JEHSLED (4 40). (3.16)

Notice that composing the relation (3.10) for (v,w) a.e. to the right with +°, and multiplying
the outcome by @3 o 9" - (¢°)’, we infer that (3.10) holds a.e. on IR for (u,w) with our choice of
(1, 01, ¢2) and we can now concentrate on proving (3.16).

To simplify matters, we introduce the following notation

P, = (x, u, arctanu,), P, = (Tl}b, vo’, arctanv, o Tl}b), P3; = (¢, wo 1, arctanw,, o 1),

mi=u2,  mp=vioy’ (¥), mz=wlioy-i.

The relations of type (3.10) yield then that a.e. on IR,

Opma=dy0u ma, oyt ma=¢fovms,  dromi=dooyims  (317)
Also,
J091:63) (4, ) = /]R {d(Pr, Py) - drma + d(Pr,00) - (1= 61)ma + d(Py,00) - (1 = 63 0 ) | da,

J(wb,qs?,qbZ)(u,v) — / {d(Pl,PQ) - ¢yma + d(Pr,00) - (1 — ¢])m1 + d(Py,00) - (1 — ¢ 0 wb)mz} dx,

R

JEL0D) (4, ) = /

: {d(Ps, Py)-gf o my-+d(Py, 00)- (1= 6} ou? yma-+d(Py, 00)-(1-ghots)ms | da,

the last relation being obtained after the change of variables  + v”(z) in the integral. We will

prove (3.16) by deriving an appropriate inequality valid a.e. pointwise between the integrands in
the previous expressions. Since

(1—¢hoy")(1—¢loy®) >0,

we have
L= ¢500’ +1-¢{ov’ > ¢300" (1] o9’) + 6] 0t (1-ghov).
Multiplication of both sides by d(Pa, c0) - mo leads to

d(Py,00) - (1 — ¢y 0y’ )mg + d(Pa, 00) - (1 — ¢ 0 9" )my > d(Pa, 00) - ¢ (1 — ¢} 0 ¢ )my

+ d(Py,00) - ¢ 04’ (1= ¢ 0 ¢ ) (3.18)
in view of (3.17). Multiply now the inequalities

d(Pl,PQ) — d(Pl,OO) + d(PQ,OO) Z 0, d(PQ,Pg) — d(Pg,OO) + d(PQ,OO) Z 0,
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by ¢ (1 — d)ﬁ o0 1)”)m;, respectively d)ﬁ 01’ (1 — ¢ 0 1)°)my, and add them up. The outcome yields
in combination with (3.18) that

d(Py, Py) - ¢ (1 — ¢ 04" )my — d(P1,00) - ¢ (1 — ¢ 0 0" )my + d(Pa, Ps) - ¢ 0 9" (1 — ¢ 0" )my

+d(Py,00) - (1= ¢ 09" )my + d(Py,00) - (1 = ¢} 09" )my > d(Ps,00) - ¢§ 09" (1 = ¢ 0 1" )ms.
Adding to both sides the quantity

d(Py,00) - my +d(P3,OO)‘m3+d(P1,P2)‘¢Ii‘¢§O?/}b'm1—d(P1>OO)‘¢>?'¢§O¢b'm1

+d(Py, P3) - ¢} 0 )” - ¢ 09" - my — d(P3,00) - ¢ 0 b - my

we deduce by (3.17) that the integrand of J(wb"ﬁ"ﬁ;)(u, v) + J(wn"ﬁg"f’g)(v, w), equal a.e. precisely
to the left-hand side of the new inequality, is a.e. pointwise larger than

d(PB,OO)‘¢>§O¢b(1—¢50¢b)m2+d(f’1>00)‘m1+d(P3,OO)‘m3+d(P1,P2)‘¢>?'¢§O¢b'm1

—d(Py,00) - ¢} - ¢ o)’ - my + d(Pa, Ps) - ¢ 09" - ¢ o) - my — d(Py,00) - ¢ 09 - m.

Taking into account (3.17) and the definition ¢y = qﬁ'i . qﬁji 0", we see that the above expression
equals

d(Py,00) - (1 — ¢1)my + d(Ps,00) - (1 — ¢ 0 9b)ms + (d(Pl, Py) + d(Ps, Py) - qslml)

> d(Pl,OO) . (1 — ¢1)m1 + d(Pg,OO) . (1 — (1)2 Ol/J)mg +d(P1,P3) . ¢1m1.

The lower estimate is a.e. precisely the integrand in J(#»¢1:¢2) (4, w) and (3.16) holds. The proof
that J satisfies the triangle inequality is therefore completed.

In the remainder of this section we examine how the distance J(-,-) behaves in connection
with solutions of the equation (1.1).

Continuity w.r.t. time. Let ¢ — u(t) be the solution of (1.1) constructed in Section 2. For any
fixed t > 0, we define a transportation plan of u® to u*®*) by setting

Y(x) = Eta),  du(x) = {(1) ii ;Eg;i do(a) =1. (3.19)

Relation (3.6) follows from (2.9)-(2.10) on {T'(x) > t} and from (2.25) on {T'(x) < t}. The cost of
this plan is estimated by

JWP102) (g q(t)) < /{T( o) {\x —&(t, @) | + |u(z) —ult,&(t,2))|
+ Ko | arctan i, (x) — arctanu, (t,£(t, z)) !} w2 (z)dz  (3.20)

+/ |7/2 + arctan i, ()| @ (z) da .
{r@)<t
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By (2.4) we have that a.e.

d Lo, (tE(t 7)) 1
— t, - t, t, — dt ’ ’ < .
dt arern ( g( x))‘ 1+U%(t,£(t,$)) o2
An integration on [0, ¢] yields
_ t
| arctan @i, (x) — arctanu, (¢,&(t, x)) | < 2 t>0.

On the other hand, using (2.20), we get

(3.21)

(3.22)

t 2
o —€(t2)| §t|ﬂ(:v)|+/0 (t—5) |p(s,2)| ds < t|ﬂ(3:)|+t—/ﬂﬂi(:z) de, t>0,z€R, (3.23)

8

if we take into account (2.19). From (2.21) and (2.19), we also infer

|1‘L($) —u(t,g(t,:ﬂ)ﬂ < /0 lo(s,y)| dy < 3 /]Rﬂi(x) dz, t>0, z€ R.

To estimate the last term in (3.20), notice that

2 2
{zeR: T(x)<t}={xeR: —— @ <tt={rzeRR: ﬂr(:v)g—;}, t>0.
Uy (x
Furthermore, since lim x(g + arctanz) = —1, there is a constant ¢ > 0 such that
T—>—00
7r c
0 < —+arctany < —, y < —1,

2 vl

whereas

m .
‘§+arctany‘ y < if —1<y <0,

so that
‘g + arctanﬂx(a;)‘ a2 (z) <7+ cltg ()| if a,(z) < -—

2
On the other hand, if @, (z) < — r then t2u2(x) > 4 so that

t2
/ lder < — / a2 (x) dx.
(T(2)<t} 4 Jir@<ey

From (3.25)-(3.27) we infer that

t2
/ 25 arctanﬂx(x)‘ a2 (x) dx < UL (||| + c/ |ty (x)] de
(@<t} 2 4 {T(@)<t}

mt?

1

20

3 2 mt? ct
< Tl re( [ ta) ([ a@ds)” < T el + G e
4 {T(x)<t} {T(x)<t) 4 2

(3.24)

(3.25)

(3.26)

(3.27)



By (3.20), (3.22)-(3.25) and the previous inequality we conclude

J@:01,02) (a , u(t)) <

mt  c+ kK _ t+2, _ _
(5 + 52+ lalle= + == Il ) tlaalF2,  t=0.  (3:28)

It is now clear that each semigroup trajectory ¢ — S;u is Lipschitz continuous as a map from
[0,00[ into the metric space X equipped with our distance functional J. The Lipschitz constant
remains uniformly bounded as u ranges over bounded subsets of X.

Continuity w.r.t. the initial data. We now consider two distinct solutions and study how the
distance J(u(t), @(t)) varies in time. Recall that the solution u = u(t, ) is computed by (2.20)-
(2.22), also in the case where the gradient blows up. The same formula of course holds for 4. Let
(%0, ¢1,0,92,0) be an optimal transportation plan of the measure 19 to the measure p%9. In
view of the approximation property established in (3.13), we can restrict our attention to the case
when 1)g is strictly increasing on IR. For any ¢ > 0, we define a transportation plan (!, ¢!, %) of
the measure (") to ™ as follows:

VHE(tY) = €t §) for §=to(y),

o1 (&t y>)ﬁ{¢’170<y> if T(y)>t and T(5) >t for§=1o(y),
’ 0 otherwise,

85 (£ (1. g>>ﬁ{¢2’0@) it T(y)>t and T(5) >t fory=1v;'(7),
0 otherwise.

If initially the point y is mapped to § = 1o (y), then at any later time ¢ > 0 the point £(¢,y) along the
u~characteristic starting from y is sent to the point £(¢, §) along the @-characteristic starting from

7 = vo(y). We thus transport the mass from the point (E(t, Y), u(t, &(t, y)) , arctan ug (t, &(t, y)))
to the corresponding point (g(t, 7)., alt, £, 7)), arctaniy(t, £, g))) with g = ¢o(y), ex-

cept in the case where blow up has occurred within time ¢ along one (or both) characteristics
&(+,y), &£(+,9). In this later case, the mass is transported to the point oo.
To check (3.10), it suffices to show that a.e.

GLE®mY) - w2 (LELY) - Ealty) = 05 (¥ (€ 9)) - (W) (€1 9) - &altry) - w2 (101 (6 ) ).

Since the relations § = Yo (y), ¢'((t,9)) = &(t, 7). and (') (E(t, 1)) - &x(try) = Exlt, Do) - Uh(w)
all hold a.e., the desired identity holds a.e. on the complement of the set {y: § = 1o(y), T(y) >
t, T(j) > t} where both sides equal zero since ¢t (&(t,y)) = ¢4(£(t,5)) = 0. The identity holds
also a.e. on the set {y: § = v¥o(y), T(y) > t, T(§) > t} since there, in view of (2.9)-(2.10), it
practically amounts to relation (3.10) for (¢1,0, ¢2,0, Y0).

In the following, our main goal is to provide an estimate on the time derivative of the function

J(t) = JWHORD) (u(t), a(t)).

Throughout the remainder of this section, by {T(gj)ét} we understand the set of all y € IR such
that ¢o(y) = {7} and T(§)Zt. Since ui(t,£(t,y)) - &(t,y) = a3 (y) on {T(y) > t} by (2.9)-(2.10)
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and u (t é.(t y)) ’ gx(tv:&) - 17’920(07@) on {T(g) > t}7 while T/Jt(ﬁ(tay)) - é-(tvg) for w()(y) = {g}v

performing the change of variables y — £(t,y), we see that

= [ in {Jelty) ~ £00)| + lu(t.€(t.0) — 0(t.E2.9)
{T(y)>t, T(9)>t}

+ Kol arctan u, (¢, &(t,y)) — arctan @, (¢, g(ﬂ )l
Ko <7r + arctan ug (¢, £(t, y)) + arctan i, (, £(t, ?j))) } d1.0(y) @3 (y) dy

+ kK —|— arctan u, (¢, £(t, y))) (1 — ¢>1,0(y)) uz(y) dy

o),
>, T<y>>t}

+ kK T + arctan ug (t, & (8, y))) w2 (y) dy

g
(T(y)<t Or T(y)<t} 2
o [ 2 arctanis (1, €(+ ))) (1 02.0(9)) 2(0.5) i) dy
{T(y)>t, T(y)>t}
o [ (Z a1, & 9) 7200,5) vh(0) dy
{T'(y)<t Oor T(y)<t}

To simplify notation, let

S(t) ={T(y) >, T(§) >t},  8°(t) = R—S(1), (3.29)
E(t,y) = min {|u(t, &(t,y)) — alt, €(t,9))| + kol arctan u, (¢, (1, y)) — arctan i, (¢, (¢, §))|

He(t,y) = €L 9)l,  wo (7 +arctanu, (£,€(1y)) + arctan @ (4L D)) . (3:30)

Since for h > 0 we have

S(t+h) C S(t),  S°(t) C S°(t+ h), (3.31)

we deduce that
J(t+h)—=J(t) = / (E(t +h,y) — E(t,y)) d1.0(y) @ (y) dy
S(t)
[ BE R e Ry
S(t)\S(t+h)
—i—/io/ <arctanux(t + h,&(t + h,y)) — arctan u, (¢, £(¢, y))) (1 — d)l’o(y)) a2 (y) dy
S(t)
+/~€o/ (arctanﬂx(t + h,E(t+ h,§)) — arctan i, (¢, (¢, z]))) (1 - ¢2,0(Z7)> @2(0,9) vh(y) dy
S(t)
ﬂ- —
" /g(t)\s(t+h) (‘ +arctanug (¢ +h, £(t + h, y))) (1 - <z$1,o(y)> i (y) dy
T U 3 U AN ~N\ 0/
—KQ /S(t)\S(tJrh) <§ + arctana, (t + h,&(t + h, y))) (1 — ¢>270(y)> @2(0,9) b (y) dy
+Ko / (arctan Uz (t 4+ h, (L + h,y)) — arctanu, (¢, &(¢, y))) a3 (y) dy
Se(t)

22



+ho / ((arctan i, (¢ + b, &(t + h,§)) — avctan i, (1,€(t,9) ) 2(0,9) vh(y) dy
Se(t)
& )
+Ko (— + arctanug (t + h, {(t + h, y))) uy(y) dy
Se(t+h)\Se(t)

o / (5 +arctandia(t + h&(t + h.5))) 52(0.9) v y) dy. (3.32)
Se(t+h)\Se(t)

Noticing that S(t) \ S(t +h) = S(t) N S(t+ h) = S°(t + h) \ S°(t), we see that the combination
of the fifth and ninth terms above, with that of the sixth and tenth, added to the second term,
amount to

s
I‘io/ (— + arctanu, (¢t + h, £(t + h, y))) b1,0(y) U (y) dy
S()\S(t+h)
s ~ ~ - o\~ ~
+Ko / (— + arctan i (t + h, §(t + h, y))) bo,0(7) 12 (0,7) 16 (y) dy
S()\S(t+h)

-/ E(t + hyy) b1.0(y) (y) dy

S(\S(t+h)
= Ko / <7r + arctan u, (t + h, &(t + h,y)) + arctan i, (t + h, £(t + h, ;&))) b1.0(y) @2 (y) dy
S(t)\S(t+h)

-/ B(t + h.y) 1.0(y) T2(y) dy (3.3)
S(E\S(t+h)
by (3.10) for (¢1,0, ¢2,0, Yo). In view of (3.29)-(3.30), on S(t) \ S(t + h) we have that

E(t 4 h,y) = 7 + arctanu, (t + h, £(t + h,y)) + arctan i, (t + h, E(t + h, 7))

since at least one of the expressions u,(t + h,&(t + h,y)) and 4, (t + h, g(t + h, 7)) is precisely —oo
on this set. Thus the whole expression (3.33) is identically zero. Therefore (3.32) yields

Heam =30 = [ (Bt hy) - B(t.9)) 6100 w() dy
5(t)
+Ko /S(t) (arctanur(t + h,&(t+ h,y)) — arctanux(t,g(t,y))> (1 — gZ)Lo(y)) ﬂi(y) dy
+/€O /S(t) (arCtaDﬂx(t + ha g(t + h> g)) - arctan&r(t, g(ta g))) (1 - ¢2,0(g)> &i(O, g) ¢6(y) dy
K arctanu,(t + h,&(t + h, — arctan u,(t, (¢, a2 (y)d
o [ (et -4 hog(e o) —arctan (460,9))) 7 ) dy

+Ko / <arctan Uy (t 4 h, E(t + h, 7)) — arctan i, (t, £(t, ?j))) a2 (0,9) vo(y) dy. (3.34)
Se(t)

In view of (3.29), we have S¢(t) = {T(y) < t} U{T(j) < t}. On the set {T(y) < t} we have
arctanu,(t + h,&(t + h,y)) = arctanu, (¢t,£(t,y)) = —oo so that in the fourth term in (3.34) only
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the integral over {T'(y) > t, T(§) < t} might have a nonzero contribution. Thus the second and
fourth terms in (3.34) combine to

Ko / (arctanux(t + h,&(t+ h,y)) — arctan u, (¢, £(¢, y))) (1 — ¢>1,0(y)) ﬂi(y) dy
{T(y)>t}

+Ko /~ (arctan Uy (t + h,&(t + h,y)) — arctan u, (¢, £(¢, y))) b1.0(y) @(y)dy. (3.35)
{T(H5)<t<T(y)}

Similarly, the third and fifth terms combine to

o [ (axctan, ¢+ bg(t+ )~ arctana(€(6))) (1 620(0)) 2(0.9) vh(v) dy
{T(@)>t}

o [ (arctandi (¢4 b€+ ) ~ arctan,(4.6(,5))) d20() 0,5) vhly) dy
{T(y)<t<T(9)}

(3.36)
To transform suitably the first term in (3.34), let us denote by E*(t,y) the first expression in the
minimum (3.30), and by E?(t,y) the second. If E(t,y) = E>(t,y), then

E(t+ h,y) — E(t,y) < ko (arctanux(t + h,&(t+ h,y)) — arctan u,(¢,£(t,y))

+arctan iy (t + h, £(t + h, ) —-arctalrﬂx(t,g(t,g))), (3.37)

since E(t+h,y) < E%(t+h,y). On the other hand, if F(t,y) = E'(t,y), then the triangle inequality
and the relation E(t + h,y) < E'(t + h,y) ensure that

E(t+h,y) = B(t,y) < |6+ hyy) = €t y) + ¢+ 0, 5) — (8,9)|

Flult + o€t + b)) = At + B E(E+ b)) = u(t (L y)) + At €(4,9))] (3.38)

+Ko

arctan ug (t+h, £(t+h, y))—arctan ug (¢, £(t, y))+arctan iy (t4+h, E(t4-h, §))—arctan Gy (¢, £(, §)) ‘ .

Letting h | 0 in (3.34), and taking into account (3.38) and the considerations preceding it, we
deduce that

J(t+h) — J(t)

o d -~
hn;foup 3 < kodo(t) + "~ ®1,0(y) ‘dt y) — P g(tﬂ/)O(y))‘ dy
b o) )| St () — LA vo(w)| dy
S(t)
+Ko ®1,0(y) ﬂi(y) ‘% arctan u, (t,&(t,y)) — % arctan ﬂm(é(t,wg(y)))‘ dy (3.39)

S(t)

where

a0 = [ (1 r0) [ aretan w6t 0)] 2 dy
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N\ rd o -
+ /[T(M (1= 20)) | avotan @ (t.€(¢5))| 22(0,9) g
- Sr0(y) [ avctan a0, (1,0))| 42 ) dy
[7(5) <t<T(y)] dt

. rd _ ] - -
[ el [ arctan (0, 6(. )] #(0.5)dg <.
[T (y)<t<T(F)]

the last inequality being true by (2.4).
Before proceeding with the further analysis of (3.39), we establish a few a priori bounds. From

(2.22) we get

d

|57 €)= 5 €9 = [ut.6(tw) - a(t E9)| (3.40)

2
z
Also, note that if v = arctan z(¢) and Z = — 5 then

. 22 1 .,
0V=———==——sin" v.
2+ 222 2
Since |sin?a — sin? 3| < |a — B| by the mean-value theorem as |(sin?2)’| = 2|sinz cosz| =

|sin (2z)| < 1, we infer three useful facts if we set z = u,(t,&(¢,x)). First of all,

d d
o7 arctan g (t,£(t,y)), 7 arctan i, (£, a(t, £(t, §)) < 0. (3.41)
Secondly,
d d 1 - T~
o7 arctan u(t,&(t,y)) — o7 arctan a(t, £(t, y))‘ 5 ‘ arctanu, (t,£(t,y)) — arctana, (¢,&(t, 7)) |-
(3.42)
™ 1
Furthermore, if arctan z < — —, then sin(arctanz) € [—1, — —], so that
. (arctan) € -1, - 7]
d 1 . T
o7 arctanu, (t,£(t,y)) < — 1 if arctanwu,(t,&(t,y)) < — 1 (3.43)

On the other hand, using first (2.21) and then (2.18), we have

| e 90) — 5 (e, 50)| = [t 90) — 510, 30))

dt

1 . _
=il [, sy = [ s - 5)320.5) 4
{T(y)>t} {T(§)>t}

Yo Yo
‘/ T(y)>t]dy / ﬁi(o,g) X[T(g)>t]dig
- / U (V)X (y) >0y — / @3(07@)X[T(@>>t]d§‘
Yo Yo
1 Yo Ly vo 9 /
= Z‘/Oo%(wx[ﬂy»tldy_/Oou“f(o’%(y))x[f(@)>t] Yoly) dy
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—/OO 11?5(y))([T(y)>1t]d?J—/Oo 20,40 (y )) X[T(5)>t] 1%( ) dy

Yo Yo

_ i ( /_y; (1 — $1o(y) + ¢1,o(y)>ﬂ§(y)X[T(y>>t]dy

_ /yo <1 — ¢2,0(Wo(y)) + ¢2,0(¢0(y)))ﬂi(07¢0(y)) X7 (5)>14 Yo(y) dy

— o0

[ (1 61000 + 0100)) Wiz

— [ (1= Ga000(0)) + 92000 6) )20, 60(0)) Xty V)

after performing in the next to the last step in two of the integrals the change of variables § = 1 (y).
Since (3.10) for (g, 1,0, P2.0) ensures that ¢1.0(y) @2 (y) = ¢a2.0(to(y)) @2(0,%0(y)) ¥o(y) a.e. on
S(t), we deduce that

| e €0 u0)) — < (6, €0t )

i
1 / _2 1 Nogn
< - 1 —¢10(y)) uz(y) dy+—/ 1 — ¢20(9) )u5(0,7) dy
4 [T(y)>t]< ) 4 [”(ﬂ)>t]< )
1 1 o
[ oWyt [ @00 (34
[T(7)<t<T(y)] [T(y)<t<T(9)]

Let us now introduce the following sets

S1 ={y € R: arctan u,(t,&(t,y)) < —— and arctan i, (t,£(t, 7)) < —%},

N

Sy ={y € R: arctan u,(t,&(t,y)) > —— and arctan i, (t,£(t, 7)) > —%},

N

S3 = {y € IR: arctan u,(t,&(t,y)) > —— > arctan @, (t,£(t, 7))},

4>|f4

Sy ={y € R: arctan i, (t,&(t,9)) > —% > arctan . (t,£(t,y))}.

The integral on the right-hand side of (3.44) over S; is, in view of (3.43), bounded from above by
|Jo(t)| = — Jo(t). The integral over Sy is, in view of the formula for J(t) preceding relation (2.29),

J(t)

bounded from above by ——=. To evaluate the contribution over the integral over S3, notice that
TRo

the same formula for J(t) yields

J(t) > Ko /5(th (arctanum(t,f(t,y)) — arctanﬂx(t,g(t,g))) é1,0(y) a2 (y) dy

_l’_

Ko /S(t)ns (g + arctanux(t,f(t,y))) (1 — (2517()(y)) a2 (y) dy

I Ho/ (g + arctanux(t,f(t7y))) 2 (y) dy
Se(t) N Ss

+
X

0 /S(t)ﬂSg (g + arctan i, (t, £(t, gj))) (1 - ¢>2’0(g)> @2(0, ) v} (y) dy
+Ii0/ <7T + arctan i, (t, §(t y))) @2(0,7) Wi (y) dy
Se(t)M Sy
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Using (3.10), the sum of the first term and the fourth term is larger than

fo [ (5 et (L €(6) ) 22(0,5) () dy
S(t)N Ss

KT - - RoT - ~ ~
> @ (0,9) Yo (y) dy = a2(0,7) dj
S(t)N Ss S(t)N S5
RoT - - ~ - RoT ~ ~ ~ ~
> 202 1 — ¢20(9) ) @2(0,§) dj = —— | 1 — ¢2,0(9) ) (0, 9) dg,
4 4
S(t) N Ss [T(§)>t]N S3

with the last equality enforced by S5 C [T'(y) > t|. The second term is bounded from below by

KT Ko7
. (1= dr0()) T(y) dy = = (1= 610w)) T2 () dy
S(t) N Ss [T(y)>t]N S3
Ko7t Ko7
—% ) (1 —~ ¢>1,o(y)) a2(y) dy = % (1 -~ ¢1,o(y)> @2 (y) dy
[T(y)>t>T(§)] N S3 [T(y)>t] N S3
KT Ko7
—% ) uz(y) dy + % ) d1,0(y) ©3(y) dy
[T (y)>t>T(5)] N Ss [T(y)>t>T(5)] N S

if we recall (3.10). The third term is bounded from below by

Ko7 _ KT _
= w2 (y) dy > == ] @2 (y) dy.
4 Jseynss 4 Jiry)>t>T@) N Ss

Summing up, we get

X

JOERS /[T(Wm (1= 1ol 2w+ [ (1= 62.0(5) ) 7200, 7) d

[T(g)>t]NS3

¥ oo iy + [ 62.0(5) 72(0,5) di .

/[f(ﬂ)§t<T(y)] NS [T'(y) <t<T(§)] NS3

since the last term on the right is zero as S3 C [T'(y) > t]. A similar relation holds with Sy instead
of S3. Consequently, putting together all this information about the various inequalities valid on
the disjoint sets S1, S2, S3, and Sy, we conclude by (3.44) that

) 3.J(t)

d d
a u(taf(t7y0)) - E a(t7§(t7g0)) < _JO(t) + KoT :

(3.45)
To obtain now a suitable estimate on

t+h)—J(t E(t+hy) —E(t
lim sup J(t+h) = J@) = limsup/ (t+hy) () b1.0(y) @ (y) dy + ko Jo(t)  (3.46)
h10 h hio Js() h

we distinguish two cases. If E(t,y) is the second component E?(t,y) of the minimum in (3.30),
then by (3.37) and (3.41) we can estimate the contribution of the first term in (3.46) by zero from
above. On the other hand, if the minimum is E*(t,y), then the first integral term in (3.46) is not
larger (pointwise) than the nonnegative expression

(Bty) + 222 = Jo(0)) d1.0(y) w2 (0)



in view of the estimates (3.40), (3.42), and (3.45). We conclude that

J(t+h) — J(t)

lim sup
R0

Since Jy(t) < 0, choosing the constant ko = we now have

HE:QCHLl(IR)

d ot .t .t t ot gt
ST (u(t), w(t) < 2700 (u(), (1)

Optimizing over all triples (¢°, ¢Y, ¢9) we conclude

J(u(t), v(t)) < J(u(0), v(0)) e*, t>0.

Summing up the considerations made above, we proved the following result.

< J(@t)+ </<0—7r - Jo(t)> @] L1 (m) + o Jo(t).

(3.47)

Theorem 2. The trajectories t — u(t) of (1.1) constructed in Theorem 1 are locally Lipschitz
continuous as maps from [0,00) into the metric space X equipped with the distance functional J.
Moreover, the distance between two trajectories is also locally Lipschitz continuous as a map from

[0,00) into X.

4 - Concluding remarks

The following example shows that, in some sense, our distance functional J in (3.11) is “sharp”.
Indeed, the convergence of the initial data in L>°(IR) "L (IR) together with the weak convergence
of the derivatives %, and 42 in L?(IR) does not guarantee the convergence of the corresponding

solutions at later times ¢ > 0.

Example 1. Consider the functions f,g : [0, 1] — [0, 1] defined as

. 1-3x if zel0, 1/6],
L J1-2z if xe€][0, 1/2], . -
L U T A S HO

Observe that

/Olf'<x>dx=/olg'<x>dx=—1,

Next, consider the function

L f1- x| if || <1,
) = {0 if |z| > 1,

and define the sequences of initial values

) h(z) it z¢
un(z)Z{h(i n)+ L f(nz—i+1) if ze
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if a¢0,1],

_ oy W)
Un(x)_{h(i n)—i—%g(m:—i—i—l) if g;e[“l l] 1=1,...,n.

n ’n

Letting n — oo we now have the strong convergence Hﬂn — Uy, HLOO (R 0. Moreover, by construc-
tion it is easy to see that at each point x € [0, 1],
lim [ ((@)a(y) = Bn)a()) dy = tim [ ((@)2() — (0)2() ) dy =0
so that in L2[0, 1] one has the weak convergence
(ﬂn)x - (@n)x - 07 (ﬂn)i - (Q_)n)i - 07

since both sequences are bounded in L?[0, 1] and the previous observation identifies the zero func-
tion as the only possible weak limit. However

u(t) = nh—{%o un(t) # nh_)rrgo v (t) = v(t)
for every t € (2/3,1), where T' = 2/3 is the time at which the gradients of the functions v,, blow
up. The last assertion follows at once from (2.27). &

We also would like to highlight the importance of requiring that the transport map % in
(3.10) be monotone nondecreasing. If in (3.11) we were to take the minimization over all maps 1,
not necessarily monotone, we would obtain the classical Kantorovich-Rubinstein distance between
measures, which generates the weak topology on the space of bounded, positive measures [V]. By
restricting ourselves to monotone nondecreasing maps 1, the corresponding distance functional
generates a much stronger topology.

Example 2. Consider the sequence of Lipschitz functions

0 if x¢10,1]
u™(z) =< z—(i—1)/m if (—1)/m<z<(2i—-1)/2m i=1,...,m.
i/m—x if (2i—-1)/2m<z<i/m

In this case, u, = +1 and arctanu, = +r/4. The corresponding measures u*" defined at (3.9)
converge weakly to the measure p on IR? x [—7/2, 7/2] defined as

pu(A) = %meas{x €[0,1]; (z, 0, 7/4) € A} + % meas{a; €[0,1]; (x, 0, —7/4) € A}.

In particular, these measures form a Cauchy sequence in the Kantorovich metric. However, these
same functions u™ do not form a Cauchy sequence w.r.t. the distance J. Indeed, let m < n.
Consider the open intervals

IZ?W_T’—{Q@'—I[7 I;n__:|2i_1,i'|:,
m 2m 2m  m

where " takes the values +1 and —1, respectively. Define the intervals I?+, I?_ similarly. Now
consider any transportation plan (1, ¢1, ¢2), with 1) non-decreasing. For each i = 1,...,m, call y;
the number of distinct intervals I}H which intersect the image w(1?+). Since 1 is monotone, if
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v; > 2, this implies that the image ¢ (I]"") entirely covers v; — 1 distinct intervals I?~. Because

u™ = 1 on I"" and u? = —1 on each I?™, this accounts for a cost > (v; — 1)/2n. Next, if
v1+ ...+ vy, =n* <n, there must be n — n* intervals I;‘('B Y I?(Z*,n) which do not intersect
any of the sets ¥(I;""), for i = 1,...,m. These intervals must be contained in the image of some

I"~, or in the image of the set 1 (IR\ [0,1]), where u™ = 0. This accounts for a cost > (n—n*)/4n.
The above argument shows that, for any m < n, the cost of any transportation plan is bounded
below by

1 = = 1 n—-m
JWo1:82) (ym 47y > n -max{Z(Vi -1), n—ZVi} > e

i=1 i=1

For any fixed m, the right hand side approaches 1/8 as n — oo. Therefore, the above is not a
Cauchy sequence, in our transportation metric. O
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