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Stable determination of the surface

impedance of an obstacle by

far field measurements ∗

E. Sincich †

Abstract

We deal with the inverse scattering problem of determining the surface

impedance of a partially coated obstacle. We prove a stability estimate of

logarithmic type for the impedance term by the far field measurements.
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1 Introduction

We consider the scattering of an acoustic incident time-harmonic plane wave,
at a given wave number k > 0 and at a given incident direction ω ∈ S2, by an
obstacle D ⊂ R3 partially coated by a material with surface impedance λ. Such
a problem is modeled by the following mixed boundary value problem for the
Helmholtz equation











∆u+ k2u = 0, in R
3 \D,

u = 0, on ΓD,
∂u

∂ν
+ iλ(x)u = 0, on ΓI ,

(1.1)

where u = us + exp (ikx · ω) is the total field, that is given as the sum of
the scattered wave us and the incident plane waves exp (ikx · ω) and where
ΓI , ΓD are two open and connected portions of the boundary ∂D such that
∂D = ΓI ∪ ΓD.
Moreover, the scattered field us is required to satisfy the so-called Sommerfeld

radiation condition

lim
r→∞

r

(

∂us

∂r
− ikus

)

= 0, r = ‖x‖. (1.2)

It is well-known, that the scattered field us has the following asymptotic behav-
ior

us(x) =
exp (ikr)

r

{

u∞(x̂) +O

(

1

r

)}

, (1.3)
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as r tends to∞, uniformly with respect to x̂ = x
‖x‖ and where u∞ is the so-called

far field pattern of the scattered wave (see for instance [11]).
The inverse scattering problem that we examine here consists in the determi-
nation of the surface impedance λ(x) by the knowledge of the far field pattern,
provided some suitable a priori assumptions on the impedance are made.
Such a problem, in two dimensions, has been recently studied by F. Cakoni
and D. Colton in [7]. The authors have provided a variational method for the
determination of the essential supremum of the surface impedance when the far
field data are available.
In this paper, we shall deal with the stability issue, namely we will prove a
stability estimate of logarithmic type for the surface impedance by the far field
measurements.
Let us point out that a stability result for this type of problem has been proved
in [15] by C. Labreuche under the assumption of an analytic boundary. The new
feature of the present paper consists in a reduced assumption on the regularity
of the boundary, namely we shall assume that ΓI is a C1,1 portion of ∂D. Thus
it turns out that the argument of analytic extension used in [15] cannot be
applied.
The stable recovering of the surface impedance needs some a priori mild as-
sumptions on the impedance itself. The additional a priori information that
we require on the unknown surface impedance λ, is an a priori bound on its
Lipschitz continuity, that is we assume that for a given positive constant Λ, the
following holds

‖λ‖C0,1(ΓI) 6 Λ. (1.4)

Moreover, we prescribe the following uniform lower bound

λ(x) > λ0, for every x ∈ ΓI , (1.5)

where λ0 is a given positive constant.
In order to treat the inverse scattering problem we first need to analyze the direct
one. In Section 3, indeed, following the arguments of potential theory developed
in [8], we observe that the direct scattering problem is well posed (see Lemma
3.1). The proof relies on the fact that the mixed boundary value problem (1.1)
can be reformulated as a system of boundary integral equations. Moreover, we
prove, (see Theorem 3.2), that the solution and its first order derivatives are
Hölder continuous in a neighborhood of the portion ΓI , where the impedance
takes place. The proof is based on the Moser’s iteration technique. Finally in
Corollary 3.3, we obtain a uniform lower bound for the total field u on sets away
from the obstacle.
In Section 4, we deal with the inverse scattering problem. The underlying ideas
and the main tools that lead to the stability result can be outlined as follows.

i) As first step we evaluate how much the error on the far field can affect the
values of the field near the scatterer;

ii) in the second step we are concerned with a stability estimate of the field at
the boundary in terms of the near field;

iii) finally, as last step, we obtain a stability result for the impedance λ by the
estimate of the field at the boundary.
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Let us start the analysis of Section 4 illustrating the arguments introduced in
the step iii) of the list above.
By the impedance condition in (1.1) we can formally compute λ as

λ(x) =
i

u(x)

∂u(x)

∂ν(x)
. (1.6)

Since u may vanish in some points of ΓI , it follows that the quotient in (1.6)
may be undetermined. In this respect, we found it necessary to evaluate the
local vanishing rate of the solution on the boundary. To establish such a control
we shall make use of quantitative estimates of unique continuation. We first
obtain, in Lemma 4.5, a volume doubling inequality at the boundary, namely

∫

ΓI,2ρ(x0)

|u|2 6 const.

∫

ΓI,ρ(x0)

|u|2 , (1.7)

where ΓI,ρ(x0) and ΓI,2ρ(x0) are the portions of the balls centered at the bound-
ary point x0 of radius ρ and 2ρ respectively, contained in R3 \D, (see (2.13) for
a precise definition).
In order to obtain the formula in (1.7), we have adapted the arguments devel-
oped in [2] for the more general setting of complex valued solutions which is
required by the boundary value problem (1.1).
A further difficulty in dealing with such arguments is due to the fact that the
techniques used in [2] apply to an homogeneous Neumann boundary condition.
We overcome such a difficulty by performing a suitable change of the indepen-
dent variable, (see Proposition 4.3), that fits our problem under the assumptions
required in [2]. Moreover, well-known stability estimates for the Cauchy prob-
lem [17], allow us to reformulate the volume doubling inequality at the boundary
deriving in Theorem 4.6 a new one on the boundary, that is a surface doubling

inequality

∫

∆I,2ρ(x0)

|u|2 6 const.

∫

∆I,ρ(x0)

|u|2 , (1.8)

where ∆I,ρ(x0) and ∆I,2ρ(x0) are the portions of the boundary of ΓI,ρ(x0) and
ΓI,2ρ(x0) respectively, which have non empty intersection with ∂D, (see (2.14)
for a precise definition).
The surface doubling inequality allows us to apply the theory of Muckenhoupt

weights [9] which, in particular, implies the existence of some exponent p > 1

such that |u|− 2
p−1 is integrable on an inner portion of ΓI , see Corollary 4.7. This

integrability property, as well as the Hölder continuity of the normal derivative,

justifies the computation made in (1.6) in the L
2

p−1 sense.
Let us carry over our analysis by discussing the evaluation introduced in the step
i). Such an evaluation, introduced by V. Isakov [13, 14], and then developed
by I. Bushuyev [6], concerns a stability estimate for the near field in terms of
the measurements of the far field (see Lemma 4.1). It means that if u1 and u2
are two acoustic fields corresponding to impedances λ1 and λ2 such that their
scattering amplitudes, u1,∞ and u2,∞ respectively, are close

‖u1,∞ − u2,∞‖L2(∂B1(0)) 6 ε, (1.9)
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then u1 and u2 satisfy

‖u1 − u2‖L2(BR1+1(0)\BR1(0))
6 const.εα(ε), (1.10)

where R1 > 0 is a suitable radius such that BR1(0) ⊃ D and α(ε) is the function
introduced in (2.18).
As last step of this treatment we provide the stability estimate introduced in
ii). The proof is based on arguments of quantitative unique continuation, as the
three spheres inequality and leads to the following estimate

‖u1 − u2‖C1(Γρ
I )

6 const.| log (‖u1 − u2‖−1
L2(BR1+1(0)\BR1(0))

)|−θ, (1.11)

where θ > 0 and where Γρ
I is a given inner portion of ΓI (see (2.12) for a precise

definition).
By combining the stability estimates listed in i) and ii), we obtain a stability
result for the total field at the boundary in terms of the measurements of the
far field, (see Theorem 4.2).
Finally, as a consequence of Theorem 4.2 and Corollary 4.7, let us formulate
the main result of the present paper, that consists in a stability estimate of the
surface impedance by the far field measurements, (see Theorem 2.1). Assuming
that (1.9) holds, we have shown that the impedances λ1, λ2 agree up to an error

∣

∣ log
(

ε−α(ε)
)∣

∣

−θ
. (1.12)

Moreover, let us observe that the rate of stability in (1.12) is intermediate
between a log and a loglog rate of stability.

2 Main assumptions and results

2.1 Main hypothesis and notations

Assumptions on the domain.
We shall assume through thatD is a bounded domain in R3, such that diamD6d,
with Lipschitz boundary ∂D with constants r0,M . More precisely, for every
x0 ∈ ∂D, exists a rigid transformation of coordinates under which,

D ∩Br0(x0) = {(x′, x3) : x3 > γ(x′)} , (2.1)

where x ∈ R3, x = (x′, x3), with x′ ∈ R2, x3 ∈ R and

γ : B′
r0
(x0) ⊂ R

2 → R

satisfying γ(0) = 0 and
‖γ‖C0,1(B′

r0
(x0)) 6Mr0,

where we denote by

‖γ‖C0,1(B′

r0
(x0)) = ‖γ‖L∞(B′

r0
(x0)) + r0 sup

x,y∈B′

r0
(z0)

x 6=y

|γ(x)− γ(y)|
|x− y|

and B′
r0
(x0) denotes a ball in R2. Moreover, we assume that the portion of the

boundary ΓI is contained into a surface SI , which is C1,1 smooth with constants
r0,M .
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More precisely, for any x0 ∈ SI , we have that up to a rigid change of coordinates,

SI ∩Br0(x0) = {(x′, x3) : x3 = ϕI(x
′)}, (2.2)

where

ϕI : B′
r0
(z0) ⊂ R

2 → R (2.3)

is a C1,1 function satisfying

ϕI(0) = |∇ϕI(0)| = 0 (2.4)

and

‖ϕI‖C1,1(B′

r0
(z0)) 6Mr0, (2.5)

where we denote

‖ϕI‖C1,1(B′

r0
(z0)) = ‖ϕI‖L∞(B′

r0
(z0)) + r0‖∇ϕI‖L∞(B′

r0
(z0)) + (2.6)

+ r0
2 sup

x,y∈B′

r0
(z0)

x 6=y

|∇ϕI(x)−∇ϕI(y)|
|x− y| .

(2.7)

In particular it follows that, if

x0 ∈ ΓI and dist(x0,ΓD) > r0 ,

then

D ∩Br0(x0) = {(x′, x3) ∈ Br0(x0) : x3 > ϕI(x
′)} , (2.8)

where ϕI is the Lipschitz function whose graph locally represents ∂D. More-
over, since D∩Br0(x0)∩ΓD = ∅, ϕI must also be the C1,1 function whose graph
locally represents SI .

For a sake of simplicity we shall assume that 0 ∈ D.
Fixed R > d, ρ ∈ (0, r0) and x0 ∈ ΓI , let us define the following sets

D+ = R
3 \D, (2.9)

D+
R = BR(0) ∩D+, (2.10)

D+
R,ρ = {x ∈ D+

R : dist(x,ΓD) > ρ}, (2.11)

Γρ
I = ∂D+

R,ρ ∩ ΓI , (2.12)

ΓI,ρ(x0) = Bρ(x0) \D, (2.13)

∆I,ρ(x0) = ΓI,ρ(x0) ∩ ∂D. (2.14)

A priori information on the impedance term.
We assume that the impedance coefficient λ belongs to C0,1(ΓI ,R) and is such
that

λ(x) > λ0 > 0 (2.15)
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for every x ∈ ΓI . Moreover we assume that, for a given constant Λ > 0, we have
that

‖λ‖C0,1(ΓI) 6 Λ. (2.16)

From now on we shall refer to the a priori data as to the following set of
quantities: d, r0,M, λ0,Λ, k, ω.
In the sequel we shall denote with η(t) a positive increasing function defined on
(0,+∞), that satisfies

η(t) 6 C(log(t−α(t)))−ϑ, for every 0 < t < 1 , (2.17)

where

α(t) =
1

1 + log(log(t−1) + e)
, (2.18)

and C > 0, θ > 0 are constants depending on the a priori data only.

2.2 The main result

Theorem 2.1 (Stability for λ). Let ui, i = 1, 2, be the weak solutions to the

problem (1.1) with λ = λi respectively and let ui,∞ be their respectively far field

patterns. There exist δ > 0, ε0 > 0 constants only depending on the a priori
data, such that, if for some ε, 0 < ε < ε0, we have

‖u1,∞ − u2,∞‖L2(∂B1(0)) 6 ε, (2.19)

then

‖λ1 − λ2‖L∞(Γ
r0
I

) 6 η(ε), (2.20)

where η is given by (2.17).

3 The direct scattering problem

Let us introduce the following space

H1
loc(D

+) = {v ∈ D∗(D+) : v|D+
R
∈ H1(D+

R), for every R > 0 s.t. D ⊂ BR(0)}

where D∗(D+) is the space of distribution on D+.
A weak solution to the problem (1.1) is a function u = exp (ikω · x)+us, where
us ∈ H1

loc(D
+) is a weak solution to the problem



























∆us + k2us = 0, in D+,

us = − exp (ikω · x), on ΓD,
∂us

∂ν
+ iλ(x)us = − ∂

∂ν
exp (ikω · x) − iλ(x) exp (ikω · x), on ΓI ,

limr→∞ r

(

∂us

∂r
(rx̂)− ikus(rx̂)

)

= 0, uniformly in x̂.

(3.1)
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Let us recall that a weak solution of (3.1) is a function us ∈ H1
loc(D

+), with

us|ΓD
= − exp (ikω · x) in the trace sense, such that, for all test functions η ∈

H1(D+) with compact support in R3 and η|ΓD
= 0, the following holds

∫

D+

∇us · ∇η − k2
∫

D+

usη =

∫

ΓI

(

∂

∂ν
exp (ikω · x) + iλ(x) exp (ikω · x)

)

η +

+

∫

ΓI

ikλusη . (3.2)

Furthermore, us satisfies the asymptotic condition (1.2).

Lemma 3.1 (Well-posedness). The problem (3.1) has one and only one weak

solution us. Moreover, for every R > d, there exists a constant CR > 0 depend-

ing on the a priori data and on R only, such that the following holds

‖us‖H1(D+
R) 6 CR . (3.3)

Proof For the proof we refer to [8, Theorem 2.5], in which the authors,
among various results, show that the exterior mixed boundary value problem
(3.1) can be reformulated as a 2× 2 system of boundary integral equations. In
[8], Theorem 2.5 has been proved in two dimensions for a constant λ, however it
can be verified that the same techniques can be carried over in three dimensions
and with λ = λ(x) ∈ C0,1(ΓI). �

Theorem 3.2 (C1,α regularity at the boundary). Let u be the weak solution

to (1.1), then there exists a constant α, 0 < α < 1, such that for every R > d

and ρ ∈ (0, r0), u ∈ C1,α(D+
R,ρ). Moreover, there exists a constant CR,ρ > 0

depending on the a priori data, on R and on ρ only, such that

‖u‖C1,α(D+
R,ρ

) 6 CR,ρ . (3.4)

Proof From the weak formulation (3.2), it follows that the total field u

satisfies
∫

Γ
I,

r0
2

(x0)

∇u · ∇η̄ − k2
∫

Γ
I,

r0
2

(x0)

uη̄ = −i
∫

∆
I,

r0
2
(x0)

λ(x)uη̄ ,

where x0 ∈ ΓI and η is any test function such that suppη ⊂ ΓI,
r0
2
(x0).

By (2.16) we have that

∣

∣

∣

∣

∫

Γ
I,

r0
2

(x0)

∇u · ∇η̄
∣

∣

∣

∣

6 k2
∫

Γ
I,

r0
2
(x0)

|uη̄|+ Λ

∫

∆
I,

r0
2

(x0)

|uη̄| (3.5)

and by a trace inequality (see [1, p.114]) it follows that

∣

∣

∣

∣

∫

Γ
I,

r0
2

(x0)

∇u · ∇η̄
∣

∣

∣

∣

6 k2
∫

Γ
I,

r0
2

(x0)

|uη̄|+ CΛ

∫

Γ
I,

r0
2
(x0)

|∇(uη̄)| , (3.6)

where C > 0 is a constant depending on the a priori data only.

7



By the standard iteration techniques due to Moser (see for instance [12]), we
obtain the following local bound for u

‖u‖L∞(Γ
I,

r0
4
(x0)) 6 C‖u‖

H1
(

Γ
I,

r0
2

(x0)
) , (3.7)

where C > 0 is a constant depending on the a priori data only.
Let us denote by u1 and u2 the real and the imaginary part of u respectively.
Thus by the elliptic equations in weak form satisfied by u1 and u2, it follows
that

∫

Γ
I,

r0
2

(x0)

∇u1 · ∇η − k2
∫

Γ
I,

r0
2
(x0)

u1η =

∫

∆
I,

r0
2
(x0)

λ(x)u2η , (3.8)

∫

Γ
I,

r0
2
(x0)

∇u2 · ∇η − k2
∫

Γ
I,

r0
2

(x0)

u2η = −
∫

∆
I,

r0
2

(x0)

λ(x)u1η , (3.9)

where η is any real valued test function such that suppη ⊂ ΓI,
r0
2
(x0).

By applying again the Moser method to the weak formulations (3.8) and (3.9),
we obtain the following bounds of the Hölder continuity of u1 and u2, namely

‖u1‖C0,α(Γ
I,

r0
8
(x0)) 6 C(‖u1‖L∞(Γ

I,
r0
4
(x0)) + ‖u2‖L∞(Γ

I,
r0
4
(x0))) , (3.10)

‖u2‖C0,α(Γ
I,

r0
8
(x0)) 6 C(‖u2‖L∞(Γ

I,
r0
4
(x0)) + ‖u1‖L∞(Γ

I,
r0
4
(x0))) , (3.11)

where α, 0 < α < 1, C > 0 are constants depending on the a priori data only.
Combining the two last inequalities with (3.7), we obtain

‖u‖C0,α(ΓI) 6 C‖u‖H1(D+
R
) , (3.12)

where C > 0 are constants depending on the a priori data only and R = d+ r0.
By (3.3) we have that

‖us‖H1(D+
R) 6 C, (3.13)

where C is a constant depending on the a priori data only. Moreover, since
u = exp (ikω · x) + us, by (3.12) and (3.13), we have that

‖u‖C0,α(ΓI ) 6 C, (3.14)

where C is a constant depending on the a priori data only. By (3.14) and by
(2.16), we have that

∂u

∂ν
(x) = −iλ(x)u(x) ∈ C0,α(ΓI). (3.15)

By well-known regularity bounds for the Neumann problem (see for instance [3,
p.667] ) it follows that, for every R > d, ρ ∈ (0, r0), u ∈ C1,α(D+

R,ρ) and the
following estimate holds

‖u‖C1,α(D+
R,ρ

) 6 CR,ρ

(

‖u‖
C0,α(Γ

ρ
2
I
)
+

∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
I
)

+ ‖u‖H1(D+
2R)

)

, (3.16)
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where CR,ρ > 0 is a constant depending on the a priori data, on R and on ρ

only. We shall estimate the C0,α norm of
∂u

∂ν
in terms of the a priori data,

indeed

∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
I
))

= sup

x∈Γ
ρ
2
I

∣

∣

∣

∣

∂u(x)

∂ν

∣

∣

∣

∣

+
(ρ

2

)α

sup

x,y∈Γ
ρ
2
I

∣

∣

∣

∣

∂u(x)

∂ν
− ∂u(y)

∂ν

∣

∣

∣

∣

|x− y|α =

6 sup

x∈Γ
ρ
2
I

|λ(x)u(x)| +
(ρ

2

)α

sup

x,y∈Γ
ρ
2
I

|λ(x)||u(x) − u(y)|
|x− y|α +

+
(ρ

2

)α

sup

x,y∈Γ
ρ
2
I

|u(y)||λ(x) − λ(y)|
|x− y|α .

Combining (2.16) and (3.14) we obtain
∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
I )

6 Λ sup

x∈Γ
ρ
2
I

|u(x)|+ Λ
(ρ

2

)α

sup

x,y∈Γ
ρ
2
I

|u(x)− u(y)|
|x− y|α +

+
(ρ

2

)α

|ΓI |1−α‖u‖C0,α(ΓI ) sup

x,y∈Γ
ρ
2
I

|λ(x) − λ(y)|
|x− y| 6

6 C̄ρ

where C̄ρ > 0 is a constant depending on the a priori data and on ρ only.
Moreover, since u = exp (ikω · x) + us, we have that (3.3) yields to

‖u‖H1(D+
2R) 6 CR, (3.17)

where CR > 0 is a constant depending on the a priori data and on R only.
Thus, inserting (3.14), (3.17) and (3.17) in (3.16), we obtain that

‖u‖C1,α(D+
R,ρ)

6 CR,ρ, (3.18)

where CR,ρ > 0 is a constant depending on the a priori data, on R and on ρ

only. �

Corollary 3.3 (Lower bound). Let u be the weak solution to (1.1), then there

exists a radius R0 > 0 depending on the a priori data only, such that

|u(x)| > 1

2
for every x, |x| > R0 . (3.19)

Proof Let us choose R = 4d + 4r0. By Theorem 3.2 it follows that there
exists a constant C > 0 depending on the a priori data only, such that

‖u‖
C1,α

(

D
+

2R,
r0
2

) 6 C . (3.20)

In particular, by (3.20), it follows that

|us| 6 C1 ,

∣

∣

∣

∣

∂us

∂ν

∣

∣

∣

∣

6 C1 on ∂BR(0), (3.21)
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where C1 > 0 is a constant depending on the a priori data only.
By the Green’s formula for the scattered wave us (see for instance [11, p.18]),
we have that

us(x) =

∫

∂BR(0)

(

us(y)
∂φ(x, y)

∂ν(y)
− ∂us(y)

∂ν(y)
φ(x, y)

)

ds(y), |x| > R, (3.22)

where

φ(x, y) =
1

4π

exp (ik|x− y|)
|x− y| , x 6= y ,

is the fundamental solution to the Helmholtz equation in R
3 .

Thus, by (3.22) and by (3.21) it follows that

|us(x)| 6 C1

∫

∂BR(0)

∣

∣

∣

∣

∂φ(x, y)

∂ν(y)

∣

∣

∣

∣

+ |φ(x, y)|ds(y) 6 (3.23)

6 C1R
2

(

kR

||x| −R|2 +
R

||x| −R|3 +
1

||x| −R|

)

. (3.24)

Straightforward calculations show that

|us| < 1

2
, for every x, |x| > R0, (3.25)

where R0 = (k + 1)8R3C1 + 2R .
The thesis follows observing that |u| > 1− |us|. �

4 The inverse scattering problem

Lemma 4.1 (From the far field to the near field). Let ui, ui,∞, i = 1, 2,
be as in Theorem 2.1. Suppose that, for some ε, 0 < ε < 1, (2.19) holds, then

there exist a radius R1 > 0 and a constant C > 0, depending on the a priori
data only, such that

‖u1 − u2‖L2(BR1+1(0)\BR1 (0))
6 Cεα(ε), (4.1)

where α(ε) is the function introduced in (2.18).

Proof Let us choose R = 4d + 4r0 and let us denote by usi , i = 1, 2, the
scattered wave of the problem (1.1) with λ = λi respectively. By (3.21) it follows
that

‖us1 − us2‖L2(∂BR(0)) 6 C , (4.2)

where C > 0 is a constant depending on the a priori data only.
By the argument in [14] (see also [6]), it follows that there exists a constant
C > 0 depending on the a priori data only, such that, for every r ∈ (4R, 4R+1),
the following holds

‖us1 − us2‖L2(∂Br(0)) 6 Cεα(ε). (4.3)
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Integrating (4.3) with respect to r over (4R, 4R+ 1), we obtain that

‖us1 − us2‖L2(B4R+1(0)\B4R(0)) 6 Cεα(ε) , (4.4)

where C > 0 is a constant depending on the a priori data only.
Thus the thesis follows with R1 = 16d+ 16r0 and by observing that us1 − us2 =
u1 − u2.
Let us stress, that Hölder stability doesn’t hold, indeed, in [6, Section 4], it has
been proved that it is not possible to choose α independently on ε. �

Theorem 4.2 (Stability at the boundary). Let ui, ui,∞, i = 1, 2, be as in

Theorem 2.1. We have that there exists ε0 > 0 depending on the a priori data
only, such that, if for some ε, 0 < ε < ε0, (2.19) holds, then for every ρ ∈ (0, r0)
we have

‖u1 − u2‖C1(Γρ
I
) 6 η(ε) , (4.5)

where η is given by (2.17), with a constant C > 0 depending on the a priori
data and on ρ only.

Proof By the Lipschitz regularity of the boundary ∂D, it follows that the
cone property holds. Namely, for every point Q ∈ ∂D, there exists a rigid
transformation of coordinates under which we have Q = 0 and the finite cone

C =

{

x : |x| < r0,
x · ξ
|x| > cos θ

}

with axis in the direction ξ and width 2θ, where θ = arctan 1
M
, is such that

C ⊂ D+.
Let Q be a point such that Q ∈ Γr0

I and let Q0 be a point lying on the axis ξ of
the cone with vertex in Q = 0 such that d0 = dist(Q0, 0) <

r0
2 .

Let us define R2 = 2R1+2, where R1 is the radius introduced in the statement of
Lemma 4.1. Dealing as in Lieberman [16], we consider a regularized distance d̃

from the boundary of ∂D such that, d̃ ∈ C2(D+
R2

)∩C0,1(D+
R2

) and furthermore
the following properties hold

• γ0 6
dist(x, ∂D)

d̃(x)
6 γ1,

• |∇d̃(x)| > c1, for every x such that dist(x, ∂D) 6 br0,

• ‖d̃‖C0,1 6 c2r0,

where γ0, γ1, c1, c2, b are positive constants depending on M only, (see also [4,
Lemma 5.2]).
Let us define for every ρ > 0

Dρ = {x ∈ D+
R2

: dist(x, ∂D) > ρ} , (4.6)

D̃ρ = {x ∈ D+
R2

: d̃(x) > ρ} . (4.7)

It follows that there exists a, 0 < a 6 1, only depending on M such that for
every ρ, 0 < ρ 6 ar0, D̃

ρ is connected with boundary of class C1 and

c̃1ρ 6 dist(x, ∂D) 6 c̃2ρ for every x ∈ ∂D̃ρ, (4.8)

11



where c̃1, c̃2 , are positive constants depending on M only. By(4.8) we deduce
that

Dc̃2ρ ⊂ D̃ρ ⊂ Dc̃1ρ .

Let us now define ρ0 = min{ 1
16 ,

r0
4 sin θ} and let P be a point in the annulus

BR1+1(0) \BR1(0)), such that B4ρ0(P ) ⊂ BR1+1(0) \BR1(0)). Furthermore, let

γ be a path in D̃
ρ0
c̃1 joining P to Q0 and let us define {yi}, i = 0, . . . , s as follows

y0 = Q0, yi+1 = γ(ti), where ti = max{t s.t. |γ(t)− yi| = 2ρ0} if |P − yi| > 2ρ0,
otherwise let i = s and stop the process.
Let us introduce the function U ∈ H1

loc(D
+) defined as follows

U(x) = u1(x) − u2(x). (4.9)

We shall denote with U1 and U2 the real and the imaginary part of U respec-
tively. Namely

U(x) = U1(x) + iU2(x).

It immediately follows that U1, U2, are both real valued solutions to the Helmholtz
equation in D+.
Thus, by the three spheres inequalities for elliptic system with Laplacian prin-
cipal part, (see [5, Theorem 3.1]), we have that for every β1, β2, 1 < β1 < β2,
there exist r̄ > 0, τ, 0 < τ < 1 and C > 0 depending on the a priori data and
on β1, β2 only, such that for every x ∈ Dβ2ρ the following holds

∫

Bβ1ρ(x)

|U |2 6 C

(

∫

Bρ(x)

|U |2
)τ

·
(

∫

Bβ2ρ(x)

|U |2
)1−τ

(4.10)

for every ρ ∈ (0, r̄). By a possible replacement of ρ0 with r̄ if ρ0 > r̄ and
choosing in (4.10) β1 = 3, β2 = 4, ρ = ρ0, x = y0, we infer that

∫

B3ρ0 (y0)

|U |2 6 C

(

∫

Bρ0 (y0)

|U |2
)τ

·
(

∫

B4ρ0 (y0)

|U |2
)1−τ

. (4.11)

As a consequence of Lemma 3.1, we have that

‖U‖H1(D+
R2

) 6 C, (4.12)

where C > 0 is a constant depending on the a priori data only.
Let us observe that B4ρ0(y0) ⊂ D+

R2
and Bρ0(y0) ⊂ B3ρ0(y1). Thus by (4.11)

and (4.12) we deduce that

∫

Bρ0(y0)

|U |2 6 C

(

∫

B3ρ0 (y1)

|U |2
)τ

· C1−τ .

An iterated application of the three spheres inequality leads to

∫

Bρ0 (y0)

|U |2 6

(

∫

Bρ0 (ys)

|U |2
)τs

· C1−τs

.

Finally, since Bρ(ys) ⊂ BR1+1(0) \BR1(0)), by (4.1) we obtain that
∫

Bρ0 (y0)

|U |2 6 C
{

εα(ε)
}τs

.

12



We shall construct a chain of balls Bρk
(Qk) centered on the axis of the cone,

pairwise tangent to each other and all contained in the cone

C′ =

{

x : |x| < r0,
x · ξ
|x| > cos θ′

}

,

where θ′ = arcsin
(

ρ0

d0

)

. Let Bρ0(Q0) be the first of them, the following are
defined by induction in such a way

Qk+1 = Qk − (1 + µ)ρkξ ,
ρk+1 = µρk ,

dk+1 = µdk ,

with

µ =
1− sin θ′

1 + sin θ′
.

Hence, with this choice, we have ρk = µkρ0 and Bρk+1
(Qk+1) ⊂ B3ρk

(Qk).
Considering the following estimate obtained by a repeated application of the
three spheres inequality, we have that

‖U‖L2(Bρk
(Qk)) 6 ‖U‖L2(B3ρk−1

(Qk−1)) 6

6 ‖U‖τL2(Bρk−1
(Qk−1))

‖U‖1−τ
L2(B4ρl−1

(Qk−1))

6 C‖U‖τk

L2(Bρ0 (Q0))
6 C

{

[

εα(ε)
]τs}τk

. (4.13)

For every r, 0 < r < d0, let k(r) be the smallest positive integer such that
dk 6 r then, since dk = µkd0, it follows

| log( r
d0
)|

logµ
6 k(r) 6

| log( r
d0
)|

logµ
+ 1 , (4.14)

and by (4.13) we deduce

‖U‖L2(Bρk(r)(Qk(r))) 6 C
{

[

εα(ε)
]τs}τk(r)

. (4.15)

Let x̄ ∈ Γ
ρ
2

I with ρ ∈ (0, r0) and let x ∈ B ρk(r)−1
2

(Qk(r)−1). By Theorem 3.2, in

particular, it follows that U ∈ C1,α(D+
R2,

ρ
4
) with

‖U‖C1,α(D+

R2,
ρ
4

) 6 Cρ, (4.16)

where Cρ > 0 is a constant depending on the a priori data and on ρ only. Then
(4.16) yields to

|U(x̄)| 6 |U(x)|+ Cρ|x− x̄|α 6 |U(x)|+ Cρ

(

2

µ
r

)α

.

Integrating this inequality over B ρk(r)−1
2

(Qk(r)−1), we have that

|U(x̄)|2 6
2

ω3(
ρk−1

2 )
3

∫

B ρk(r)−1
2

(

Qk(r)−1

)
|U(x)|2dx+ 2C2

ρ

(

4r2

µ2

)α

. (4.17)
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Being k the smallest integer such that dk 6 r, then dk−1 > r and thus (4.17)
yields to

|U(x̄)|2 6
C

(

r sin θ′
)3

∫

Bρk(r)−1
(Qk(r)−1)

|U(x)|2dx+ Cρr
2α .

By (4.15) we deduce that

|U(x̄)|2 6
C

r3

{

[

εα(ε)
]τs}τk(r)−1

+ Cρr
2α . (4.18)

The estimate (4.16) also provides us that
∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

6

∣

∣

∣

∣

∂U(x)

∂ν

∣

∣

∣

∣

+ Cρ

(

2

µ
r

)α

.

Integrating over B ρk(r)−1
2

(Qk(r)−1) we deduce that

∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

2

6
2

ω3(
ρk−1

2 )
3

∫

B ρk(r)−1
2

(

Qk(r)−1

)

∣

∣

∣

∣

∂U(x)

∂ν

∣

∣

∣

∣

2

dx+ 2C2
ρ

(

4r2

µ2

)α

6

6
2

ω3(
ρk−1

2 )
3

∫

B ρk(r)−1
2

(

Qk(r)−1

)
|∇U(x)|2dx+ 2C2

ρ

(

4r2

µ2

)α

.

Applying the Caccioppoli inequality, we have

∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

2

6
C

(

ρk−1

)5

∫

Bρk(r)−1
(Qk(r)−1)

U(x)2dx+ Cρr
2α .

Dealing with the same arguments that lead to (4.18), we obtain that

∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

2

6
C

r5

{

[

εα(ε)
]τs}τk(r)−1

+ Cρr
2α . (4.19)

The choice in (4.14) guarantees that

τk(r)−1 >

(

r

d0

)ν

,

where ν = − log
(

1
µ

)

log τ . Thus, by (4.18) and by (4.19), it follows that

|U(x̄)| 6 Cρ

{

r−
3
2

[

(

εα(ε)
)τs]

rν

2

+ rα
}

, (4.20)

∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

6 Cρ

{

r−
5
2

[

(

εα(ε)
)τs]

rν

2

+ rα
}

. (4.21)

Minimizing the right hand sides of the above inequalities with respect to r, with
r ∈ (0, r04 ), we deduce

|U(x̄)| 6 Cρ

(

log (ε−α(ε))
)− 2α

ν+2 , (4.22)
∣

∣

∣

∣

∂U(x̄)

∂ν

∣

∣

∣

∣

6 Cρ

(

log (ε−α(ε))
)− 2α

ν+2 , (4.23)
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where Cρ > 0 is a constant depending on the a priori data and on ρ only. Thus,

since x̄ is an arbitrary point in Γ
ρ
2

I , by (4.22) and (4.23) we have that

‖U(x̄)‖
L∞(Γ

ρ
2
I )

6 Cρ

(

log (ε−α(ε))
)− 2α

ν+2 , (4.24)

∥

∥

∥

∥

∂U(x̄)

∂ν

∥

∥

∥

∥

L∞(Γ
ρ
2
I )

6 Cρ

(

log (ε−α(ε))
)− 2α

ν+2 . (4.25)

By an interpolation inequality we have

‖∇t(U)‖L∞(Γ1,ρ) 6 cρ‖U‖β
L∞(Γ1,

ρ
2
)‖U‖C1,α(Γ1,ρ)

1−β
,

where β = α
α+1 and cρ > 0 depends on the a priori data and on ρ only. Thus,

by (4.16), we obtain

‖∇t(U)‖L∞(Γ1,ρ) 6 cρ‖U‖β
L∞(Γ1,

ρ
2
)Cρ

1−β .

It follows that for every ε < ε0, with ε0 depending only on the a priori data,

‖∇(U)‖L∞(Γ1,ρ) 6

∥

∥

∥

∥

∂U

∂ν

∥

∥

∥

∥

L∞(Γ1,ρ)

+ ‖∇t(U)‖L∞(Γ1,ρ) 6

≤ Cρ

(

log (ε−α(ε))
)− 2αβ

ν+2 , (4.26)

where Cρ > 0 depends on the a priori data and on ρ only. Hence, by a possible
replacing of ε0 with a smaller one depending on the a priori data only, we have
that

‖u1 − u2‖C1(Γ1,ρ) ≤ Cρ

(

log (ε−α(ε))
)− 2αβ

ν+2 for every ε, 0 < ε < ε0. (4.27)

Thus the thesis follows replacing in (2.17) C with Cρ and θ with 2αβ
ν+2 . �

Proposition 4.3. There exists a radius r1 > 0 depending on the a priori data
only such that, for every x0 ∈ Γr0

I , the problem

{

∆ψ + k2ψ = 0, in ΓI,r1(x0),
∂ψ

∂ν
+ iλ(x)ψ = 0, on ∆I,r1(x0),

(4.28)

admits a solution ψ ∈ H1(ΓI,r1(x0)) satisfying

|ψ(x)| > 1 for every x ∈ ΓI,r1(x0). (4.29)

Moreover, there exists a constant ψ̄ > 0 depending on the a priori data only,

such that for every x0 ∈ Γr0
I

‖ψ‖C1(ΓI,r1 (x0)) 6 ψ̄. (4.30)

Proof Let us consider a point x0 ∈ Γr0
I . After a translation we may assume

that x0 = 0 and, fixing local coordinates, we can represent the boundary as a
graph of a C1,1 function. Namely, we have that

D+ ∩Br0(0) = {(x′, x3) ∈ Br0(0) : x3 < ϕI(x
′)} , (4.31)
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where ϕI is the C1,1 function satisfying (2.3),(2.4),(2.5).
Let Φ ∈ C1,1(B r0

4M
,R3) be the map defined as follows

Φ(y′, y3) = (y′, y3 + ϕI(y
′)) . (4.32)

We have that there exist θ1, θ2, θ1 > 1 > θ2 > 0, constants depending on M and
r0 only, such that, for every r ∈ (0, r0

4M ), it follows that

ΓI,θ2r(0) ⊂ Φ(B−
r (0)) ⊂ ΓI,θ1r(0) , (4.33)

where B−
r (0) = {y ∈ R3 : |y| < r, y3 < 0} and furthermore we have

|det DΦ | = 1 . (4.34)

The inverse map Φ−1 ∈ C1,1(ΓI,r0(0),R
3) and is defined by

Φ−1(x′, x3) = (x′, x3 − ϕI(x
′)) . (4.35)

Denoting by

σ(y) = (σi,j(y))
3
i,j=1 = (DΦ−1)(Φ(y)) · (DΦ−1)T (Φ(y)) , (4.36)

λ′(y) = λ(Φ(y)) , (4.37)

λ0
′ = λ′(0) , (4.38)

it follows that

σ(0) = I, (4.39)

‖σi,j‖C0,1(ΓI,r0)
6 Σ, for i, j = 1, 2, 3, (4.40)

1

2
|ξ|2 6 σ(y)ξ · ξ 6 C1|ξ|2, for every y ∈ B−

(
r0
4M )

(0) and every ξ ∈ R
3, (4.41)

‖λ′‖C0,1(B′
r0
4M

(0)) 6 Λ′ , (4.42)

where Σ > 0, C1 > 0,Λ′ > 0 are constants depending on M, r0,Λ only.

Claim 4.4. There exists a radius r2, 0 < r2 < r0
4M and a solution ψ′ ∈

H1(B−
r2
(0)) to the problem

{

div(σ∇ψ′) + k2ψ′ = 0 , in B−
r2
(0) ,

σ∇ψ′ · ν′ + iλ′ψ′ = 0 , on B′
r2
(0),

(4.43)

where ν′ = (0, 0, 1) such that

|ψ′| > 1 in B−
r2
(0).
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Proof of Claim 4.4.
We look for a radius r2 > 0 and for a solution of the form ψ′ = ψ0 − s such
that, ψ0 ∈ H1(B−

r2
(0)) is a weak solution to the problem

{

∆ψ0 + k2ψ0 = 0 , in B−
r2
(0),

∂ψ0

∂ν
+ iλ0

′ψ0 = 0 , on B′
r2
(0),

(4.44)

satisfying |ψ0| > 2 in B−
r2
(0) .

Whereas s ∈ H1(B−
r2
(0)) is a weak solution to the problem







div(σ∇s) + k2s = div((σ − I)∇ψ0) , in B−
r2
(0),

σ∇s · ν + iλ′s = (σ − I)∇ψ0 · ν + i(λ′ − λ0
′)ψ0 , on B′

r2
(0),

s = 0 , on |y| = r2,

(4.45)

such that s(y) = O(|y|2) near the origin.
We can construct ψ0 explicitly as follows

ψ0(y1, y2, y3) = 8 cosh
(

|λ0′2 − k2| 12 y1
)[

sin
(

λ0
′y3
)

+ i cos
(

λ0
′y3
)]

, if k2 < λ0
′2,

ψ0(y1, y2, y3) = 8 cos
(

|k2 − λ0
′2| 12 y1

)[

sin
(

λ0
′y3
)

+ i cos
(

λ0
′y3
)]

, if k2 > λ0
′2,

ψ0(y1, y2, y3) = 8 sin
(

λ0
′y3
)

+ i8 cos
(

λ0
′y3
)

, if k2 = λ0
′2.

Denoting by

r̃ =
π

4
min







1
√

|k2 − λ0
′2|
,
1

λ0
′







, (4.46)

it follows, by straightforward calculations, that ψ0 ∈ H1(B−
r̃ (0)) is a weak

solution of (4.44) with r2 = r̃ and |ψ0| > 2 in B−
r̃ (0).

Let us now look for a solution s to the problem (4.45).
Fixed r ∈ (0, r0

8M ), let us define the space

H1
0−(B

−
r (0)) = {η ∈ H1(B−

r (0)) such that η(y) = 0 on |y| = r}, (4.47)

endowed with the usual ‖ · ‖H1
0(B

−

r (0)) norm. Thus the weak formulation of the

problem (4.45) reads in this way: find s ∈ H1
0−(B

−
r (0)) such that, for every

η ∈ H1
0−(B

−
r (0)), the following holds

∫

B
−

r (0)

σ∇s · ∇η̄ −
∫

B
−

r (0)

k2sη̄ −
∫

B′

r(0)

iλ′sη̄ =

∫

B
−

r (0)

(σ − I)∇ψ0 · ∇η̄ +

+i

∫

B′

r(0)

(λ′ − λ0
′)ψ0η̄.(4.48)

Let us introduce the following bilinear form

A : H1
0−(B

−
r (0))×H1

0−(B
−
r (0)) → C (4.49)

such that

A(η1, η2) =

∫

B
−

r (0)

σ∇η1 · ∇η̄2 −
∫

B
−

r (0)

k2η1η̄2 −
∫

B′

r(0)

iλ′η1η̄2 (4.50)
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and the following functional

F : H1
0−(B

−
r (0)) → C (4.51)

such that

F (η) =

∫

B
−

r (0)

(σ − I)∇ψ0 · ∇η̄ + i

∫

B′

r(0)

(λ′ − λ0
′)ψ0η̄ . (4.52)

It immediately follows that A and F are continuous on H1
0−(B

−
r (0)) as bilinear

form and as a functional respectively.
Moreover, dealing as in [12, Lemma 8.4], we have that, by the Hölder inequality,
it follows that for every η ∈ H1

0−(B
−
r (0))

∫

B
−

r (0)

|η|2 6 c̃1r
2
(

∫

B
−

r (0)

|η|6
)

1
3

, (4.53)

where c̃1 > 0 is a constant depending on the a priori data only. Hence by the
Sobolev Imbedding Theorem, (see [1, Chap.4]), and by (4.53), we have that

∫

B
−

r (0)

|η|2 6 c1r
2

∫

B
−

r (0)

|∇η|2, (4.54)

where c1 > 0 is a constant depending on the a priori data only.
Analogously, by the Hölder inequality on the boundary, it follows that

∫

B′

r(0)

|η|2 6 c̃2r
(

∫

B′

r(0)

|η|4
)

1
2

, (4.55)

where c̃2 > 0 is a constant depending on the a priori data only. By a trace
inequality (see for instance [1], Chap.5), it follows that

∫

B′

r(0)

|η|2 6 c2r

∫

B
−

r (0)

|∇η|2, (4.56)

where c2 > 0 is a constant depending on the a priori data only.
Thus, by (4.41),(4.54) and (4.56), we deduce that

|A(η, η)| > (
1

2
− c1r

2k2 − c2rΛ
′)

∫

B
−

r (0)

|∇η|2.

Denoting by

r3 = min

{

1,
1

8
(c1k

2 + c2Λ),
r0

8M

}

, (4.57)

we have that for every r ∈ (0, r3)

|A(η, η)| > 1

4

∫

B
−

r (0)

|∇η|2. (4.58)

Thus it follows that, for every r ∈ (0, r3), the bilinear form A is coercive on
H1

0−(B
−
r (0)). Hence by the Lax-Milgram theorem we can infer that, for every

r ∈ (0, r3), there exists a unique solution s ∈ H1
0−(B

−
r (0)) to the problem (4.45).
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Fixing r ∈ (0, r3) and choosing η = s as test function in the weak formulation
(4.48), we obtain

∫

B
−

r (0)

σ∇s · ∇s̄−
∫

B
−

r (0)

k2|s|2 −
∫

B′

r(0)

iλ′|s|2 =

∫

B
−

r (0)

(σ − I)∇ψ0 · ∇s̄+

+ i

∫

B′

r(0)

(λ′ − λ0
′)ψ0s̄. (4.59)

By (4.58), we have that

1

4

∫

B
−

r (0)

|∇s|2 6

∣

∣

∣

∫

B
−

r (0)

(σ − I)∇ψ0 · ∇s̄
∣

∣

∣+
∣

∣

∣

∫

B′

r(0)

(λ′ − λ0
′)ψ0s̄

∣

∣

∣. (4.60)

By the Schwartz inequality, by (4.39) and by (4.40) we have that

∣

∣

∣

∫

B
−

r (0)

(σ − I)∇ψ0 · ∇s̄
∣

∣

∣ 6 16Σr2
∫

B
−

r (0)

|∇ψ0|2 +
1

16

∫

B
−

r (0)

|∇s|2 . (4.61)

Analogously, we have that, by the Schwartz inequality, by (4.38) and by (4.42)
it follows that

∣

∣

∣

∫

B′

r(0)

(λ′ − λ0
′)ψ0s̄

∣

∣

∣ 6 16c2Λ
′r2
∫

B′

r(0)

|ψ0|2 +
1

16c2

∫

B′

r(0)

|s|2 . (4.62)

Moreover, by the inequality (4.56) and by (4.62) we deduce

∣

∣

∣

∫

B′

r(0)

(λ′ − λ0
′)ψ0s̄

∣

∣

∣ 6 c22r
416Λ′

∫

B
−

r (0)

|∇ψ0|2 +
1

16
r

∫

B
−

r (0)

|∇s|2 . (4.63)

Hence inserting (4.61) and (4.63) in (4.60) we obtain that

1

8

∫

B
−

r (0)

|∇s|2 6 (16Σ + c2216Λ
′)r2

∫

B
−

r (0)

|∇ψ0|2 . (4.64)

Denoting by
Q = sup

B
−

r0
8M

(0)

|∇ψ0|2,

we have that

1

8

∫

B
−

r (0)

|∇s|2 6
4

3
π(16Σ + c2116Λ

′)r5Q . (4.65)

By standard estimates for solutions of elliptic equations (see for instance [12],
Chap.8) and observing that Q > 0 depends on the a priori data only, we can
infer that for every r ∈ (0, r32 )

‖s‖L∞(B−

r (0)) 6 c4r
2,

where c4 > 0 is a constant depending on the a priori data only.
Hence the Claim follows choosing r2 = min{r̃, r32 , 1√

c4
} and observing that

|ψ′| > |ψ0| − |s| > 1 in B−
r2
(0) .
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Let us notice that choosing r1 = θ2r2 and ψ(x′, x3) = ψ′(Φ−1(x′, x3)), we have
that ψ ∈ H1(ΓI,r1(0)) is a weak solution to the problem (4.28) and is such that
|ψ| > 1 in ΓI,r1(0).
Finally, we conclude the proof of Proposition 4.3 observing that (4.30) follows
dealing with the same argument used in the proof of Theorem 3.2. �

Lemma 4.5 (Volume doubling inequality). Let u be the solution to the

problem (1.1), then there exists a radius r̄ > 0 such that for every x0 ∈ Γr0
I the

following holds

∫

ΓI,βr

|u|2 6 CβK

∫

ΓI,r

|u|2 (4.66)

for every r, β such that β > 1 and 0 < βr < r̄, where C > 0,K > 0 are constants

depending on the a priori data only.

Proof Let x0 ∈ Γr0
I and let r1 and ψ be, respectively, the radius and the

function, introduced in Proposition 4.3. Denoting by

z =
u

ψ
, (4.67)

it follows that z ∈ H1(ΓI,r1(x0)) is a weak solution to the problem











∆z + 2
∇ψ
ψ

· ∇z = 0, in ΓI,r1(x0),

∂z

∂ν
= 0, on ∆I,r1(x0).

(4.68)

Dealing as in Proposition 4.3, we may assume that, up to a rigid transformation
of coordinates, x0 = 0 and, by local coordinates, we can locally represent the
boundary as a graph of a C1,1 function as in (4.31).
Following [2, Theorem 0.8], (see also [4, Proposition 3.5]), we have that there
exists a map Ψ ∈ C1,1(Bρ2 (0),R

3) such that

Ψ(Bρ2(0)) ⊂ Bρ1(0), (4.69)

Ψ(y′, 0) = (y′, ϕI(y
′)), for every y′ ∈ B′

ρ2
(0), (4.70)

ΓI,
ρ
2
⊂ Ψ(B−

ρ (0)) ⊂ ΓI,c1ρ, for every ρ ∈ (0, ρ2), (4.71)

1

8
6 |detDΨ| 6 c2, (4.72)

where ρ1, 0 < ρ1 < r0, ρ2 > 0, c1 > 0, c2 > 0 are constants depending on r0,M,Λ
only. Denoting by

A(y) = |detDΨ(y)|(DΨ−1)(Ψ(y))(DΨ−1)T (Ψ(y)), (4.73)
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B(y) = 2|detDΨ(y)|(DΨ−1)(Ψ(y))
∇ψ(Ψ(y))

ψ(Ψ(y))
, (4.74)

v(y) = z(Ψ(y)), (4.75)

it follows that

A(0) = I , (4.76)

A(y′, 0)(y′, 0) · e3 = 0, for every y′, |y′| 6 ρ2, (4.77)

c3|ξ|2 6 A(y)ξ · ξ 6 c4|ξ|2, for every y ∈ B−
ρ2
(0) and for every ξ ∈ R

3, (4.78)

|A(y1)−A(y2)| 6 c5|y1 − y2|, for every y1, y2 ∈ B−
ρ2
(0), (4.79)

|B(y)| 6 c6, for every y ∈ B−
ρ2
(0), (4.80)

where c4 > 0, c5 > 0, c6 > 0 are constants depending on r0,M,Λ only.
Let us observe that v ∈ H1(B−

ρ2
(0)) is a weak solution to the problem

{

div(A∇v) +B∇v = 0, in B−
ρ2
(0),

A(y′, 0)∇v · ν′ = 0, on B′
ρ2
(0).

(4.81)

Hence we are under the assumptions of Theorem 1.3 in [2] and thus we can infer
that there exists a radius ρ3, 0 < ρ3 < ρ2, depending on the a priori data only,
such that

∫

B
−

βρ
(0)

|v|2 6 cβK

∫

B
−

ρ (0)

|v|2 , (4.82)

for every ρ, β such that β > 1 and 0 < βρ 6 ρ3, where c > 0 is constant
depending on the a priori data only, and K > 0 depends on the a priori data

and increasingly on

N(ρ3) = ρ3

∫

B
−

ρ3
(0)A∇v · ∇v̄ +Re(v̄ div(A∇v))

∫

∂B
−

ρ3
(0)\B′

ρ3(0)

µ|v|2 , (4.83)

where we denote

µ(x) =
A(x)x · x

|x|2 , for every x ∈ B−
ρ2
(0). (4.84)

By (4.78) it follows that

c3 6 µ(x) 6 c4, for every x ∈ B−
ρ2
(0). (4.85)

Let us observe that the proof of Theorem 1.3 in [2] needs, in this context, a
slight modification due to the fact that we deal with complex valued functions.
We omit the details.
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Denoting by

Ñ(ρ3) =

∫

B
−

ρ3
(0)
ρ23|∇v|2 + |v|2

∫

B
−

ρ3
(0) |v|2

, (4.86)

we notice, following the arguments in [5, Lemma 3.3], that

N(ρ3) 6 CÑ(ρ3), (4.87)

where C > 0 is a constant depending on the a priori data only.
By (4.71), it follows, that for every r and β > 1 such that 0 < r < βr < ρ3

2

∫

ΓI,βr(0)

|z|2 6 C

∫

B
−

2βr
(0)

|v|2 , (4.88)

where C > 0 is a constant depending on r0,M,Λ only. Moreover, by (4.82) and
by (4.71) we have that

∫

B
−

2βr
(0)

|v|2 6 C(2βc1)
K

∫

B
−

r
c1

(0)

|v|2 6 C(2βc1)
K

∫

ΓI,r(0)

|z|2, (4.89)

where C > 0 is a constant depending on r0,M,Λ only.
Combining (4.88) and (4.89), we have that

∫

ΓI,βr

|z|2 6 C(2βc1)
K

∫

ΓI,r(0)

|z|2 . (4.90)

Finally the last inequality, (4.29),(4.30) imply that

∫

ΓI,βr

|u|2 6 C(β)K
∫

ΓI,r(0)

|u|2 , (4.91)

where C > 0,K > 0 are constants depending on a priori data and on Ñ(ρ3)
only. Thus the Lemma follows with

r̄ =
ρ3

2
. (4.92)

It only remains to majorize the quantity (4.86) by a constant depending on the
a priori data only. Let us observe that by (4.71), by (4.29) and by (4.30), we
have that

∫

B
−

ρ3
(0)

|∇v|2 + |v|2 6 C

∫

ΓI,ρ3c1(0)

|∇u|2 + |u|2, (4.93)

where C > 0 is a constant depending on the a priori data only. Moreover, by
the above inequality and by (3.4), we can conclude that

∫

B
−

ρ3
(0)

|∇v|2 + |v|2 6 C, (4.94)

where C > 0 is a constant depending on a priori data only.
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On the other hand, we have that choosing P0 = M

8
√
1+M2ρ3

ν and ρ4 = 1
32

M√
1+M2

ρ3,

where ν is the outer unit normal to D at 0, it follows that Bρ4(P0) ⊂ ΓI,
ρ3
2
(0).

Thus, by (4.71) and by (4.30) it follows that

∫

B
−

ρ3
(0)

|v|2 > C

∫

Γ
I,

ρ3
2

(0)

|u|2 > C

∫

Bρ4(P0)

|u|2 , (4.95)

where C > 0 is a constant depending on the a priori data only.
Let us consider a point Q ∈ R3 \D+

2R0
such that

B4ρ4 (Q) ⊂ R
3 \D+

2R0
, (4.96)

where R0 is the radius introduced in Corollary 3.3. Dealing as in the proof of
Theorem 4.2, we cover a path joining P0 to Q by a chain of balls of radius ρ4
pairwise tangent to each other. Hence, by an iterated use of the three spheres
inequality, we have that the following holds

‖u‖L2(B ρ4
4

(Q)
) 6 C‖u‖τs

L2(Bρ4(P0))
, (4.97)

where C > 0, s > 0 and τ, 0 < τ < 1 are constants depending on the a priori

data only. By the last inequality, by (4.96) and by (3.19), we can infer that

‖u‖L2(Bρ4(P0)) >

(

πρ34
C48

)
1
τs

. (4.98)

Hence, by (4.98) and by (4.95), we have that

∫

B
−

ρ3
(0)

|v|2 > C, (4.99)

where C > 0 is a constant depending on a priori data only. Hence, by (4.94)
and by (4.99), we can majorize Ñ(ρ3) by a constant depending on the a priori

data only and thus the Lemma follows. �

Theorem 4.6 (Surface doubling inequality). Let u be the solution to the

problem (1.1), then there exists a constant C > 0 depending on the a priori data
only such that, for every x0 ∈ Γr0

I and for every r ∈ (0, r̄4 ), the following holds

∫

∆I,2r(x0)

|u|2dσ 6 C

∫

∆I,r(x0)

|u|2dσ . (4.100)

Proof Let x0 ∈ Γr0
I and let z ∈ H1(ΓI,r1(x0)) and r̄ be, respectively, the

solution to the problem (4.68) defined by (4.67) and the radius introduced in
(4.92). By a regularity estimate at the boundary, (see for instance [4, p.777])
we have that, for any r ∈ (0, r̄4 ), the following holds

∫

∆I,r(x0)

|∇tz|2 6 C

(

1

r

∫

ΓI,2r(x0)

|∇z|2
)1−γ (

1

r2

∫

∆I,r(x0)

|z|2
)γ

, (4.101)
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where C > 0 and 0 < γ < 1 are constants depending on the a priori data only
and where ∇tz represents the tangential gradient.
Thus, by the Young inequality we have that for every ε > 0 the following holds

∫

∆I,r(x0)

|∇tz|2 6
Cε

1
1−γ

r

∫

ΓI,2r(x0)

|∇z|2 + C

ε
1
γ r2

∫

∆I,r(x0)

|z|2, (4.102)

where C > 0 is a constant depending on the a priori data only.
Moreover, by a well-known estimate of stability for the Cauchy problem (see for
instance [17]), we have that

∫

ΓI, r
2
(x0)

|z|2 6 Cr

(

∫

∆I,r(x0)

|z|2 + r2
∫

∆I,r(x0)

|∇tz|2
)1−δ

· (4.103)

·
(

∫

∆I,r(x0)

|z|2 + r2
∫

∆I,r(x0)

|∇tz|2 + r

∫

ΓI,r(x0)

|∇z|2
)δ

,

where C > 0 and 0 < δ < 1 are constants depending on the a priori data only.
Hence, by (4.103) and by the Young inequality, we have that for every β > 0
the following holds

∫

ΓI, r
2
(x0)

|z|2 6 C

ε
β

1−δ

(

r

∫

∆I,r(x0)

|z|2 + r3
∫

∆I,r(x0)

|∇tz|2
)

+ (4.104)

+Cε
β
δ

(

r

∫

∆I,r(x0)

|z|2 + r3
∫

∆I,r(x0)

|∇tz|2 + r2
∫

ΓI,r(x0)

|∇z|2
)

,

where C > 0 is a constant depending on the a priori data only.
Choosing β in (4.104) such that β = 1−δ

1−γ
γ and inserting (4.102) in (4.104), we

obtain
∫

ΓI, r
2
(x0)

|z|2 6
Cr

ε
γ2+1−γ
γ(1−γ)

∫

∆I,r(x0)

|z|2 + Cεr2
∫

ΓI,2r(x0)

|∇z|2,

where C > 0 is a constant depending on the a priori data only. By the Cac-
cioppoli inequality we have that

∫

ΓI, r
2
(x0)

|z|2 6
Cr

ε
γ2+1−γ
γ(1−γ)

∫

∆I,r(x0)

|z|2 + Cε

∫

ΓI,4r(x0)

|z|2,

where C > 0 is a constant depending on the a priori data only.
Thus by (4.29) and (4.30) we can infer that

∫

ΓI,r(x0)

|u|2 6
Cr

ε
γ2+1−γ
γ(1−γ)

∫

∆I,2r(x0)

|u|2 + Cε

∫

ΓI,8r(x0)

|u|2,

where C > 0 is a constant depending on the a priori data only.
By (4.66) it follows that

∫

ΓI, r
2
(x0)

|u|2 6
Cr

ε
γ2+1−γ
γ(1−γ)

∫

∆I,r(x0)

|u|2 + C(8)Kε

∫

ΓI, r
2
(x0)

|u|2, (4.105)
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where C > 0 is a constant depending on the a priori data only.
Hence, choosing ε in (4.105) such that ε = 1

2C(8)K , we obtain that

∫

ΓI, r
2
(x0)

|u|2 6 Cr

∫

∆I,r(x0)

|u|2, (4.106)

where C > 0 is a constant depending on the a priori data only.
By applying again (4.66) on the left hand side of (4.106), we obtain that

∫

ΓI,2r(x0)

|u|2 6 Cr

∫

∆I,r(x0)

|u|2, (4.107)

where C > 0 is a constant depending on the a priori data only.
Moreover, by a standard Dirichlet trace inequality, we have that

∫

∆I,2r(x0)

|u|2 6 C

∫

∆I,r(x0)

|u|2, (4.108)

where C > 0 is a constant depending on the a priori data only.
�

Corollary 4.7 (Ap property on the boundary). Let u be the solution to the

problem (1.1), then there exist p > 1, A > 0 constants depending on the a priori
data only, such that, for every x0 ∈ Γr0

I and every r ∈ (0, r̄4 ), the following holds

(

1

|∆I,r(x0)|

∫

∆I,r(x0)

|u|2dσ
)(

1

|∆I,r(x0)|

∫

∆I,r(x0)

|u|− 2
p−1 dσ

)p−1

6 A.(4.109)

Proof Let x0 ∈ Γr0
I and let r ∈ (0, r̄4 ), then by a trace inequality, (see for

instance [1], Chap. 5), it follows that

‖u‖L4(∆I,r(x0)) 6 C‖u‖H1(ΓI,r(x0)), (4.110)

where C > 0 is a constant depending on the a priori data only. By the Cac-
cioppoli inequality we deduce that

‖u‖L4(∆I,r(x0)) 6
C

r
‖u‖L2(ΓI,2r(x0)). (4.111)

Applying the Doubling inequality (4.66) on the right hand side of (4.111), we
obtain that

‖u‖L4(∆I,r(x0)) 6
C

r
‖u‖L2(ΓI,r(x0)), (4.112)

where C > 0 is a constant depending on the a priori data only. Combining
(4.106) and (4.112) we have that

‖u‖L4(∆I,r(x0)) 6
C√
r
‖u‖L2(∆I,2r(x0)), (4.113)
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where C > 0 is a constant depending on the a priori data only. Thus by the
doubling inequality (4.100) we have

‖u‖L4(∆I,r(x0)) 6
C√
r
‖u‖L2(∆I,r(x0)). (4.114)

Hence, we infer that for every r ∈ (0, r̄4 ) and for every x0 ∈ Γr0
I , the following

holds
(

1

r2

∫

∆I,r

|u|4
)

1
4

6

(

C

r2

∫

∆I,r

|u|2
)

1
2

,

obtaining a reverse Hölder inequality.
The result in [9] assures the existence of some p > 1 and A > 0 depending on
the a priori data only such that (4.109) holds. �

Proof of Theorem 2.1. Let x0 be a point in Γr0
I . Let us pick r = r̄

8 , thus
by (4.106) with u = u2 it follows that

∫

∆
I, r̄

8
(x0)

|u2|2dσ > C

∫

Γ
I, r̄

16
(x0)

|u2|2dx, (4.115)

where C > 0 is a constant depending on the a priori data only.
Let P0 and ρ4 > 0 be, respectively a point and a radius, such that Bρ4(P0) ⊂
ΓI, r̄

16 (x0). By rephrasing the argument leading to (4.98) we deduce by (4.115)
that

∫

∆
I, r̄

8
(x0)

|u2|2dσ > C, (4.116)

where C > 0 is a constant depending on the a priori data only.
Combining (4.109) and (4.116), we have that for every x0 ∈ Γr0

I the following
holds





∫

∆
I, r̄

8
(x0)

|u2|−
2

p−1dσ





p−1

6 C, (4.117)

where C > 0 is a constant depending on the a priori data only.
Let us now consider x ∈ ∆I, r̄8

(x0), then it follows that

|λ1(x)− λ2(x)| =

∣

∣

∣

∣

−λ1(x)
u1(x) − u2(x)

u2(x)
+

1

iu2(x)

(

∂u2(x)

∂ν
− ∂u1(x)

∂ν

)∣

∣

∣

∣

6

6 |λ1(x)|
|u1(x) − u2(x)|

|u2(x)|
+

1

|u2(x)|

∣

∣

∣

∣

∂u2(x)

∂ν
− ∂u1(x)

∂ν

∣

∣

∣

∣

.

Then by Theorem 4.2 and by (2.16) we have that, if 0 < ε < ε0, then

|λ1(x)− λ2(x)| 6 (Λ + 1)η(ε)
1

|u2(x)|
. (4.118)
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Hence denoting by δ = 2
p−1 , (4.118) yields to





∫

∆
I, r̄

8
(x0)

|λ1(x) − λ2(x)|δ




1
δ

6 (Λ + 1)η(ε)





∫

∆
I, r̄

8
(x0)

1

|u2(x)|δ





1
δ

.(4.119)

By (4.117) and by a possible replacement of the constant C in (2.17), we have
that





∫

∆
I, r̄

8
(x0)

|λ1(x) − λ2(x)|δ




1
δ

6 η(ε). (4.120)

By the a priori bound (2.16), we can infer that

|λ1(x) − λ2(x)| 6 |λ1(x)− λ2(x)|
δ
2 (2Λ)1−

δ
2 . (4.121)

Integrating the above inequality with respect to x over ∆I, r̄8 (x0) we have

‖λ1(x) − λ2(x)‖L2(∆
I, r̄

8
(x0))

6 (2Λ)1−
δ
2





∫

∆
I, r̄

8
(x0)

|λ1(x)− λ2(x)|δ




1
2

.(4.122)

Hence, by a possible further replacement of the constants C, θ in (2.17), we can
infer that the last inequality and (4.120) yield to

‖λ1(x)− λ2(x)‖L2(∆
I, r̄

8
(x0))

6 η(ε) . (4.123)

By an interpolation inequality, see for instance [4, p.777], we have that

‖λ1 − λ2‖L∞(∆
I, r̄

8
(x0))

6 C‖λ1 − λ2‖
1
2

L2(∆
I, r̄

8
(x0))

‖λ1 − λ2‖
1
2

C0,1(∆
I, r̄

8
(x0))

,(4.124)

where C > 0 is a constant depending on the a priori data only. Hence by (2.16),
it follows that

‖λ1 − λ2‖L∞(∆
I, r̄

8
(x0))

6 C(2Λ)
1
2 ‖λ1 − λ2‖

1
2

L2(∆
I, r̄

8
(x0))

. (4.125)

Combining (4.123) with (4.125) we obtain, by a possible further replacement of
the constants C, θ in (2.17), that

‖λ1 − λ2‖L∞(∆
I, r̄

8
(x0)

) 6 η(ε). (4.126)

Let us cover Γr0
I with the sets ∆I, r̄8

(xj), j = 1, . . . , J , with xj ∈ Γr0
I .

Let i be an index such that

‖λ1 − λ2‖L∞(∆
I, r̄

8
(xi)

) = ‖λ1 − λ2‖L∞(Γ
r0
I ). (4.127)

Thus, by a further possible replacement of the constant C, θ in (2.17), we deduce
(2.20) by combining (4.127) and (4.126) with x0 = xi. �
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