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#### Abstract

Given a finite set of vectors over a finite totally ordered domain, we study the problem of computing a constraint in conjunctive normal form such that the set of solutions for the produced constraint is identical to the original set. We develop an efficient polynomial-time algorithm for the general case, followed by specific polynomial-time algorithms producing Horn, dual Horn, and bijunctive formulas for sets of vectors closed under the operations of conjunction, disjunction, and median, respectively. Our results generalize the work of Dechter and Pearl on relational data, as well as the papers by Hébrard and Zanuttini. They complement the results of Hähnle et al. on multivalued logics and Jeavons et al. on the algebraic approach to constraints.
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1. Introduction and summary of results. Constraint satisfaction problems constitute today a well-studied topic on the frontier of complexity, logic, combinatorics, and artificial intelligence. It is indeed well known that this framework allows us to encode many natural problems or knowledge bases. In principle, an instance of a constraint satisfaction problem is a finite set of variable vectors associated with an allowed set of values. A model is an assignment of values to all variables that satisfies every constraint. When a constraint satisfaction problem encodes a decision problem, the models represent its solutions. When it encodes some knowledge, the models represent possible combinations that the variables can assume in the described universe.

Constraints can be represented by means of a set of variable vectors associated with an allowed set of values. This representation is not always well suited; therefore, other representations have been introduced. The essence of the most studied alternative is the notion of a relation, making it easy to apply it within the database or knowledge base framework. We focus on the representation by formulas in conjunctive normal form with the literals taking the form $(x \leq d)$ and $(x \geq d)$, where $x$ is a variable and $d$ is an element from the given finite domain $D$, totally ordered by the relation $\leq$ (see Hähnle et al. $[5,6,16])$. We study in this paper the constraint description problem, i.e., the problem of converting a set of vectors $M$ to a formula $\varphi$

[^0]in conjunctive normal form, such that its satisfying assignments $\operatorname{Sol}(\varphi)$ equals the original set $M$. We consider this problem first in its general setting without any restrictions imposed on the initial set of vectors. We continue by imposing several properties on the initial set, like the closure under the minimum, maximum, and median operations. We subsequently discover that these closure properties induce the description by Horn, dual Horn, and bijunctive constraints, respectively. Moreover, we give an elegant and unified solution to the structure identification problem of these three classes, as it was defined by Dechter and Pearl [11]. Given a set of vectors, this problem asks whether it can be represented by a formula of a special type, computing such a formula if the answer is affirmative.

The motivations to study description and identification problems are numerous. From the artificial intelligence point of view, description problems formalize the notion of exact acquisition of knowledge from examples. This means that they formalize situations where a system is given access to a set of examples and it is asked to compute a formula describing it exactly. Moreover, this representation takes usually less space than the original set of examples; thus it can be stored more easily in a knowledge base.

Satisfiability poses a keystone problem in artificial intelligence, automated deduction, databases, and verification. It is well known that the satisfiability problem for arbitrary constraints is an NP-complete problem. Therefore, it is important to look for restricted classes of constraints that admit polynomial algorithms deciding satisfiability. Horn, dual Horn, bijunctive, and affine constraints, in the Boolean case, constitute exactly these tractable classes, as was proved by Schaefer [24]. Thus the description problem for these four classes can be seen as storing specific knowledge into a knowledge base while we are required to respect its format. This problem is also known as structure identification, studied by Dechter with Pearl [11] and by Hébrard with Zanuttini [17, 25]. Another motivation for studying description problems comes from combinatorics. Indeed, since finding a solution for an instance of a constraint satisfaction problem is difficult in general but tractable in the four aforementioned cases, it is important to be able to recognize constraints belonging to these tractable cases.

The study of Boolean constraint satisfaction problems, especially their complexity questions, was started by Schaefer in [24], although he did not yet consider constraints explicitly. During the last ten years, constraints gained considerable interest in theoretical computer science. An excellent complexity classification of existing Boolean constraint satisfaction problems can be found in the monograph [10]. Jeavons et al. $[9,19,20]$ started to study constraint satisfaction problems from an algebraic viewpoint. Feder, Kolaitis, and Vardi [12, 22] posed a general framework for the study of constraint satisfaction problems. A part of the research in constraint satisfaction problems requires the existence of efficient description and identification methods for special constraint classes.

Recently, there has been much progress on constraint satisfaction problems over domains with larger cardinality. Hell and Nešetřil [18] studied constraint satisfaction problems by means of graph homomorphisms. Bulatov [7] made a significant breakthrough with a generalization of Schaefer's result to three-element domains. He also proved a dichotomy theorem for conservative constraints over arbitrary domains [8]. On the other hand, Hähnle et al. [5, 6, 16] studied the complexity of satisfiability problems for many-valued logics that present yet another viewpoint of constraint satisfaction problems. We realized reading the previous articles on many-valued logics that in the presence of a total order the satisfiability problems for the Horn, dual

Horn, and bijunctive many-valued formulas of signed logic are decidable in polynomial time. We also noticed that Jeavons and Cooper [21] studied some aspects of tractable constraints on finite ordered domains from an algebraic standpoint. This led us to the idea to look more carefully at constraint description problems over finite totally ordered domains, developing a new formalism for constraints based on an already known concept of inequalities.

The purpose of our paper is manifold. We want to generalize the work of Dechter and Pearl [11], based on the more efficient algorithms for Boolean description problems by Hébrard and Zanuttini [17, 25]. We also want to complement the work of Hähnle et al. on many-valued logics. Finally, we want to provide a characterization by closure properties of polynomial-time decidable subcases of constraint satisfaction problems over finite totally ordered domains, which are straightforward generalizations of the known polynomial-time decidable Boolean cases.
2. Preliminaries. Let $D=\{0, \ldots, n-1\}$ be a finite, totally ordered domain of cardinality $n$, and let $V$ be a set of variables. For a variable $x \in V$ and a value $d \in D$, the inequalities $x \geq d$ and $x \leq d$ are called positive and negative literal, respectively. The set of formulas over $D$ and $V$ is inductively defined as follows:

- the logical constants false and true are formulas;
- literals are formulas;
- if $\varphi$ and $\psi$ are formulas, then the expressions $(\varphi \wedge \psi)$ and $(\varphi \vee \psi)$ are formulas. We write $\varphi\left(x_{1}, \ldots, x_{\ell}\right)$ to indicate that formula $\varphi$ contains exactly the variables $x_{1}, \ldots, x_{\ell}$. For convenience, we use the following shorthand notation:
- $x>d$ means $x \geq d+1$ for $d \in\{0, \ldots, n-2\}$, and false otherwise;
- $x<d$ means $x \leq d-1$ for $d \in\{1, \ldots, n-1\}$, and false otherwise;
- $x=d$ means $x \geq d \wedge x \leq d$;
- $\neg$ false and $\neg$ true mean true and false, respectively;
- $\neg(x \geq d), \neg(x \leq d)$, $\neg(x>d)$, and $\neg(x<d)$ mean $x<d, x>d, x \leq d$, and $x \geq d$, respectively;
- $\neg(x=d)$ and $x \neq d$ both mean $x<d \vee x>d$;
- $\neg(\varphi \wedge \psi)$ and $\neg(\varphi \vee \psi)$ mean $\neg \varphi \vee \neg \psi$ and $\neg \varphi \wedge \neg \psi$, respectively.

Note that $x=d$ and $x \neq d$ asymptotically require the same space as their alternative notation, i.e., $O(\log n)$. Indeed, since $d$ is bounded by $n$, its binary coding has length $O(\log n)$.

A clause is a disjunction of literals. It is a Horn clause if it contains at most one positive literal, dual Horn if it contains at most one negative literal, and bijunctive if it contains at most two literals. A formula is in conjunctive normal form (CNF) if it is a conjunction of clauses. It is a Horn, a dual Horn, or a bijunctive formula if it is a conjunction of Horn, dual Horn, or bijunctive clauses, respectively. Since the considered formulas in what follows are all in CNF, we will use the expression "formula" with a slight abuse of terminology also for CNF formulas, without explicitly specifying it.

Note that contrary to the Boolean case, a clause in our formalism can contain the same variable twice, in both a negative and a positive literal, without being reducible. However, such a clause can be assumed to contain not more than twice the same variable, since $x \geq d \vee x \geq d^{\prime}$ can be reduced to $x \geq \min \left(d, d^{\prime}\right)$ and, dually, $x \leq d \vee x \leq d^{\prime}$ can be reduced to $x \leq \max \left(d, d^{\prime}\right)$.

Example 2.1. Let $D=\{0,1,2,3,4\}$ be the domain for our running example. The expressions $x \leq 2$ and $y \geq 4$ are a negative and a positive literal, respectively. Instead of $x \leq 2$ and $y \geq 4$, we can also write $x<3$ and $y>3$, respectively. The disjunction
of literals $(x \leq 2 \vee x \geq 4 \vee y \leq 4)$ is a Horn clause, $(x \leq 2 \vee x \geq 4 \vee y \geq 3)$ is a dual Horn clause, and $(x \leq 2 \vee x \geq 4)$ is a bijunctive clause. The formula

$$
\varphi(x, y)=(x \leq 2 \vee x \geq 4 \vee y \leq 4) \wedge(x \leq 2 \vee x \geq 4 \vee y \geq 4) \wedge(x \leq 2 \vee x \geq 3)
$$

is in CNF.
An assignment for a formula $\varphi\left(x_{1}, \ldots, x_{\ell}\right)$ is a mapping $m:\left\{x_{1}, \ldots, x_{\ell}\right\} \rightarrow D$ assigning a domain element $m(x)$ to each variable $x$. The satisfaction relation $m \models \varphi$ is inductively defined as follows:

- $m \models$ true and $m \not \vDash$ false;
- $m \models x \leq d$ if $m(x) \leq d$, and $m \models x \geq d$ if $m(x) \geq d$;
- $m \models \varphi \wedge \psi$ if $m \models \varphi$ and $m \models \psi$;
- $m \models \varphi \vee \psi$ if $m \models \varphi$ or $m \models \psi$.

The set of all assignments satisfying $\varphi$ is denoted $\operatorname{by} \operatorname{Sol}(\varphi)$, also called models of $\varphi$. If we arrange the variables in some arbitrary but fixed order, say, as a vector $x=$ $\left(x_{1}, \ldots, x_{\ell}\right)$, then the models can be identified with the vectors in $D^{\ell}$. The $j$ th component of a vector $m$, denoted by $m[j]$, gives the value of the $j$ th variable, i.e., $m\left(x_{j}\right)=m[j]$. The operations of conjunction, disjunction, addition, and median on vectors $m, m^{\prime}, m^{\prime \prime} \in D^{\ell}$ are defined as follows:

$$
\begin{aligned}
m \wedge m^{\prime} & =\left(\min \left(m[1], m^{\prime}[1]\right), \ldots, \min \left(m[\ell], m^{\prime}[\ell]\right)\right) \\
m \vee m^{\prime} & =\left(\max \left(m[1], m^{\prime}[1]\right), \ldots, \max \left(m[\ell], m^{\prime}[\ell]\right)\right) \\
\operatorname{med}\left(m, m^{\prime}, m^{\prime \prime}\right) & =\left(\operatorname{med}\left(m[1], m^{\prime}[1], m^{\prime \prime}[1]\right), \ldots, \operatorname{med}\left(m[\ell], m^{\prime}[\ell], m^{\prime \prime}[\ell]\right)\right)
\end{aligned}
$$

The ternary median operator is defined as follows: for each choice of three values $a, b, c \in D$ such that $a \leq b \leq c$, we have $\operatorname{med}(a, b, c)=b$. Moreover, median is a permutative operator; i.e., the identity $\operatorname{med}(a, b, c)=\operatorname{med}(\pi(a), \pi(b), \pi(c))$ holds for every permutation $\pi$ on all domain elements $a, b, c \in D$. Note that the median can also be defined by $\operatorname{med}(a, b, c)=\min (\max (a, b), \max (b, c), \max (c, a))$ as well as by $\operatorname{med}(a, b, c)=\max (\min (a, b), \min (b, c), \min (c, a))$, which implies the identities

$$
\begin{aligned}
\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right) & =\left(m_{1} \vee m_{2}\right) \wedge\left(m_{2} \vee m_{3}\right) \wedge\left(m_{3} \vee m_{1}\right) \\
& =\left(m_{1} \wedge m_{2}\right) \vee\left(m_{2} \wedge m_{3}\right) \vee\left(m_{3} \wedge m_{1}\right)
\end{aligned}
$$

for all vectors $m_{1}, m_{2}, m_{3} \in D^{\ell}$.
Example 2.2. Consider the set of vectors $M=\{010,013,220,440,444\}$. It is closed under conjunction, since for each pair of vectors $m, m^{\prime} \in M$ we have $m \wedge m^{\prime} \in$ $M$. It is not closed under disjunction, since $013 \vee 220=223 \notin M$. It is also not closed under median, since $\operatorname{med}(013,220,444)=223 \notin M$.
3. Formulas in conjunctive normal form. We investigate first the description problem for arbitrary sets of vectors.
Problem: DESCRIPTION.
Input: A finite set of vectors $M \subseteq D^{\ell}$ over a finite totally ordered domain $D$.
Output: A formula $\varphi\left(x_{1}, \ldots, x_{\ell}\right)$ over $D$ in $\operatorname{CNF}$ such that $\operatorname{Sol}(\varphi)=M$.
The naive approach to this problem is to compute first the complement set $\bar{M}=$ $D^{\ell} \backslash M$, followed by the construction of a clause $c(\bar{m})$ for each vector $\bar{m} \in \bar{M}$ missing from $M$ such that $\bar{m}$ is the unique vector falsifying $c(\bar{m})$. The formula $\varphi$ is then the conjunction of the clauses $c(\bar{m})$ for all missing vectors $\bar{m} \in \bar{M}$. However, this algorithm is essentially exponential, since the complement set $\bar{M}$ can be exponentially bigger than the original set of vectors $M$.

Example 3.1. Consider again the set of vectors $M=\{010,013,220,440,444\}$ as in Example 2.2. The complement set $\bar{M}$ contains $5^{3}-5=120$ vectors, where the lexicographically first ones are $000,001, \ldots, 004,011,012$ and the last ones are $434,441,442,443$. For example, the clause $c(001)$ is $\left(x_{1} \neq 0 \vee x_{2} \neq 0 \vee x_{3} \neq 1\right)$, equivalent to ( $x_{1} \geq 1 \vee x_{2} \geq 1 \vee x_{3} \leq 0 \vee x_{3} \geq 2$ ). The only assignment to the variables $x_{1}, x_{2}, x_{3}$ which does not satisfy the clause $c(001)$ is the vector 001 . Similarly, the clause $c(223)$ is ( $x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \leq 1 \vee x_{2} \geq 3 \vee x_{3} \leq 2 \vee x_{3} \geq 4$ ). The formula $\varphi$ describing $M$ and built in this manner contains exactly 120 clauses.

We present a new algorithm running in polynomial time and producing a CNF formula of polynomial length with respect to the cardinality of the set $M$, the dimension of vectors $\ell$, and the size $O(\log |D|)$ of the domain elements in binary notation.

In what follows we assume without loss of generality the set of vectors $M$ to be nonempty, which simplifies the presentation. Note, however, that the empty set $\emptyset$ is easily recognized and described by the formula $\left(x_{1} \leq 0\right) \wedge\left(x_{1} \geq 1\right)$, which is logically equivalent to false.

To construct the formula $\varphi$ we proceed in the following way. We arrange the set $M$ into an ordered $n$-ary semantic tree $T_{M}$ [14], with branches corresponding to the vectors in $M$. In case $M$ contains all possible vectors, i.e., $M=D^{\ell}, T_{M}$ is a complete tree of branching factor $|D|$ and depth $\ell$. Otherwise, some branches are missing, leading to gaps in the tree. We characterize these gaps by conjunctions of literals. Their disjunction yields a complete description of all vectors that are missing from $M$. Finally, by negation and de Morgan's laws we obtain $\varphi$.

Let $T_{M}$ be an ordered tree with edges labeled by domain elements such that each path from the root to a leaf corresponds to a vector in $M$. The tree $T_{M}$ contains a path labeled $d_{1} \cdots . d_{i}$ from the root to some node if there is a vector $m \in M$ such that $m[j]=d_{j}$ holds for every $j=1, \ldots, i$. The level of a node is its distance to the root plus 1 ; i.e., the root is at level 1 and a node reachable via $d_{1} \ldots . d_{i}$ is at level $i+1$ (Figure 3.1(a)). Note that all leaves are at level $\ell+1$. If the edges between a node and its children are sorted in ascending order according to their labels, then traversing the leaves from left to right enumerates the vectors of $M$ in lexicographic order, say, $m_{1}, \ldots, m_{|M|}$. A vector $m$ is lexicographically smaller than a vector $m^{\prime}$ if there is a level $i$ such that $m[i]<m^{\prime}[i]$ holds, and for all $j<i$ we have $m[j]=m^{\prime}[j]$.


Fig. 3.1. Tree representation of vectors.
Example 3.2. Let $M=\left\{m_{1}=010, m_{2}=013, m_{3}=220, m_{4}=440, m_{5}=444\right\}$ be the set of vectors over the domain $D=\{0,1,2,3,4\}$ for which we want to construct a formula $\varphi$ in CNF satisfying the condition $\operatorname{Sol}(\varphi)=M$. The tree $T_{M}$ is depicted in Figure 3.2 in solid lines.

Suppose that $m_{k}$ and $m_{k+1}$ are immediate neighbors in the lexicographic enumeration of $M$, and let $m$ be a vector lexicographically in between, thus missing from $M$. There are three possibilities for the path corresponding to $m$. It may leave the tree


Fig. 3.2. Tree $T_{M}$ and the missing parts for the set $M=\{010,013,220,440,444\}$.
at the fork between $m_{k}$ and $m_{k+1}$ (Figure 3.1(b)), or at the fork to the left of $m_{k+1}$ (Figure 3.1(c)), or at the fork to the right of $m_{k}$ (Figure 3.1(d)). Let $i$ be the least position in which the consecutive vectors $m_{k}$ and $m_{k+1}$ differ. In other words, we have $m_{k}[i] \neq m_{k+1}[i]$ and $m_{k}[j]=m_{k+1}[j]$ for all $j<i$. The set of missing vectors can be characterized by the conjunctions middle $(k, i)$, $\operatorname{left}(k+1, i)$, and $\operatorname{right}(k, i)$, defined as follows:

$$
\begin{aligned}
\operatorname{middle}(k, i) & =\bigwedge_{j<i}\left(x_{j}=m_{k}[j]\right) \wedge\left(x_{i}>m_{k}[i]\right) \wedge\left(x_{i}<m_{k+1}[i]\right), \\
\operatorname{left}(k+1, i) & =\bigwedge_{j<i}\left(x_{j}=m_{k+1}[j]\right) \wedge\left(x_{i}<m_{k+1}[i]\right), \\
\operatorname{right}(k, i) & =\bigwedge_{j<i}\left(x_{j}=m_{k}[j]\right) \wedge\left(x_{i}>m_{k}[i]\right) .
\end{aligned}
$$

The situation depicted in Figure 3.1 is a snapshot at level $i$ of the tree $T_{M}$.
Example 3.3. The missing parts in the tree $T_{M}$, displayed in Figure 3.2 by dotted lines, are described by the following conjunctions. First are the parts missing between two vectors,

$$
\begin{aligned}
& \operatorname{middle}(1,3)=\left(x_{1}=0\right) \wedge\left(x_{2}=1\right) \wedge\left(x_{3}>0\right) \wedge\left(x_{3}<3\right) \\
& \text { middle }(2,1)=\left(x_{1}>0\right) \wedge\left(x_{1}<2\right) \\
& \text { middle }(3,1)=\left(x_{1}>2\right) \wedge\left(x_{1}<4\right) \\
& \text { middle }(4,3)=\left(x_{1}=4\right) \wedge\left(x_{2}=4\right) \wedge\left(x_{3}>0\right) \wedge\left(x_{3}<4\right)
\end{aligned}
$$

followed by the parts missing to the left,

$$
\begin{aligned}
\operatorname{left}(1,2) & =\left(x_{1}=0\right) \wedge\left(x_{2}<1\right) \\
\operatorname{left}(3,2) & =\left(x_{1}=2\right) \wedge\left(x_{2}<2\right) \\
\operatorname{left}(4,2) & =\left(x_{1}=4\right) \wedge\left(x_{2}<4\right)
\end{aligned}
$$

and finally the parts missing to the right,

$$
\begin{aligned}
\operatorname{right}(2,2) & =\left(x_{1}=0\right) \wedge\left(x_{2}>1\right), \\
\operatorname{right}(2,3) & =\left(x_{1}=0\right) \wedge\left(x_{2}=1\right) \wedge\left(x_{3}>3\right), \\
\operatorname{right}(3,2) & =\left(x_{1}=2\right) \wedge\left(x_{2}>2\right), \\
\operatorname{right}(3,3) & =\left(x_{1}=2\right) \wedge\left(x_{2}=2\right) \wedge\left(x_{3}>0\right) .
\end{aligned}
$$

There are no other missing parts in the tree $T_{M}$.
To describe all vectors missing from $M$ we form the disjunction of the above conjunctions for appropriate values of $k$ and $i$. We need to determine the levels at which neighboring models fork by means of the following function:

$$
\operatorname{fork}(k)= \begin{cases}0 & \text { for } k=0, \\ \min \left\{i \mid m_{k}[i] \neq m_{k+1}[i]\right\} & \text { for } k=1, \ldots,|M|-1, \\ 0 & \text { for } k=|M| .\end{cases}
$$

The values fork $(0)$ and fork $(|M|)$ correspond to imaginary models $m_{0}$ and $m_{|M|+1}$ forking at a level above the root. They allow us to write the conditions below in a concise way at the left and right borders of the tree. The three situations in Figure 3.1 can now be specified by the following conditions:

$$
\begin{array}{llll}
i=\operatorname{fork}(k) & \wedge & m_{k}[i]+1<m_{k+1}[i] & \text { (edges missing in between), } \\
\operatorname{fork}(k)<i & \wedge & m_{k+1}[i]>0 & \text { (...to the left), } \\
\operatorname{fork}(k)<i & \wedge & m_{k}[i]<|D|-1 & \text { (...to the right). }
\end{array}
$$

The second condition in each line ensures that there is at least one missing edge. It avoids the conjunctions middle $(k, i)$, left $(k+1, i)$, and $\operatorname{right}(k, i)$ to evaluate to false.

Example 3.4. The function fork for $M=\left\{m_{1}=010, m_{2}=013, m_{3}=220\right.$, $\left.m_{4}=440, m_{5}=444\right\}$ is given by the following table:

$$
\begin{array}{l|llllll} 
& 0 & 1 & 2 & 3 & 4 & 5 \\
\hline \text { fork } & 0 & 3 & 1 & 1 & 3 & 0
\end{array}
$$

The aforementioned fork conditions for missing edges are satisfied in the following cases.
(i) For the first condition, implying edges missing in between, we have four cases where it is satisfied:

$$
\begin{aligned}
& 3=\operatorname{fork}(1) \quad \wedge \quad 1=m_{1}[3]+1<m_{2}[3]=3, \\
& 1=\operatorname{fork}(2) \wedge 1=m_{2}[1]+1<m_{3}[1]=2 \text {, } \\
& 1=\operatorname{fork}(3) \quad \wedge \quad 3=m_{3}[1]+1<m_{4}[1]=4 \text {, } \\
& 3=\operatorname{fork}(4) \quad \wedge \quad 1=m_{4}[3]+1<m_{5}[3]=4 .
\end{aligned}
$$

(ii) For the second condition, implying edges missing to the left, we have three cases where it is satisfied:

$$
\begin{array}{ll}
\operatorname{fork}(0)<2 & \wedge \quad 1=m_{1}[2]>0 \\
\operatorname{fork}(2)<2 & \wedge \quad 2=m_{3}[2]>0 \\
\operatorname{fork}(3)<2 & \wedge \quad 4=m_{4}[2]>0
\end{array}
$$

(iii) Finally, for the third condition, implying edges missing to the right, we have also three cases where it is satisfied:

$$
\begin{aligned}
& \text { fork }(2)<2 \quad \wedge \quad 1=m_{2}[2]<4, \\
& \operatorname{fork}(2)<3 \quad \wedge \quad 3=m_{2}[3]<4, \\
& \text { fork }(3)<2 \quad \wedge \quad 2=m_{3}[2]<4, \\
& \operatorname{fork}(3)<3 \quad \wedge \quad 0=m_{3}[3]<4 \text {. }
\end{aligned}
$$

It can be easily seen that these conditions trigger the middle, left, and right formulas shown in Example 3.3.

The disjunction of terms middle $(k, i)$, $\operatorname{left}(k+1, i)$, and $\operatorname{right}(k, i)$ that satisfy the first, second, and third condition, respectively, for all models and all levels represents a disjunctive formula satisfied by the models missing from $M$. After applying negation and de Morgan's laws, we arrive at the required formula in CNF,

$$
\begin{aligned}
\varphi(M) & =\bigwedge\left\{\neg \operatorname{middle}(k, i)\left|0<k<|M|, i=\operatorname{fork}(k), m_{k}[i]+1<m_{k+1}[i]\right\}\right. \\
& \wedge \bigwedge\left\{\neg \operatorname{left}(k+1, i)\left|0 \leq k<|M|, \operatorname{fork}(k)<i \leq \ell, m_{k+1}[i]>0\right\}\right. \\
& \wedge \bigwedge\left\{\neg \operatorname{right}(k, i) \quad\left|0<k \leq|M|, \operatorname{fork}(k)<i \leq \ell, m_{k}[i]<|D|-1\right\}\right.
\end{aligned}
$$

where the condition $\operatorname{Sol}(\varphi)=M$ holds. Note that we use the negation symbol not as an operator on the syntax level but as a metanotation expressing that the formula following the negation sign has to be replaced by its dual. Note also that the conjunct left $(k+1, i)$ is defined and used with the shifted parameter $k+1$ since it characterizes a gap lexicographically before the vector $m_{k+1}$.

Example 3.5. The set of vectors $M=\{010,013,220,440,444\}$ is described by the following CNF formula:

$$
\begin{aligned}
\varphi(M) & =\neg \operatorname{middle}(1,3) \wedge \neg \operatorname{middle}(2,1) \wedge \neg \operatorname{middle}(3,1) \wedge \operatorname{middle}(4,3) \\
& \wedge \neg \operatorname{left}(1,2) \wedge \neg \operatorname{left}(3,2) \wedge \neg \operatorname{left}(4,2) \\
& \wedge \neg \operatorname{right}(2,2) \wedge \neg \operatorname{right}(2,3) \wedge \neg \operatorname{right}(3,2) \wedge \neg \operatorname{right}(3,3) .
\end{aligned}
$$

After substitution and application of de Morgan laws, this amounts to

$$
\begin{aligned}
\varphi(M) & =\left(x_{1} \neq 0 \vee x_{2} \neq 1 \vee x_{3} \leq 0 \vee x_{3} \geq 3\right) \wedge\left(x_{1} \leq 0 \vee x_{1} \geq 2\right) \\
& \wedge\left(x_{1} \leq 2 \vee x_{1} \geq 4\right) \wedge\left(x_{1} \neq 4 \vee x_{2} \neq 4 \vee x_{3} \leq 0 \vee x_{3} \geq 4\right) \\
& \wedge\left(x_{1} \neq 0 \vee x_{2} \geq 1\right) \wedge\left(x_{1} \neq 2 \vee x_{2} \geq 2\right) \wedge\left(x_{1} \neq 4 \vee x_{2} \geq 4\right) \\
& \wedge\left(x_{1} \neq 0 \vee x_{2} \leq 1\right) \wedge\left(x_{1} \neq 0 \vee x_{2} \neq 1 \vee x_{3} \leq 3\right) \wedge\left(x_{1} \neq 2 \vee x_{2} \leq 2\right) \\
& \wedge\left(x_{1} \neq 2 \vee x_{2} \neq 2 \vee x_{3} \leq 0\right)
\end{aligned}
$$

Replacing the shorthand notation $\neq$ by proper literals gives the following final formula:

$$
\begin{aligned}
\varphi(M) & =\left(x_{1} \geq 1 \vee x_{2} \leq 0 \vee x_{2} \geq 2 \vee x_{3} \leq 0 \vee x_{3} \geq 3\right) \wedge\left(x_{1} \leq 0 \vee x_{1} \geq 2\right) \\
& \wedge\left(x_{1} \leq 2 \vee x_{1} \geq 4\right) \wedge\left(x_{1} \leq 3 \vee x_{2} \leq 3 \vee x_{3} \leq 0 \vee x_{3} \geq 4\right) \\
& \wedge\left(x_{1} \geq 1 \vee x_{2} \geq 1\right) \wedge\left(x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \geq 2\right) \wedge\left(x_{1} \leq 3 \vee x_{2} \geq 4\right) \\
& \wedge\left(x_{1} \geq 1 \vee x_{2} \leq 1\right) \wedge\left(x_{1} \geq 1 \vee x_{2} \leq 0 \vee x_{2} \geq 2 \vee x_{3} \leq 3\right) \\
& \wedge\left(x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \leq 2\right) \wedge\left(x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \leq 1 \vee x_{2} \geq 3 \vee x_{3} \leq 0\right)
\end{aligned}
$$

```
Algorithm: DESCRIPTION
Input: Nonempty set \(M \subseteq D^{\ell}\) of vectors.
Output: Formula \(\varphi(M)\) in CNF, satisfying \(\operatorname{Sol}(\varphi)=M\).
Method:
    let \(M=\left(m_{1}, \ldots, m_{|M|}\right)\) be lexicographically sorted
    \(\varphi(M) \leftarrow\) true
    fork \(\leftarrow \operatorname{FORK}(M)\)
    for \(k \leftarrow 0\) to \(|M|\) do
        \(f \leftarrow\) fork \([k]\)
        if \(f>0\) and \(m_{k}[f]+1<m_{k+1}[f]\) then
                \(\varphi(M) \leftarrow \varphi(M) \wedge \neg \operatorname{middle}(k, f)\)
        end if
        for \(i \leftarrow f+1\) to \(\ell\) do
            if \(k<|M|\) and \(m_{k+1}[i]>0\) then
                    \(\varphi(M) \leftarrow \varphi(M) \wedge \neg \operatorname{left}(k+1, i)\)
            end if
            if \(k>0\) and \(m_{k}[i]<|D|-1\) then
                \(\varphi(M) \leftarrow \varphi(M) \wedge \neg \operatorname{right}(k, i)\)
                end if
    end for
    end for
    return \(\varphi(M)\)
```

```
Algorithm: FORK
Method:
    fork \([0] \leftarrow 0\)
    fork \([|M|] \leftarrow 0\)
    for \(k \leftarrow 1\) to \(|M|-1\) do
        \(i \leftarrow 1\)
        while \(m_{k}[i]=m_{k+1}[i]\) do
            \(i \leftarrow i+1\)
        end while
        fork \([k] \leftarrow i\)
    end for
    return fork
```

Input: Lexicographically sorted nonempty list $M \subseteq D^{\ell}$ of vectors without duplicates.
Output: Array fork: $[0 \ldots|M|]$ containing the fork function for $M$.

FIG. 3.3. Algorithm for the description problem.

It can be easily checked that the constructed formula $\varphi(M)$ satisfies the condition $\operatorname{Sol}(\varphi(M))=M$.

The main algorithm that implements the construction of a formula $\varphi$ in CNF for a given set of vectors $M$ over a finite totally ordered domain $D$, satisfying the condition $\operatorname{Sol}(\varphi)=M$, and the algorithm computing the fork function are displayed in Figure 3.3.

ThEOREM 3.6. For each set of vectors $M \subseteq D^{\ell}$ over a finite ordered domain $D$ there exists a formula $\varphi$ in $C N F$ such that $M=\operatorname{Sol}(\varphi)$. It contains at most $2|M| \ell$ clauses and its length is $O\left(|M| \ell^{2} \log |D|\right)$. The algorithm constructing $\varphi$ runs in time
$O\left(|M| \ell^{2} \log |D|\right)$.
Proof. The formula $\varphi(M)$ contains at most $|M|-1$ middle-clauses and at most $\ell+(|M|-1)(\ell-1)$ left/right-clauses. Summing up these partial bounds, we obtain for the total number of clauses the bound

$$
|M|-1+2(\ell+(|M|-1)(\ell-1))=2|M| \ell-|M|+1 \leq 2|M| \ell \quad(\text { for } M \neq \emptyset) .
$$

Each clause contains at most $2 \ell$ literals, namely at most one positive and one negative for each variable. Each literal has length $O(\log |D|)$, since the domain elements are written in binary notation. Hence, the overall length of the formula $\varphi(M)$ is $O\left(|M| \ell^{2} \log |D|\right)$.

The vectors in $M$ can be lexicographically sorted in time $O(|M| \ell \log |D|)$ using a decision tree (trie) or a radix sort. The factor $\log |D|$ stems from the comparison of domain elements. The fork levels can also be computed in time $O(|M| \ell \log |D|)$, in parallel with sorting the set $M$. The formula $\varphi(M)$ is produced by two loops, where the outer loop is going through each vector in $M$ and the inner loop through the variables. The three clauses $\neg \operatorname{middle}(k, i), \neg \operatorname{left}(k+1, i)$, and $\neg \operatorname{right}(k, i)$ are potentially written in each step inside the combined loops. This makes an algorithm with time complexity $O\left(|M| \ell^{2} \log |D|\right)$.

An important property of our algorithm is its linearity with respect to the number of models $|M|$ being the most relevant parameter. In fact, the paper by Amilhastre, Fargier, and Marquis [1] mentions an industrial problem provided by Renault DVI, where the cardinality of the set of vectors is $|M|=1.5 \cdot 10^{12}$ with the vector arity $\ell=$ 101 over a domain of size $|D|=43$. The complement set $\bar{M}$ contains $43^{101}-1.5 \cdot 10^{12}$ vectors; therefore, the naive algorithm is inapplicable in this situation.
4. Prime formulas. The formulas in CNF computed by Algorithm DESCRIPTION in section 3 are of a particular form: The variables in each clause form a prefix of the variable vector $\left(x_{1}, \ldots, x_{\ell}\right)$. As a consequence, although polynomial in the size of the initial relation $M$, the size of the formulas is not minimal. In Example 3.5, for instance, it can be easily seen that several literals and even clauses can be removed from the formula. We investigate in this section a way to shorten formulas. To this aim we generalize the notion of a prime formula in propositional logic to the case of finite domains and show how to obtain such a prime formula in CNF describing the given relation $M$. Note that although we apply the minimization process to the formulas produced by our algorithm, it can be applied to any formula in CNF.

The notion of primality and prime clauses in many-valued logic was considered for the first time by Murray and Rosenthal in [23].
4.1. Notions of primality. Recall that a clause of a propositional formula $\varphi$ in CNF is said to be prime (with respect to $\varphi$ ) if $\varphi$ implies none of its proper subclauses. This leads to the following straightforward generalization. Let $\varphi$ be a CNF formula over some finite totally ordered domain. A clause $c=\left(l_{1} \vee \cdots \vee l_{q}\right)$ of $\varphi$ is said to be prime (with respect to $\varphi$ ) if for each $i=1, \ldots, q$ there exists a model $m_{i} \in \operatorname{Sol}(\varphi)$ not satisfying the reduced clause $c \backslash l_{i}=\left(l_{1} \vee \cdots \vee l_{i-1} \vee l_{i+1} \cdots \vee l_{q}\right)$. The formula $\varphi$ is said to be prime if all its clauses are prime.

However, this notion of primality considers each literal as a whole. This is adequate in the case of classical propositional logic but does not meet our requirements in the case of larger domains. The following more sophisticated notion of primality also considers the value $d$ involved in a literal $x \leq d$ or $x \geq d$.

Definition 4.1 (primality). For a variable $x$ and $a$ pair of values $d, d^{\prime} \in D$ satisfying the relation $d^{\prime}>d$ (resp., $d^{\prime}<d$ ), the literal $x \geq d^{\prime}$ (resp., $x \leq d^{\prime}$ ) is said
to be stronger than the literal $x \geq d$ (resp., $x \leq d$ ). The constant false is stronger than any other nonfalse literal. Removal of a literal from a clause is a particular case of strengthening, namely, of this literal to the constant false.

Let $\varphi$ be a CNF formula over a finite totally ordered domain D. A clause $c$ in $\varphi$ is prime with respect to $\varphi$ if strengthening any literal in $c$ yields a clause which is not implied by $\varphi$. A formula $\varphi$ is prime if all its clauses are prime.

As in the propositional case, it is easily seen that for a given formula $\varphi$ there always exists at least one prime formula $\varphi^{\prime}$ which is logically equivalent to $\varphi$ and can be obtained from $\varphi$ by strengthening and removing some of its literals. If $\varphi$ is already prime, then $\varphi$ and $\varphi^{\prime}$ are identical.

The interest in this new, stronger notion of primality comes from efficiency requirements. In fact, the presence of a literal $x \leq d$ or $x \geq d$ instead of $x \leq d^{\prime}$ or $x \geq d^{\prime \prime}$, respectively, for $d<d^{\prime}$ or $d>d^{\prime \prime}$ reduces the search space during a search for a suitable satisfying assignment.
4.2. Algorithm. Given a CNF formula $\varphi$, we show how to efficiently compute a prime formula $\varphi^{\prime}$ satisfying the equality $\operatorname{Sol}(\varphi)=\operatorname{Sol}\left(\varphi^{\prime}\right)$. Our algorithm, specified in Figure 4.1, is inspired by the one presented in [25] for the Boolean domain. The algorithm considers each clause $l_{1} \vee \cdots \vee l_{q}$ of $\varphi$ separately. First, it determines for each model $m_{k}$ the last literal satisfied by it and stores the index of the literal in the array last $[k]$ (lines 3-9). Then the literals are strengthened in turn, starting with the first one.

Suppose that the literal is positive; i.e., it is of the form $x_{i} \geq d$ (lines 12-20). Strengthening means to increase the value of $d$. Some models that satisfied the literal before might not satisfy the literal after strengthening. This is a problem only for those models for which the literal was the last possibility to make the clause true (remember that for a model to satisfy a clause it suffices to satisfy a single literal). Therefore, we choose the new value $d^{\prime}$ as the minimum of all such models (lines 14-19) and construct the new literal as $x_{i} \geq d^{\prime}$. Negative literals are handled dually by taking the maximum (lines $21-30$ ). If the literal is redundant, i.e., if no model depends on it as its last literal, the minimum (maximum) would have to be taken over the empty set; in this case we set $d^{\prime}$ to $n$ (resp., -1 ).

Line 31 checks whether the literal is redundant. If it is not redundant, it is added to the new clause constructed to replace the old one (line 32). Finally, all models $m_{k}$ satisfying the new literal are marked by setting last $[k]$ to zero (lines 33-37). As a consequence, the minimum/maximum computations for the remaining literals will ignore these models.

Example 4.2. Let $x_{1} \leq 3 \vee x_{2} \leq 3 \vee x_{3} \leq 0 \vee x_{3} \geq 4$ be the clause under consideration, and let $M$ be as in Example 3.5. The array last is set to the values

|  | 010 | 013 | 220 | 440 | 444 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| last | 3 | 2 | 3 | 3 | 4 |

The first literal is eliminated since there is no model $m_{k}$ such that last $[k]=1$. The second literal is strengthened to $x_{2} \leq 1$ since $d^{\prime}=1$ for $j=2$. The last two literals remain unchanged, since the maximum for $j=3$ is $d^{\prime}=0$ and the minimum for $j=4$ is $d^{\prime}=4$. Hence the reduced clause is equal to $x_{2} \leq 1 \vee x_{3} \leq 0 \vee x_{3} \geq 4$.

The PRIMALITY algorithm applied to the whole formula $\varphi(M)$ from Example 3.5

```
Algorithm: PRIMALITY
Input: A formula \(\varphi\) in conjunctive normal form and a nonempty set \(M \subseteq D^{\ell}\) of
vectors such that \(\operatorname{Sol}(\varphi)=M\).
Output: A reduced prime formula \(\varphi^{\prime}\) such that \(\operatorname{Sol}(\varphi)=\operatorname{Sol}\left(\varphi^{\prime}\right)\).
Method:
    \(\varphi^{\prime} \leftarrow\) true
    for all clauses \(c=\left(l_{1} \vee \cdots \vee l_{q}\right) \in \varphi\) do \(\triangleright\) compute the vector last
    for \(k \leftarrow 1\) to \(|M|\) do
        for \(j \leftarrow 1\) to \(q\) do
            if \(m_{k}\) satisfies \(l_{j}\) then
                    last \([k] \leftarrow j\)
            end if
        end for
    end for
    \(c^{\prime} \leftarrow\) false \(\quad \triangleright\) greedy strengthening of literals
    for \(j \leftarrow 1\) to \(q\) do
        if \(l_{j}\) is positive then
            let \(l_{j}=x_{i} \geq d\)
            \(d^{\prime} \leftarrow n \quad \triangleright d^{\prime}=\min \left(\{n\} \cup\left\{m_{k}[i]|1 \leq k \leq|M|, \operatorname{last}[k]=j\}\right)\right.\)
            for \(k \leftarrow 1\) to \(|M|\) do
                if last \([k]=j\) then
                        \(d^{\prime} \leftarrow \min \left(d^{\prime}, m_{k}[i]\right)\)
                end if
            end for
            \(l^{\prime} \leftarrow x_{i} \geq d^{\prime}\)
        else
            let \(l_{j}=x_{i} \leq d\)
            \(d^{\prime} \leftarrow-1 \quad \triangleright d^{\prime}=\max \left(\{-1\} \cup\left\{m_{k}[i]|1 \leq k \leq|M|\right.\right.\), last \(\left.[k]=j\}\right)\)
            for \(k \leftarrow 1\) to \(|M|\) do
                if last \([k]=j\) then
                    \(d^{\prime} \leftarrow \max \left(d^{\prime}, m_{k}[i]\right)\)
                    end if
            end for
            \(l^{\prime} \leftarrow x_{i} \leq d^{\prime}\)
        end if
        if \(0 \leq d^{\prime} \leq n-1\) then
            \(c^{\prime} \leftarrow c^{\prime} \vee l^{\prime}\)
            for \(k \leftarrow 1\) to \(|M|\) do
                    if \(m_{k}\) satisfies \(l^{\prime}\) then
                        last \([k] \leftarrow 0\)
            end if
            end for
        end if
    end for
    \(\varphi^{\prime} \leftarrow \varphi^{\prime} \wedge c^{\prime}\)
    end for
    return \(\varphi^{\prime}\)
```

FIG. 4.1. Reduction to a prime formula.
returns the reduced formula

$$
\begin{aligned}
\varphi^{\prime}(M) & =\left(x_{3} \leq 0 \vee x_{3} \geq 3\right) \wedge\left(x_{1} \leq 0 \vee x_{1} \geq 2\right) \wedge\left(x_{1} \leq 2 \vee x_{1} \geq 4\right) \\
& \wedge\left(x_{2} \leq 1 \vee x_{3} \leq 0 \vee x_{3} \geq 4\right) \wedge\left(x_{2} \geq 1\right) \wedge\left(x_{1} \leq 0 \vee x_{2} \geq 2\right) \\
& \wedge\left(x_{1} \leq 2 \vee x_{2} \geq 4\right) \wedge\left(x_{1} \geq 2 \vee x_{2} \leq 1\right) \wedge\left(x_{2} \geq 4 \vee x_{3} \leq 3\right) \\
& \wedge\left(x_{1} \geq 4 \vee x_{2} \leq 2\right) \wedge\left(x_{2} \leq 1 \vee x_{2} \geq 4 \vee x_{3} \leq 0\right)
\end{aligned}
$$

Note that $\varphi^{\prime}(M)$ is a Horn formula with at most three literals per clause.
ThEOREM 4.3. For a formula $\varphi$ in conjunctive normal form (CNF) there exists a logically equivalent prime formula $\varphi^{\prime}$ such that $\operatorname{Sol}(\varphi)=\operatorname{Sol}\left(\varphi^{\prime}\right)$, which can be computed in time $O(|\varphi||M| \ell \log |D|)$, where $|\varphi|$ is the number of clauses in $\varphi$.

Proof. The time complexity directly follows from Figure 4.1. To prove the correctness of the algorithm, let $c$ be a clause of $\varphi$ and $c^{\prime}$ be the clause obtained from $c$ by running Algorithm PRIMALITY.

We first show that the models satisfying $c$ are the same as those satisfying $c^{\prime}$. The lines $3-9$ set last $[k]$ to a value in $\{1, \ldots, q\}$ for every $k$, since every model in $M$ satisfies at least one literal in $c$. Moreover, last $[k]$ is set to zero if and only if the corresponding model satisfies the literal added to $c^{\prime}$. Obviously every element of last will eventually be set to zero: either the model "accidentally" satisfies a new literal before the last one, or otherwise the new literal derived from the literal identified by $l a s t[k]$ is satisfied by $m_{k}$. Therefore, we have $\operatorname{Sol}(\varphi)=\operatorname{Sol}\left(\varphi^{\prime}\right)$.

It remains to show that $c^{\prime}$ is prime. According to Definition 4.1 we have to prove that no literal from $c^{\prime}$ can be removed or strengthened. Consider the start of the $j$ th iteration of the for-loop in lines 11-39. Construct the set $M^{(j)}=\left\{m_{k}|1 \leq k \leq|M|\right.$, last $[k]=j\}$. The models in $M^{(j)}$ satisfy none of the literals added to $c^{\prime}$ so far (otherwise their last-entry would have been set to zero, preventing their inclusion into the set $M^{(j)}$ ), nor will they satisfy any future literal since the $j$ th literal is the last one satisfied by the models. Therefore, the literal constructed in this iteration cannot be dropped from $c^{\prime}$ without changing the set of satisfying models. Now suppose that the literal considered in this round is $l_{j}=x_{i} \geq d$ (the other case is dual). Let $m^{(j)}$ be one of the models in $M^{(j)}$ for which the $i$ th component is minimal, i.e., $m^{(j)}[i]=d^{\prime}$. It satisfies $x_{i} \geq d^{\prime}$ but clearly no other literal $x_{p} \geq d_{p}$ satisfying $d_{p}>d^{\prime}$. We conclude that the literals added to $c^{\prime}$ can be neither removed nor strengthened, which implies that $c^{\prime}$ is prime.

Combining Algorithms Description and primality, i.e., first describing $M$ by means of a CNF formula $\varphi(M)$, followed by a reduction of $\varphi(M)$ to a prime formula, we get the following result.

Corollary 4.4. For each set of vectors $M \subseteq D^{\ell}$ over a finite totally ordered domain $D$ there exists a prime formula $\varphi$ in $C N F$ such that $M=\operatorname{Sol}(\varphi)$. The algorithm constructs $\varphi$ in time $O\left(|M|^{2} \ell^{2} \log |D|\right)$.
5. Horn formulas. Horn clauses and formulas constitute a frequently studied subclass of propositional formulas. This is due to the fact that there exists a polynomial-time algorithm for deciding their satisfiability problem. It turns out that this is still the case for Horn formulas over finite domains [4], which motivates our study of their description and identification problems. As we will see, the sets of vectors described by Horn formulas are closed under the minimum operation.

A question may arise about the usefulness and practical implications of computing a Horn formula $\varphi(M)$ for a given set of vectors $M$ whenever it is possible. Since the complexity of the description algorithm is determined by the cardinality of the
set of vectors $M$, it may seem superfluous to compute a Horn formula describing them. However, imagine a two-stage procedure, where first a describing formula $\varphi$ is computed offline for the set of vectors $M$, followed by its extensive use during a second stage for online reasoning. It is obvious that we prefer a structurally simpler formula $\varphi$ for the second stage reasoning process. There exist numerous examples in logic and automated deduction (see, e.g., the survey [3] in case of many-valued logics), like resolution or several tableau methods, where it is more efficient to work with Horn clauses or Horn formulas, compared with general formulas in CNF.
Problem: DESCRIPTION[HORN].
Input: A finite set of vectors $M \subseteq D^{\ell}$, closed under conjunction, over a finite totally ordered domain $D$.
Output: A Horn formula $\varphi$ over $D$ such that $\operatorname{Sol}(\varphi)=M$.
The general construction in section 3 does not guarantee that the final formula is Horn whenever the set $M$ is closed under conjunction. For instance, there exists a Horn formula describing the set $M$ presented in Example 2.2, but the formula $\varphi(M)$ computed by the DESCRIPTION algorithm in Example 3.5 is not Horn. Therefore, we must reduce the clauses of the formula $\varphi$, produced in section 3, to obtain only Horn clauses. For this, we will modify a construction proposed by Jeavons and Cooper in [21]. Their method is exponential, since it proposes to construct a Horn clause for each vector in the complement set $D^{\ell} \backslash M$. We will first adapt the method of Jeavons and Cooper to get a polynomial-time algorithm and then propose a more sophisticated implementation of the approach that will guarantee us an algorithm with even lower asymptotic complexity.

Let $\varphi(M)$ be a formula produced by the DESCRIPTION algorithm in section 3, and let $c$ be a clause from $\varphi(M)$. We denote by $c^{-}$the disjunction of the negative literals in $c$. The vectors in $M$ satisfying a negative literal in $c$ also satisfy the restricted clause $c^{-}$. Hence we have only to care about the vectors that satisfy a positive literal but no negative literals in $c$, described by the set

$$
M_{c}=\left\{m \in M \mid m \not \vDash c^{-}\right\}
$$

If $M_{c}$ is empty, we can replace the clause $c$ by $h(c)=c^{-}$in the formula $\varphi(M)$ without changing the set of models $\operatorname{Sol}(\varphi)$. Otherwise, note that $M_{c}$ is closed under conjunction, since $M$ is already closed under this operation. Indeed, if the vectors $m$ and $m^{\prime}$ falsify every negative literal $x \leq d$ of $c^{-}$, then the conjunction $m \wedge m^{\prime}$ falsifies the same negative literals. Hence $M_{c}$ contains a unique minimal model $m_{*}=\bigwedge M_{c}$. Every positive literal in $c$ satisfied by $m_{*}$ is also satisfied by all vectors in $M_{c}$. Let $l$ be a positive literal from $c$ and satisfied by $m_{*}$. There exists at least one such literal since otherwise $m_{*}$ would satisfy neither $c^{-}$nor any positive literal in $c$; hence it would not be in $M_{c}$. Then $c$ can be replaced with the Horn clause $h(c)=l \vee c^{-}$, without changing the set of models $\operatorname{Sol}(\varphi)$. We obtain a Horn formula $h(M)$ for a Horn set $M$ by replacing every non-Horn clause $c$ in $\varphi(M)$ by its Horn restriction $h(c)$.

Example 5.1. Consider again the set of vectors $M=\{010,013,220,440,444\}$ and the non-Horn clause $c=\left(x_{1} \geq 1 \vee x_{2} \leq 0 \vee x_{2} \geq 2 \vee x_{3} \leq 0 \vee x_{3} \geq 3\right)$ from Example 3.5. We have $c^{-}=\left(x_{2} \leq 0 \vee x_{3} \leq 0\right)$; thus any subclause of $c$ containing $c^{-}$is already satisfied by the vectors 010,220 , and 440 . We need to keep a positive literal from $c$ in order to satisfy the reduced clause also by the vectors $013,444 \in M$. In other words, we have $M_{c}=\{013,444\}$. The unique minimal model is $m_{*}=013 \wedge 444=013$. Since the minimal model $m_{*}$ satisfies the positive literal $\left(x_{3} \geq 3\right)$ in $c$, we can reduce the clause $c$ to $h(c)=\left(x_{3} \geq 3 \vee x_{2} \leq 0 \vee x_{3} \leq 0\right)$.

The length of $h(M)$ is basically the same as that of $\varphi(M)$. The number of clauses is the same and the length of clauses is $O(\ell \log |D|)$ in both cases. There are at most $2 \ell$ literals in each clause of $\varphi(M)$ (one positive and one negative literal per variable) versus $\ell+1$ literals in each clause of $h(M)$ (one negative literal per variable plus a single positive literal).

The construction of each Horn clause $h(c)$ requires time $O(|M| \ell \log |D|)$. Indeed, for every vector $m \in M$ we have to evaluate at most $\ell$ negative literals in $c$ to find out whether $m$ belongs to $M_{c}$. The evaluation of a literal takes time $O(\log |D|)$. Hence the computation of the set $M_{c}$ takes time $O(|M| \ell \log |D|)$. To obtain $m_{*}=\bigwedge M_{c}$, we have to compute $\left|M_{c}\right|-1$ conjunctions between vectors of length $\ell$, each of the $\ell$ conjunctions taking time $O(\log |D|)$. Therefore, $m_{*}$ can also be computed in time $O(|M| \ell \log |D|)$. Since there are at most $2|M| \ell$ clauses in $\varphi(M)$, the transformation of $\varphi(M)$ into $h(M)$ can be done in time $O\left(|M|^{2} \ell^{2} \log |D|\right)$. Hence, the whole algorithm producing the Horn formula $h(M)$ from the set of vectors $M$ runs in time $O\left(|M|^{2} \ell^{2} \log |D|\right)$.

Note that we can also use the PRIMALITY algorithm to reduce a CNF formula $\varphi$ to a Horn formula $h(\varphi)$ whenever there exists a Horn formula logically equivalent to $\varphi$. The application of the PRImALITY algorithm yields the same asymptotic time complexity as the aforementioned method according to Corollary 4.4. However, neither the application of the PRIMALITY algorithm nor the aforementioned method are asymptotically optimal.

Another interest for using the primality algorithm comes from the fact that this method does not need the assumption that $M$ is closed under conjunction. Indeed, once we compute a prime formula describing $M$, we can conclude that $M$ is Horn if the obtained prime formula is Horn. We will return to this issue in section 6 on bijunctive formulas.

We now describe a new algorithm that significantly outperforms the previous methods in terms of running time. This new algorithm is inspired by the one from [17] for the Boolean case. The basic idea is to describe the set $M$ directly by means of a CNF formula as in section 3, but keeping only one or no positive literal in each obtained clause. For this purpose, we define the terms hmiddle $(k, i)$, $\operatorname{hleft}(k+1, i)$, and $\operatorname{hright}(k, i)$ that replace the corresponding terms defined in section 3. The replacement of the previous terms by the new ones is based on the following lemma.

Lemma 5.2. Let $M \subseteq D^{\ell}$ be a finite set of vectors closed under conjunction and let $c$ be a clause satisfied by each model $m \in M$. Then there exists a Horn subclause $h(c)$ of $c$ that is satisfied by every model from $M$.

Proof. If $c$ contains only one or no positive literals, then we set $h(c)$ equal to $c$. Otherwise, let $c=\left(x_{i} \geq a \vee x_{j} \geq b \vee c^{\prime}\right)$ be a clause containing two different positive literals, where $i \neq j$ since otherwise one of the two positive literals would be implied by the other and could therefore be eliminated. Assume that neither $x_{i} \geq a$ nor $x_{j} \geq b$ can be removed from $c$ if the truth of $c$ with respect to $M$ has to be preserved. Then there must be two models $m, m^{\prime} \in M$ satisfying the conditions $m[i] \geq a, m[j]<b$ and $m^{\prime}[i]<a, m^{\prime}[j] \geq b$. Moreover, neither $m$ nor $m^{\prime}$ satisfy the rest of the clause $c^{\prime}$. Then it can be easily seen that $\left(m \wedge m^{\prime}\right)[i]<a,\left(m \wedge m^{\prime}\right)[j]<b$, and that the model $m \wedge m^{\prime}$ does not satisfy $c^{\prime}$. Hence, the model $m \wedge m^{\prime} \in M$ does not satisfy the clause $c$. This contradicts the hypothesis because $M$ is closed under conjunction.

We now define the terms for the Horn formulas by distinguishing the cases hmiddle, hleft, and hright. The conditions of their application are inherited from
section 3. The first two cases are relatively easy to determine:

$$
\begin{aligned}
\operatorname{hmiddle}(k, i) & =\bigwedge_{j<i}\left(x_{j} \geq m_{k}[j]\right) \wedge\left(x_{i}>m_{k}[i]\right) \wedge\left(x_{i}<m_{k+1}[i]\right) \\
\operatorname{hleft}(k+1, i) & =\bigwedge_{j<i}\left(x_{j} \geq m_{k+1}[j]\right) \wedge\left(x_{i}<m_{k+1}[i]\right)
\end{aligned}
$$

We can easily see that $\neg \operatorname{hmiddle}(k, i)$ and $\neg$ hleft $(k+1, i)$ are Horn clauses. Observe that $\neg \operatorname{hleft}(k+1, i)$ implies $\neg \operatorname{left}(k+1, i)$. We will show that the rightmost literal cannot be removed from $\neg \operatorname{left}(k+1, i)$ when we compute the Horn subclause $\neg \operatorname{hleft}(k+1, i)$. From the tree $T_{M}$ and the term left $(k+1, i)$ observe that the clause $c=\neg \operatorname{left}(k+1, i) \backslash\left(x_{i} \geq m_{k+1}[i]\right)$ is falsified by at least one model in $M$. Therefore, there is no Horn subclause $h(c)$ of $c$ that is satisfied by all models in $M$. Since $M$ is closed under conjunction, from Lemma 5.2 it follows that there must be a Horn subclause $h(c)$ of $c$ that is satisfied by all models of $M$. Hence, the clause $h(c)$ must contain the literal $x_{i} \geq m_{k+1}[i]$ and since it is Horn, it must be a subclause of $\neg \operatorname{hleft}(k+1, i)$. Similarly for hmiddle $(k, i)$, the construction ensures that the rightmost literal cannot be removed from $\neg \operatorname{middle}(k, i)$, since otherwise the clause $\neg \operatorname{middle}(k, i)$ would be equal to $\neg \operatorname{right}(k, i)$. Thus all other positive literals can be removed from $\neg \operatorname{middle}(k, i)$ to obtain the Horn subclause $\neg \operatorname{hmiddle}(k, i)$.

The construction of the term $\operatorname{hright}(k, i)$ is more involved. Recall that for all convenient parameters $k$ and $i$ we have the clause

$$
\neg \operatorname{right}(k, i)=\bigvee_{j<i}\left(x_{j}<m_{k}[j] \vee x_{j}>m_{k}[j]\right) \vee\left(x_{i} \leq m_{k}[i]\right)
$$

We look for the positive literals that can be removed from $\neg \operatorname{right}(k, i)$ in order to derive the term hright $(k, i)$. For this purpose, construct the set

$$
M(k, i)=\left\{m \in M \mid m[i]>m_{k}[i] \text { and } \forall j<i, m[j] \geq m_{k}[j]\right\}
$$

for the given parameters $k$ and $i$. Clearly, $M(k, i)$ is the set of all vectors from $M$ that falsify all negative literals in $\neg \operatorname{right}(k, i)$. The set $M(k, i)$ corresponds to the previously defined set $M_{c}$ for $c=\neg \operatorname{right}(k, i)$.

We distinguish the cases $M(k, i)=\emptyset$ and $M(k, i) \neq \emptyset$. When the set $M(k, i)$ is empty, this means that every model $m \in M$ satisfies at least one negative literal in $\neg \operatorname{right}(k, i)$. Thus we can construct $\neg \operatorname{hright}(k, i)$ from $\neg \operatorname{right}(k, i)$ by removing all positive literals. In other words, $\operatorname{hright}(k, i)$ is obtained from $\operatorname{right}(k, i)$ by removing all negative literals.

When the set $M(k, i)$ is nonempty, we know from Lemma 5.2 that there exists a positive literal in $\neg \operatorname{right}(k, i)$ which is satisfied by all models in $M(k, i)$. This amounts to the computation of intersection $\bigwedge M(k, i)$ followed by a choice of a model from it, but we need to do it in a more sophisticated way than in the previous Horn method if we wish to obtain an algorithm with lower asymptotic complexity. Let us define a function that will compute the position of the kept literal:

$$
\operatorname{pos}(k, i)=\max _{1 \leq j \leq k}\left\{j \mid \exists m \in M(k, i) \text { such that } \forall p, p<j \text { implies } m[p] \leq m_{k}[p]\right\}
$$

Note that since every model $m \in M(k, i)$ satisfies the clause $\neg \operatorname{right}(k, i)$ and thus at least one of its positive literals, the condition $\operatorname{pos}(k, i)<i$ is satisfied.

```
Algorithm: POS
Input: Nonempty set \(M \subseteq D^{\ell}\) of vectors and a parameter \(k\).
Output: The position function \(\operatorname{pos}(k)\).
Method:
    for \(i \leftarrow 1\) to \(\ell\) do
        \(\operatorname{pos}(k)[i] \leftarrow 0\)
    end for
    for \(k^{\prime} \leftarrow 1\) to \(|M|\) do
        if \(k^{\prime} \neq k\) then
            \(i_{0} \leftarrow 1\)
            while \(i_{0}<\ell\) and \(m_{k^{\prime}}\left[i_{0}\right] \leq m_{k}\left[i_{0}\right]\) do
                \(i_{0} \leftarrow i_{0}+1\)
            end while
            \(i \leftarrow 1\)
            while \(i \leq \ell\) and \(m_{k^{\prime}}[i] \geq m_{k}[i]\) do
                if \(i>\) fork \((k)\) and \(m_{k}[i]<|D|-1\) and \(m_{k^{\prime}}[i]>m_{k}[i]\) then
                        \(\operatorname{pos}(k)[i] \leftarrow \max \left(\operatorname{pos}(k)[i], i_{0}\right)\)
            end if
            \(i \leftarrow i+1\)
            end while
        end if
    end for
    return \(\operatorname{pos}(k)\)
```

FIG. 5.1. Position function $\operatorname{pos}(k, i)$.

The term hright $(k, i)$ is defined as follows:

$$
\operatorname{hright}(k, i)= \begin{cases}\bigwedge_{j<i}\left(x_{j} \geq m_{k}[j]\right) \wedge\left(x_{i}>m_{k}[i]\right) \quad \text { if } M(k, i)=\emptyset \\ \bigwedge_{j<i}\left(x_{j} \geq m_{k}[j]\right) \wedge & \left(x_{i}>m_{k}[i]\right) \wedge\left(x_{\operatorname{pos}(k, i)} \leq m_{k}[\operatorname{pos}(k, i)]\right) \\ & \text { otherwise }\end{cases}
$$

We can finally present the Horn formula $h(M)$ for a set of vectors $M$ closed under conjunction that satisfies the equality $\operatorname{Sol}(h(M))=M$. It resembles the formula $\varphi(M)$ from section 3 modulo some syntactic changes.

$$
\begin{aligned}
h(M) & =\bigwedge\left\{\neg \operatorname{hmiddle}(k, i)\left|0<k<|M|, i=\operatorname{fork}(k), m_{k}[i]+1<m_{k+1}[i]\right\}\right. \\
& \wedge \bigwedge\left\{\neg \operatorname{hleft}(k+1, i)\left|0 \leq k<|M|, \operatorname{fork}(k)<i \leq \ell, m_{k+1}[i]>0\right\}\right. \\
& \wedge \bigwedge\left\{\neg \operatorname{hright}(k, i) \quad\left|0<k \leq|M|, \operatorname{fork}(k)<i \leq \ell, m_{k}[i]<|D|-1\right\}\right.
\end{aligned}
$$

Our algorithm computing the Horn formula $h(M)$ for a given set of vectors $M$ is equivalent to Algorithm DESCRIPTION, where the terms middle $(k, i), \operatorname{left}(k+1, i)$, and $\operatorname{right}(k, i)$ are replaced by the terms hmiddle $(k, i)$, hleft $(k+1, i)$, and $\operatorname{hright}(k, i)$, respectively. Computing the clauses $\neg \operatorname{hmiddle}(k, i)$ and $\neg \operatorname{hleft}(k+1, i)$ does not pose any problems, whereas the clause $\neg \operatorname{hright}(k, i)$ heavily depends on the position function $\operatorname{pos}(k, i)$ which must be computed efficiently. For a given $k$, Algorithm POS in Figure 5.1 computes the values of $\operatorname{pos}(k, i)$ for all positions $i=1, \ldots, \ell$ at the same
time. This is what makes our algorithm efficient. The result is returned in the form of an array $\operatorname{pos}(k)$, where the equality $\operatorname{pos}(k)[i]=\operatorname{pos}(k, i)$ holds for all positions $i$.

The algorithm is based on the following principle. Given a vector $m_{k}$, it considers every vector $m_{k^{\prime}} \in M$ different from $m_{k}$. For a pair of vectors $m_{k}$ and $m_{k^{\prime}}$, the algorithm considers each index $i$ in increasing order. While the condition $m_{k^{\prime}}[i] \geq$ $m_{k}[i]$ (line 11) holds, we are sure that the model $m_{k^{\prime}}$ belongs to $M(k, i)$, and therefore $m_{k^{\prime}}$ is taken into account for the value of $\operatorname{pos}(k, i)$ (line 13). On the other hand, as soon as the condition does not hold any more, then we are sure that for all $j>i$ the vector $m_{k^{\prime}}$ does not belong to $M(k, i)$, and therefore $m_{k^{\prime}}$ does not need to be taken into account for the value of $\operatorname{pos}(k, i)$. Note that the value $\operatorname{pos}[k, i]$ has no meaning for a nonconvenient $i$, and therefore it is set to 0 , which also means $M(k, i)=\emptyset$.

Example 5.3. We already know from Example 4.2 that there exists a Horn formula describing the set of vectors $M=\{010,013,220,440,444\}$. Let us transform the terms middle, left, and right from Example 3.3 to hmiddle, hleft, and hright, respectively. We will get the middle terms

$$
\begin{aligned}
\operatorname{hmiddle}(1,3) & =\left(x_{1} \geq 0\right) \wedge\left(x_{2} \geq 1\right) \wedge\left(x_{3}>0\right) \wedge\left(x_{3}<3\right), \\
\operatorname{hmiddle}(2,1) & =\left(x_{1}>0\right) \wedge\left(x_{1}<2\right), \\
\text { hmiddle }(3,1) & =\left(x_{1}>2\right) \wedge\left(x_{1}<4\right) \\
\text { hmiddle }(4,3) & =\left(x_{1} \geq 4\right) \wedge\left(x_{2} \geq 4\right) \wedge\left(x_{3}>0\right) \wedge\left(x_{3}<4\right)
\end{aligned}
$$

and the left terms

$$
\begin{aligned}
& \operatorname{hleft}(1,2)=\left(x_{1} \geq 0\right) \wedge\left(x_{2}<1\right), \\
& \operatorname{hleft}(3,2)=\left(x_{1} \geq 2\right) \wedge\left(x_{2}<2\right), \\
& \operatorname{hleft}(4,2)=\left(x_{1} \geq 4\right) \wedge\left(x_{2}<4\right)
\end{aligned}
$$

easily. To transform the terms right $(2,2)$, $\operatorname{right}(3,2)$, and $\operatorname{right}(3,3)$ to $\operatorname{hright}(2,2)$, hright(3, 2), and hright(3,3), respectively, we need first to compute the arrays pos(2) and $\operatorname{pos}(3)$. We get

$$
\begin{array}{c|ccc}
\text { pos } & 1 & 2 & 3 \\
\hline 2 & 0 & 1 & 1 \\
3 & 0 & 1 & 1
\end{array}
$$

which implies the terms

$$
\begin{aligned}
& \operatorname{hright}(2,2)=\left(x_{1} \geq 0\right) \wedge\left(x_{2}>1\right) \wedge\left(x_{1} \leq 0\right) \\
& \operatorname{hright}(2,3)=\left(x_{1} \geq 0\right) \wedge\left(x_{2} \geq 1\right) \wedge\left(x_{3}>3\right) \wedge\left(x_{1} \leq 0\right) \\
& \operatorname{hright}(3,2)=\left(x_{1} \geq 2\right) \wedge\left(x_{2}>2\right) \wedge\left(x_{1} \leq 2\right) \\
& \operatorname{hright}(3,3)=\left(x_{1} \geq 2\right) \wedge\left(x_{2} \geq 2\right) \wedge\left(x_{3}>0\right) \wedge\left(x_{1} \leq 2\right)
\end{aligned}
$$

The final Horn formula will be

$$
\begin{aligned}
h(M) & =\left(x_{2} \leq 0 \vee x_{3} \leq 0 \vee x_{3} \geq 3\right) \wedge\left(x_{1} \leq 0 \vee x_{1} \geq 2\right) \wedge\left(x_{1} \leq 2 \vee x_{1} \geq 4\right) \\
& \wedge\left(x_{1} \leq 3 \vee x_{2} \leq 3 \vee x_{3} \leq 0 \vee x_{3} \geq 4\right) \wedge\left(x_{2} \geq 1\right) \wedge\left(x_{1} \leq 1 \vee x_{2} \geq 2\right) \\
& \wedge\left(x_{1} \leq 3 \vee x_{2} \geq 4\right) \wedge\left(x_{1} \geq 1 \vee x_{2} \leq 1\right) \wedge\left(x_{1} \geq 1 \vee x_{2} \leq 0 \vee x_{3} \leq 3\right) \\
& \wedge\left(x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \leq 2\right) \wedge\left(x_{1} \leq 1 \vee x_{1} \geq 3 \vee x_{2} \leq 1 \vee x_{3} \leq 0\right)
\end{aligned}
$$

Theorem 5.4. For each set of vectors $M \subseteq D^{\ell}$ over a finite totally ordered domain $D$ that is closed under conjunction, there exists a Horn formula $\varphi$ such that $M=\operatorname{Sol}(\varphi)$. The formula $\varphi$ contains at most $2|M| \ell$ clauses, its length is $O\left(|M| \ell^{2} \log |D|\right)$, and it can be computed in time $O(|M| \ell(|M|+\ell) \log |D|)$.

Proof. Time complexity is straightforward since we essentially run the DESCRIPTION algorithm from section 3 with the computation of $\operatorname{pos}(k)$ added. As for correctness, it is a consequence of the previously written reasoning in this section.

Using Theorem 5.4, we are able to prove a generalization of a well-known characterization of the set of models $\operatorname{Sol}(\varphi)$ of a Horn formula $\varphi$. We wish to point out that this characterization is not new and was proved before. Indeed, a related characterization in a different setting can be found in [15], and a similar proof can be found in [21]. We mention the result here for completeness.

Proposition 5.5. A set of vectors $M$ over a finite totally ordered domain is closed under conjunction if and only if there exists a Horn formula $\varphi$ satisfying the identity $\operatorname{Sol}(\varphi)=M$.

Proof. Theorem 5.4 shows that there exists a Horn formula $\varphi$ describing a set of vectors $M$ if $M$ is closed under conjunction. It remains to show the converse, namely, that the set $\operatorname{Sol}(\varphi)$ is closed under conjunction if $\varphi$ is a Horn formula. We need to show that for any two models $m$ and $m^{\prime}$ of $\varphi$, their conjunction $m \wedge m^{\prime}$ is also a model of $\varphi$. A model satisfies a Horn formula $\varphi$ if and only if it satisfies every clause of $\varphi$. Therefore, we need to show for each clause $c$ that $m \wedge m^{\prime}$ satisfies $c$ whenever both $m$ and $m^{\prime}$ satisfy $c$. We distinguish two cases.
(i) Clause $c$ contains a positive literal $x \geq d$ that is satisfied by both $m$ and $m^{\prime}$. Then we have $m(x) \geq d$ and $m^{\prime}(x) \geq d$, which implies $\left(m \wedge m^{\prime}\right)(x)=$ $\min \left(m(x), m^{\prime}(x)\right) \geq d$. This proves that $m \wedge m^{\prime}$ satisfies the clause $c$.
(ii) Clause $c$ contains no positive literal satisfied by both $m$ and $m^{\prime}$. Then at least one model, say, $m$, must satisfy a negative literal $x \leq d$ in $c$, i.e., $m(x) \leq d$. We obtain $\left(m \wedge m^{\prime}\right)(x)=\min \left(m(x), m^{\prime}(x)\right) \leq m(x) \leq d$. Hence also $m \wedge m^{\prime}$ satisfies $c$.

If we interchange conjunctions with disjunctions of models, as well as positive and negative literals throughout section 5, we obtain identical results for dual Horn formulas.

Theorem 5.6. A set of vectors $M \subseteq D^{\ell}$ over a finite ordered domain $D$ is closed under disjunction if and only if there exists a dual Horn formula $\varphi$ satisfying the identity $M=\operatorname{Sol}(\varphi)$. Given $M$ closed under disjunction, the dual Horn formula $\varphi$ contains at most $2|M| \ell$ clauses, and its length is $O\left(|M| \ell^{2} \log |D|\right)$. It can be constructed in time $O(|M| \ell(|M|+\ell) \log |D|)$.
6. Bijunctive formulas. Bijunctive clauses and formulas present another frequently studied subclass of propositional formulas, once more because there exists a polynomial-time algorithm for deciding their satisfiability which generalizes to the finite-domain case [5]. We investigate in this section the description problem for a generalization of bijunctive formulas to ordered finite domains, namely, for sets of vectors closed under the median operation.
Problem: Description[bijunctive].
Input: A finite set of vectors $M \subseteq D^{\ell}$, closed under median, over a finite totally ordered domain $D$.
Output: A bijunctive formula $\varphi$ over $D$ such that $\operatorname{Sol}(\varphi)=M$.
Once again, the general construction in section 3 does not guarantee that the final formula is bijunctive whenever the set $M$ is closed under median. Therefore,
we add a postprocessing step that transforms the formula $\varphi$ into a bijunctive one $b(\varphi)$. Let $\varphi(M)$ be the formula produced by the method of section 3, and let $c$ be a clause from $\varphi(M)$. We construct a bijunctive restriction $b(\varphi)$ by removing appropriate literals from $\varphi$ such that no more than two literals remain in each clause. Since $\varphi$ is a CNF, any model of $b(\varphi)$ is still a model of $\varphi$. The converse does not hold in general. However, if $\operatorname{Sol}(\varphi)$ is closed under median, the method presented below preserves the models; i.e., every model of $\varphi$ remains a model of $b(\varphi)$. In the proof we need the following simple lemma.

Lemma 6.1. The model $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$ satisfies a literal $l$ if and only if at least two of the models $m_{1}, m_{2}$, and $m_{3}$ satisfy $l$.

Proof. Recall the identities med $\left(m_{1}, m_{2}, m_{3}\right)=\left(m_{1} \vee m_{2}\right) \wedge\left(m_{2} \vee m_{3}\right) \wedge\left(m_{3} \vee m_{1}\right)=$ $\left(m_{1} \wedge m_{2}\right) \vee\left(m_{2} \wedge m_{3}\right) \vee\left(m_{3} \wedge m_{1}\right)$. Recall also that $m \wedge m^{\prime}$ and $m \vee m^{\prime}$ are shorthand for the more cumbersome prefix notation $\min \left(m, m^{\prime}\right)$ and $\max \left(m, m^{\prime}\right)$, respectively. Let $l$ be satisfied by at least two models, say, $m_{1}$ and $m_{2}$. If the literal $l$ is positive, then it is also satisfied by the models $m_{1} \vee m_{2}, m_{2} \vee m_{3}$, and $m_{3} \vee m_{1}$. If the literal $l$ is negative, then it is also satisfied by the models $m_{1} \wedge m_{2}, m_{2} \wedge m_{3}$, and $m_{3} \wedge m_{1}$. Hence, in both cases, $l$ is also satisfied by $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$.

Conversely, if $l$ is satisfied only by one model, say, $m_{1}$, or if $l$ is not satisfied by any of the three models, then it is falsified by the model $m_{2} \vee m_{3}$ if $l$ is positive and by the model $m_{2} \wedge m_{3}$ if $l$ is negative. Hence, the literal $l$ cannot be satisfied by $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$.

DEfinition 6.2. We say that a literal $l$ is essential for a clause $c$ with respect to a set of models $M$ if there is a model $m \in M$ that satisfies l, but no other literal in $c$. We also say that $m$ is a justification for $l$ with respect to $M$.

Obviously, we may remove nonessential literals from $c$ without losing models. It remains to show that no clause from $\varphi$ contains more than two essential literals.

To derive a contradiction, suppose that $c$ is a clause from $\varphi$ containing at least three essential literals, say, $l_{1}, l_{2}$, and $l_{3}$. Let $m_{1}, m_{2}$, and $m_{3}$ be their justifications; i.e., for each $i$ we have $m_{i} \models l_{i}$ and $m_{i}$ does not satisfy any other literal in $c$. According to Lemma 6.1, in this case the model $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$ satisfies no literal at all. Hence $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$ satisfies neither $c$ nor $\varphi$, which contradicts the assumption that $\operatorname{Sol}(\varphi)$ is closed under median.

The previous discussion suggests applying the following algorithm to every clause $c$ of $\varphi$. For every literal $l$ in $c=c^{\prime} \vee l$, check whether the remaining clause $c^{\prime}$ is still satisfied by all models in $M$. If the answer is yes, the literal is not essential and can be removed. Otherwise, it is one of the (at most) two literals in the final bijunctive clause $b(c)$. As we can easily see, this operation is performed by the PRIMALITY algorithm from section 4.

ThEOREM 6.3. For each set of vectors $M \subseteq D^{\ell}$ over a finite ordered domain $D$ that is closed under median, there exists a bijunctive formula $\varphi$ such that $M=\operatorname{Sol}(\varphi)$. The length of $\varphi$ is $O(|M| \ell(\log \ell+\log |D|))$, and it contains at most $2|M| \ell$ clauses. The algorithm constructing $\varphi$ runs in time $O\left(|M|^{2} \ell^{2} \log |D|\right)$.

Proof. The main part of the result follows from Theorems 3.6 and 4.3. Concerning the length of $\varphi$, note that each clause contains at most two literals. Each literal consists of a variable and one domain element. Hence we can represent a literal by the index of its variable and the domain value, both written in binary. Therefore, the length of a literal and subsequently of each bijunctive clause is $O(\log \ell+\log |D|)$. Since there are at most $2|M| \ell$ clauses, this implies the length of $\varphi$.

Similarly to the Horn and dual Horn formulas, we get a nice relation between bijunctive formulas by means of a closure property.

Proposition 6.4. A set of vectors $M$ over a finite totally ordered domain is closed under median if and only if there exists a bijunctive formula $\varphi$ satisfying the identity $M=\operatorname{Sol}(\varphi)$.

Proof. Theorem 6.3 shows that there exists a bijunctive formula for every set of vectors $M$ closed under median. It remains to show the converse, namely, that $\operatorname{Sol}(\varphi)$ is closed under median if $\varphi$ is a bijunctive formula. Since $\varphi$ is a conjunction of clauses, it is sufficient to show the closure property for a bijunctive clause $c=l \vee l^{\prime}$. Let $m_{1}$, $m_{2}$, and $m_{3}$ be three models of $c$. From the pigeonhole principle it follows that one of the two literals $l$ or $l^{\prime}$ of the clause $c$ is satisfied by at least two models. Hence, by Lemma 6.1, at least one of the two literals $l$ and $l^{\prime}$, and therefore also the clause $c$, is satisfied by $\operatorname{med}\left(m_{1}, m_{2}, m_{3}\right)$.

We wish to point out that contrary to the Horn case, the most efficient known algorithm for the bijunctive description problem does not seem to lift well from the Boolean to the finite domain. Dechter and Pearl [11] showed that in the Boolean case this problem can be solved in time $O\left(|M| \ell^{2}\right)$, which is better than our result even when ignoring the unavoidable factor $\log |D|$. Their algorithm generates first all the $O\left(\ell^{2}\right)$ bijunctive clauses built from the variables of the formula, followed by an elimination of those falsified by a vector from $M$, where the bijunctive formula is the conjunction of the retained clauses. However, there are $O\left(\ell^{2}|D|^{2}\right)$ bijunctive clauses for a finite domain $D$ yielding an algorithm with time complexity $O\left(|M| \ell^{2}|D|^{2}\right)$, which is exponential in the size $O(\log |D|)$ of the domain elements.

Another idea, not applicable more efficiently in the finite domain case, is that of projecting $M$ onto each pair of variables and then computing a bijunctive formula for each projection. This requires time $O\left(|M| \ell^{2}\right)$ in the Boolean case, since we need only to compute a CNF for each projection. A CNF for a projection is always bijunctive; thus only the general Algorithm Description has to be used. However, in the finite domain case, computing a formula with Algorithm DESCRIPTION does not necessarily yield a bijunctive CNF. Each clause can contain up to four literals, a positive and a negative one for each variable. Thus we need to use an algorithm for computing a bijunctive CNF, like that of Theorem 6.3, yielding an overall time complexity of $O\left(|M|^{2} \ell^{2} \log |D|\right)$.

Finally, let us return to the identification problem. As was mentioned in the introduction, our results present an elegant and unified algorithm for identification of Horn, dual Horn, and bijunctive sets of vectors. Given a set of vectors $M$, the method presented by the PRIMALITY algorithm computes a prime formula $\varphi$ satisfying the identity $\operatorname{Sol}(\varphi)=M$. Then we check in linear time whether it is Horn, dual Horn, or bijunctive. The results in sections 5 and 6 ensure that the resulting formula $\varphi$ is Horn, dual Horn, or bijunctive if and only if $M$ is a Horn, dual Horn, or bijunctive set of vectors, respectively. This generalizes the result presented by Zanuttini and Hébrard in [25].
7. Changing the literals. We finish the paper with a short discussion of the description problems for a slightly different formalism, where only the literals are changed.

If we change the underlying notion of literals, using the expressions $x=d$ and $x \neq d$ as basic building blocks, the situation changes drastically. Former positive literal $x \geq d$ becomes shorthand for the disjunction $(x=d) \vee(x=d+1) \vee \cdots \vee$ $(x=n-1)$, whereas the former negative literal $x \leq d$ now represents the disjunction $(x=0) \vee(x=1) \vee \cdots \vee(x=d)$. Even if we compress literals containing the same variable into a bit vector, the new representation still needs $n$ bits; i.e., its size is $O(n)$.

Compared to the former literals of size $O(\log n)$, this amounts to an exponential blowup. As an immediate consequence, the algorithms given in the preceding sections become exponential, since we have to replace literals like $x_{i}<m_{k}[i], x_{i}>m_{k}[i]$, and $x_{i}<m_{k+1}[i]$ by disjunctions of equalities.

The satisfiability problem for formulas in CNF over finite totally ordered domains with basic operators $\leq$ and $\geq$ is defined similarly to Boolean satisfiability. The complexity of these problems was studied for fixed domain cardinalities, from the standpoint of many-valued logics, by Béjar, Hähnle, and Manyà [6] and Hähnle [16]. The NP-completeness proof for Boolean satisfiability generalizes uniformly to finite ordered domains. Béjar, Hähnle, and Manyà [6] and Hähnle [16] proved that the satisfiability problems restricted to Horn, dual Horn, and bijunctive formulas are decidable in polynomial time for a fixed domain cardinality. These algorithms can be generalized to arbitrary domain cardinalities, adding only the unavoidable factor $\log |D|$.

The satisfiability of formulas in CNF is also affected when switching to $=$ and $\neq$ as basic operators. While the satisfiability problem for general formulas remains NPcomplete, the restrictions to Horn, dual Horn, and bijunctive formulas change from polynomially solvable to NP-complete for $|D| \geq 3$. This can be shown by encoding, for example, the graph problem of $k$-Coloring [2, 9]. When we use the Horn and bijunctive clause $(u \neq d \vee v \neq d)$, we can express by $C(u, v)=(u \neq 0 \vee v \neq 0) \wedge \cdots \wedge(u \neq$ $k-1 \vee v \neq k-1)$ that the adjacent vertices of the edge $(u, v)$ are "colored" by different "colors." On the other hand, Beckert, Hähnle, and Manyà [5] proved that bijunctive formulas restricted to positive literals can be solved in linear time.
8. Concluding remarks. The studied formula description problems constitute a generalization of the Boolean structure identification problems, studied by Dechter and Pearl [11], with more efficient algorithms as a byproduct. Our paper presents a complement to the work of Hähnle et al. $[5,6,16]$ on the complexity of the satisfiability problems in many-valued logics. It also completes the study of tractable formulas $[9,20,21]$ by Jeavons and his group.

We have constructed an efficient polynomial-time algorithm for the formula description problem over a finite totally ordered domain, where the produced formula is in CNF. We have then presented a subsequent algorithm that eliminates in polynomial time redundancies from the previously computed formula, given the original set of vectors, producing in this way the prime formula. The notion of primality that we use is an extension of the same notion used in Boolean formulas. It not only captures irrelevant literals in clauses but also strengthens the value $d$ in the literals $x \leq d$ or $x \geq d$, respectively. If the original set of vectors is closed under the operation of conjunction, disjunction, or median, we have presented specific algorithms that produce a Horn, a dual Horn, or a bijunctive formula, respectively. These algorithms generalize the well-known ones from the Boolean domain. It is interesting to note that they are compatible, with respect to asymptotic complexity, with known algorithms for the Boolean case presented in [17, 25]. This means that the restriction of the new algorithms presented in our paper to domains $D$ with cardinality $|D|=2$ produces the aforementioned algorithms for the Boolean case. We also found that in the case when the finite domain is totally ordered, the three well-known special cases, namely, Horn, dual Horn, and bijunctive, display the same behavior as in the Boolean case: (1) they have polynomial satisfiability algorithms and (2) they have the same closure properties.

It would be interesting to know if more efficient algorithms exist or whether
our algorithms are asymptotically optimal. Certainly a more involved lower bound analysis is necessary to answer this open question. Another possible extension of our work would be a generalization of our algorithms to partially ordered domains and to domains with a different structure, like lattices. An additional direction for future work is to look at infinite domains. Some related complexity results for satisfiability problems in the infinite domain case can be found in [4].
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