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#### Abstract

We show that any $L_{1}$ embedding of the transportation cost (a.k.a. Earthmover) metric on probability measures supported on the grid $\{0,1, \ldots, n\}^{2} \subseteq \mathbb{R}^{2}$ incurs distortion $\Omega(\sqrt{\log n})$. We also use Fourier analytic techniques to construct a simple $L_{1}$ embedding of this space which has distortion $O(\log n)$.


## 1 Introduction

For a finite metric space $\left(X, d_{X}\right)$ we denote by $\mathscr{P}_{X}$ the space of all probability measures on $X$. The transportation cost distance (also known as the Earthmover distance in the computer vision/graphics literature) between two probability measures $\mu, v \in \mathscr{P}_{X}$ is defined by

$$
\tau(\mu, v)=\min \left\{\sum_{x, y \in X} d_{X}(x, y) \pi(x, y): \forall x, y \in X, \pi(x, y) \geq 0, \sum_{z \in X} \pi(x, z)=\mu(x), \sum_{z \in X} \pi(z, y)=v(y)\right\} .
$$

Observe that if $\mu$ and $v$ are the uniform probablity distribution over $k$-point subsets $A \subseteq X$ and $B \subseteq X$, respectively, then

$$
\begin{equation*}
\tau(\mu, v)=\min \left\{\frac{1}{k} \sum_{a \in A} d_{X}(a, f(a)): f: A \rightarrow B \text { is a bijection }\right\} . \tag{1}
\end{equation*}
$$

This quantity is also known as the minimum weight matching between $A$ and $B$, corresponding to the weight function $d_{X}(\cdot, \cdot)$ (see [42]). Thus, the Earthmover distance is a natural measure of similarity between images [42 15 14]- the distance is the optimal way to match various features, where the cost of such a matching corresponds to the sum of the distances between the features that were matched. Indeed, such metrics occur in various contexts in computer science: Apart from being a popular distance measure in graphics and vision [42 (15) [14 26], they are used as LP relaxations for classification problems such as 0 -extension and metric labelling [9, 8, 2]. Transportation cost metrics are also prevalent in several areas of analysis and PDE (see the book [53] and the references therein).

Following extensive work on nearest neighbor search and data stream computations for $L_{1}$ metrics (see [24, 20 19] [10 [22]), it became of great interest to obtain low distortion embeddings of useful metrics into $L_{1}$ (here, and in what follows, $L_{1}$ denotes the space of all Lebesgue measurable functions $f:[0,1] \rightarrow \mathbb{R}$, such that $\left.\|f\|_{1}:=\int_{0}^{1}|f(t)| d t<\infty\right)$. Indeed, such embeddings can be used to construct approximate nearest

[^0]neighbor databases, with an approximation guarantee depending on the distortion of the embedding (we are emphasizing here only one aspect of the algorithmic applications of low distortion embeddings into $L_{1}$ - they are also crucial for the study of various cut problems in graphs, and we refer the reader to [36 23] 21] for a discussion of these issues).

In the context of the Earthmover distance, nearest neighbor search (a.k.a. similarity search in the vision literature) is of particular importance. It was therefore asked (see, e.g. [35]) whether the Earthmover distance embeds into $L_{1}$ with constant distortion (the best known upper bounds on the $L_{1}$ distortion were obtained in [8 |26], and will be discussed further below). In [30] the case of the Hamming cube was settled negatively: It is shown there that any embedding of the Earthmover distance on $\{0,1\}^{d}$ (equipped with the $L_{1}$ metric) incurs distortion $\Omega(d)$. However, the most interesting case is that of the Earthmover distance on $\mathbb{R}^{2}$, as this corresponds to a natural similarity measure between images [14] (indeed, the case of the $L_{1}$ embeddability of planar Earthmover distance was explicitly asked in [35]). Here we settle this problem negatively by obtaining the first super-constant lower bound on the $L_{1}$ distortion of the planar Earthmover distance. To state it we first recall some definitions.

Given two metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$, and a mapping $f: X \rightarrow Y$, we denote its Lipschitz constant by

$$
\|f\|_{\text {Lip }}:=\sup _{\substack{x, y \in X \\ x \neq y}} \frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)}
$$

If $f$ is one to one then its distortion is defined as

$$
\operatorname{dist}(f):=\|f\|_{\text {Lip }} \cdot\left\|f^{-1}\right\|_{\text {Lip }}=\sup _{\substack{x, y \in X \\ x \neq y}} \frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)} \cdot \sup _{\substack{x, y \in X \\ x \neq y}} \frac{d_{X}(x, y)}{d_{Y}(f(x), f(y))}
$$

The smallest distortion with which $X$ can be embedded into $Y$ is denoted $c_{Y}(X)$, i.e.,

$$
c_{Y}(X):=\inf \{\operatorname{dist}(f): f: X \hookrightarrow Y \text { is one to one }\}
$$

When $Y=L_{p}$ we use the shorter notation $c_{Y}(X)=c_{p}(X)$. Thus, the parameter $c_{2}(X)$ is the Euclidean distortion of $X$ and $c_{1}(X)$ is the $L_{1}$ distortion of $X$.

Our main result bounds from below the $L_{1}$ distortion of the space of probability measures on the $n$ by $n$ grid, equipped with the transportation cost distance.

Theorem 1.1. $c_{1}\left(\mathscr{P}_{\{0,1, \ldots, n\}^{2}}, \tau\right)=\Omega(\sqrt{\log n})$.
After reducing the problem to a functional analytic question, our proof of Theorem 1.1 is a discretization of a theorem of Kislyakov from 1975 [32]. We attempted to make the presentation self contained by presenting here appropriate versions of the various functional anlaytic lemmas that are used in the proof.

For readers who are more interested in the minimum cost matching metric (1), we also prove the following lower bound:

Theorem 1.2 (Discretization). For arbitrarily large integers $n$ there is a family $\mathscr{Y}$ of disjoint n-point subsets of $\left\{0,1 \ldots, n^{3}\right\}^{2}$, with $|\mathscr{Y}| \leq n^{O(\log \log n)}$, such that any $L_{1}$ embedding of $\mathscr{Y}$, equipped with the minimum weight matching metric $\tau$, incurs distortion

$$
\Omega(\sqrt{\log \log \log n})=\Omega(\sqrt{\log \log \log |\mathscr{Y}|})
$$

A metric spaces $\left(X, d_{X}\right)$ is said to embed into squared $L_{2}$, or to be of negative type, if the metric space $\left(X, \sqrt{d_{X}}\right)$ is isometric to a subset of $L_{2}$. Squared $L_{2}$ metrics are important in various algorithmic applications since it is possible to efficiently solve certain optimization problems on them using semidefinite programming (see the discussion in [3] 31]). It turns out that planar Earthmover does not embed into any squared $L_{2}$ metric:

Theorem 1.3 (Nonembeddability into squared $L_{2}$ ). $\lim _{n \rightarrow \infty} c_{2}\left(\mathscr{P}_{\{0, \ldots,\}^{2}}, \sqrt{\tau}\right)=\infty$.

Motivated by the proof of Theorem 1.1 we also construct simple low-distortion embeddings of the space $\left(\mathscr{P}_{\{0,1, \ldots, n\}^{2}}, \tau\right)$ into $L_{1}$. It is convenient to work with probability measures on the torus $\mathbb{Z}_{n}^{2}$ instead of the grid $\{0,1, \ldots, n\}^{2}$. One easily checks that $\{0, \ldots, n\}^{2}$ embeds with constant distortion into $\mathbb{Z}_{2 n}^{2}$ (see e.g. Lemma 6.12 in [37]). Every $\mu \in \mathscr{P}_{\mathbb{Z}_{n}^{2}}$ can be written in the Fourier basis as

$$
\begin{equation*}
\mu=\sum_{(u, v) \in \mathbb{Z}_{n}^{2}} \widehat{\mu}(u, v) e_{u v}, \tag{2}
\end{equation*}
$$

where

$$
\forall(a, b),(u, v) \in \mathbb{Z}_{n}^{2}, e_{u v}(a, b):=e^{\frac{2 \pi i(a u+b v)}{n}}, \quad \text { and } \quad \forall(u, v) \in \mathbb{Z}_{n}^{2}, \widehat{\mu}(u, v):=\frac{1}{n^{2}} \sum_{(a, b) \in \mathbb{Z}_{n}^{2}} \mu(a, b) e_{u v}(-a,-b) .
$$

Observe that for $n=2^{k}+1, k \in \mathbb{N}$, the decomposition (2) can be computed in time $O\left(n^{2} \log n\right)$ using the fast Fourier transform [45]. Motivated in part by the results of [40] (see also [5, 41]), we define

$$
\begin{equation*}
A \mu=\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \frac{e^{\frac{2 \pi i u}{n}}-1}{e^{\frac{2 \pi i u}{n}}-\left.1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{\mu}(u, v) \cdot e_{u v}, \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
B \mu=\sum_{\left.(u, v) \in \mathbb{Z}_{n}^{2} \backslash(0,0,)\right\}} \frac{e^{\frac{2 \pi i v}{n}}-1}{e^{\frac{2 \pi i u}{n}}-\left.1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{\mu}(u, v) \cdot e_{u v} . \tag{4}
\end{equation*}
$$

Theorem 1.4. The mapping $\mu \mapsto(A \mu, B \mu)$ from $\left(\mathscr{P}_{\mathbb{Z}_{n}^{2}}, \tau\right)$ to $L_{1}\left(\mathbb{Z}_{n}^{2}\right) \oplus L_{1}\left(\mathbb{Z}_{n}^{2}\right)$ is bi-Lipschitz, with distortion $O(\log n)$.

The $O(\log n)$ distortion in Theorem 1.4 matches the best known distortion guarantee proved in [26 8]. But, our embedding has various new features. First of all, it is a linear mapping into a low dimensional $L_{1}$ space, which is based on the computation of the Fourier transform. It is thus very fast to compute, and is versatile in the sense that it might behave better on images whose Fourier transform is sparse (we do not study this issue here). Thus there is scope to apply the embedding on certain subsets of the frequencies, and this might improve the performance in practice. This is an interesting "applied" question which should be investigated further (see the "Discussion and open problems" section).

## 2 Preliminaries and notation

For the necessary background on measure theory we refer to the book [46], however, in the setting of the present paper, our main results will deal with finitely supported measures, in which case no background and measurabilty assumptions are necessary. We also refer to the book [53] for background on the theory of optimal transportation of measures. Let $\left(X, d_{X}\right)$ be a metric space. We denote by $\mathscr{M}_{X}$ the space of all Borel measures on $X$ with bounded total variation, and by $\mathscr{P}_{X} \subseteq \mathscr{M}_{X}$ the set of all Borel probability measures on $X$. We also let $\mathscr{M}_{X}^{+} \subseteq \mathscr{M}_{X}$ be the space of non-negative measures on $X$ with finite total mass, and we denote by $\mathscr{M}_{X}^{0} \subseteq \mathscr{M}_{X}$ the space of all measures $\mu \in \mathscr{M}_{X}$ with $\mu(X)=0$. Given a measure $\mu \in \mathscr{M}_{X}$, we can decompose it in a unique way as $\mu=\mu^{+}-\mu^{-}$, where $\mu^{+}, \mu^{-} \in \mathscr{M}_{X}^{+}$are disjointly supported. If $\mu, v \in \mathscr{M}_{X}^{+}$ have the same total mass, i.e. $\mu(X)=v(X)<\infty$, then we let $\Pi(\mu, v)$ be the space of all couplings of $\mu$ and $v$, i.e. all non-negative Borel measures $\pi$ on $X \times X$ such that for every measurable bounded $f: X \rightarrow \mathbb{R}$,

$$
\int_{X \times X} f(x) d \pi(x, y)=\int_{X} f(x) d \mu(x), \quad \text { and } \quad \int_{X \times X} f(y) d \pi(x, y)=\int_{X} f(y) d v(y) .
$$

Observe that in the case of finitely supported measures, this condition translates to the standard formulation, in which we require that the marginals of $\pi$ are $\mu$ and $\nu$, i.e.

$$
\forall x, y \in X, \quad \sum_{z \in X} \pi(x, z)=\mu(x), \quad \text { and } \quad \sum_{z \in X} \pi(z, y)=v(y) .
$$

The transportation cost distance between $\mu$ and $v$, denoted here by $\tau(\mu, v)=\tau_{\left(X, d_{X}\right)}(\mu . v)$ (and also referred to in the literature as the Wasserstein 1 distance, Monge-Kantorovich distance, or the Earthmover distance), is

$$
\begin{equation*}
\tau(\mu, v):=\inf \left\{\int_{X \times X} d_{X}(x, y) d \pi(x, y): \pi \in \Pi(\mu, v)\right\} . \tag{5}
\end{equation*}
$$

For $\mu \in \mathscr{M}_{X}^{0}, \mu^{+}(X)=\mu^{-}(X)$, so we may write $\|\mu\|_{\tau}:=\tau\left(\mu^{+}, \mu^{-}\right)$. This is easily seen to be a norm on the vector space $\mathscr{M}_{X, \tau}^{0}:=\left\{\mu \in \mathscr{M}_{X}^{0}:\|\mu\|_{\tau}<\infty\right\}$.

Fix some $x_{0} \in X$, and let $\operatorname{Lip}_{0}(X)=\operatorname{Lip}_{x_{0}}(X)$ be the linear space of all Lipschitz mappings $f: X \rightarrow \mathbb{R}$ with $f\left(x_{0}\right)=0$, equipped with the norm $\|\cdot\|_{\text {Lip }}$ (i.e. the norm of a function equals its Lipschitz constant). Any $\mu \in \mathscr{M}_{X, \tau}^{0}$ can be thought of as a bounded linear functional on $\operatorname{Lip}_{0}(X)$, given by $f \mapsto \int_{X} f d \mu$. The famous Kantorovich duality theorem (see Theorem 1.14 in [53]) implies that $\operatorname{Lip}_{0}(X)^{*}=\mathscr{M}_{X, \tau}^{0}$, in the sense that every bounded linear functional on $\operatorname{Lip}_{0}(X)$ is obtained in this way, and for every $\mu \in \mathscr{M}_{X, \tau}^{0}$,

$$
\|\mu\|_{\tau}=\|\mu\|_{\operatorname{Lip}_{0}(X)^{*}}:=\sup \left\{\int_{X} f d \mu: f \in \operatorname{Lip}_{0}(X),\|f\|_{\operatorname{Lip}} \leq 1\right\}
$$

(We note that this identity amounts to duality of linear programming.)

## 3 Proof of Theorem 1.1

Fix an integer $n \geq 2$ and denote $X=\{0,1, \ldots, n-1\}^{2}$, equipped with the standard Euclidean metric. In what follows, for concreteness, $\operatorname{Lip}_{0}:=\operatorname{Lip}_{0}(X)$ is defined using the base point $x_{0}=(0,0)$. Also, for ease of notation we denote $\mathscr{M}=\mathscr{M}_{X, \tau}^{0}$. Observe that $\operatorname{Li} p_{0}$ and $\mathscr{M}$ are vector spaces of dimension $n^{2}-1$, and by Kantorovich duality, $\mathrm{Lip}_{0}^{*}=\mathscr{M}$ and $\mathscr{M}^{*}=\mathrm{Lip}_{0}$.

Assume that $F: \mathscr{P}_{X} \rightarrow L_{1}$ is a bi-Lipschitz embedding, satisfying for all two probability measures $\mu, v \in \mathscr{P}_{X}$,

$$
\begin{equation*}
\tau(\mu, v) \leq\|F(\mu)-F(v)\|_{1} \leq L \cdot \tau(\mu, v) . \tag{6}
\end{equation*}
$$

Our goal is to bound $L$ from below. We begin by reducing the problem to the case of linear mappings. Recall that given two normed spaces $\left(Z,\|\cdot\|_{Z}\right)$ and $\left(W,\|\cdot\|_{W}\right)$, the norm of a linear mapping $T: Z \rightarrow W$ is defined as $\|T\|=\sup _{z \in Z \backslash\{0\}} \frac{\|T z\| \|}{\| \| \| z}$ (observe that in this case $\|T\|=\|T\|_{\text {Lip }}$ ).

Lemma 3.1 (Reduction to a linear embedding of $\mathscr{M}$ into $\ell_{1}^{N}$ ). Under the assumption of an existence of an embedding $F: \mathscr{P}_{X} \rightarrow L_{1}$ satisfying (6), there exists an integer $N$, and an invertible linear operator $T: \mathscr{M} \rightarrow \ell_{1}^{N}$, with $\|T\| \leq 2 L$ and $\|T(\mu)\|_{1} \geq\|\mu\|_{\tau}$ for all $\mu \in \mathscr{M}$ (the factor 2 can be replaced by $1+\varepsilon$ for every $\varepsilon>0$, but this is irrelevant for us here).

Proof. By translation we may assume that $F$ maps the uniform measure on $X$ to 0 . For $\mu \in \mathscr{M}$ denote $\|\mu\|_{\infty}:=\max _{x \in X}|\mu(x)|$. Observe that it is always the case that $\|\mu\|_{\infty} \leq\|\mu\|_{\tau}$. Indeed, if $\pi \in \Pi\left(\mu^{+}, \mu^{-}\right)$then

$$
\int_{X \times X}\|x-y\|_{2} d \pi(x, y) \geq \int_{X \times X} d \pi(x, y)=\mu^{+}(X)=\mu^{-}(X) \geq\|\mu\|_{\infty} .
$$

Let $B_{\mathscr{M}}$ denote the unit ball of $\mathscr{M}$. Define for $\mu \in B_{\mathscr{M}}$ a probability measure $\psi(\mu) \in \mathscr{P}(X)$ by $\psi(\mu)(x):=$ $\frac{\mu(x)+1}{n^{2}}$. It is clear that for every $\mu, v \in \mathscr{M},\|\mu-\nu\|_{\tau}=\frac{1}{n^{2}} \cdot\|\psi(\mu)-\psi(v)\|_{\tau}$. The mapping $h:=n^{2} \cdot F \circ \psi: B{ }_{\mathscr{M}} \rightarrow L_{1}$ satisfies $h(0)=0,\|h\|_{\text {Lip }} \leq L$, and $\|h(\mu)-h(v)\|_{1} \geq\|\mu-v\|_{\tau}$. This implies that there exists a map $\tilde{h}: \mathscr{M} \rightarrow L_{1}$ satisfying the same inequalities. We shall present two arguments establishing this fact: The first is a soft non-constructive proof, using the notion of ultraproducts, and the second argument is more elementary, but does not preserve the Lipschitz constant.

Let $\mathscr{U}$ be a free ultrafilter on $\mathbb{N}$, and denote by $\left(L_{1}\right)_{\mathscr{U}}$ the corresponding ultrapower of $L_{1}$ (see [16] for the necessary background on ultrapowers of Banach spaces. In particular, it is shown there that $\left(L_{1}\right)_{\mathscr{U}}$ is isometric to an $L_{1}(\sigma)$ space, for some measure $\sigma$ ). Define for $\mu \in \mathscr{M}, \tilde{h}(\mu)=(j \cdot h(\mu / j))_{j=1}^{\infty} / \mathscr{U}$, where we set, say, $h(v)=0$ for $v \in \mathscr{M} \backslash B_{\mathscr{M}}$. Then, by standard arguments, $\|\tilde{h}\|_{\text {Lip }} \leq L$ and $\left\|\tilde{h}^{-1}\right\|_{\text {Lip }} \leq 1$. Moreover, $\tilde{h}(\mathscr{M})$ spans a separable subspace of $\left(L_{1}\right)_{\mathscr{U}}$, and thus we may assume without loss of generality that $\tilde{h}$ takes values in $L_{1}$.

An alternative proof (for those of us who don't mind losing a constant factor), proceeds as follows. For every $f \in L_{1}$ let $\chi(f):[0,1] \times \mathbb{R} \rightarrow\{-1,0,1\}$ be the function given by

$$
\chi(f)(s, t)=\operatorname{sign}(f(s)) \cdot \mathbf{1}_{[0, \mid f(s)]}(t)= \begin{cases}1 & f(s)>0,0 \leq t \leq f(s), \\ -1 & f(s)<0,0 \leq t \leq-f(s), \\ 0 & \text { otherwise } .\end{cases}
$$

It is straightforward to check that $\|\chi(f)-\chi(g)\|_{L_{1}([0,1] \times \mathbb{R})}=\|f-g\|_{1}$ for every $f, g \in L_{1}$ (We note here that the space $L_{1}([0,1] \times \mathbb{R})$ is isometric to $L_{1}$.) Define $\tilde{h}: \mathscr{M} \rightarrow L_{1}([0,1] \times \mathbb{R})$ by setting $\tilde{h}(\mu)=\|\mu\|_{\tau} \cdot \chi \circ h\left(\mu /\|\mu\|_{\tau}\right)$ for $\mu \in \mathscr{M} \backslash\{0\}$, and $\tilde{h}(0)=0$. Since for every $f \in L_{1}, \chi(f)$ takes values in $\{-1,0,1\}$, we have the following pointwise identity for every $\mu, \nu \in \mathscr{M}$ with $\|\mu\|_{\tau} \geq\|\nu\|_{\tau}$ :

$$
|\tilde{h}(\mu)-\tilde{h}(v)|=\|\nu\|_{\tau} \cdot\left|\chi \circ h\left(\frac{\mu}{\|\mu\|_{\tau}}\right)-\chi \circ h\left(\frac{v}{\|\nu\|_{\tau}}\right)\right|+\left(\|\mu\|_{\tau}-\|v\|_{\tau}\right) \cdot\left|\chi \circ h\left(\frac{\mu}{\|\mu\|_{\tau}}\right)\right| .
$$

Thus

$$
\begin{align*}
\|\tilde{h}(\mu)-\tilde{h}(v)\|_{L_{1}([0,1] \times \mathbb{R})} & =\|v\|_{\tau} \cdot\left\|h\left(\frac{\mu}{\|\mu\|_{\tau}}\right)-h\left(\frac{v}{\|v\|_{\tau}}\right)\right\|_{1}+\left(\|\mu\|_{\tau}-\|v\|_{\tau}\right) \cdot\left\|h\left(\frac{\mu}{\|\mu\|_{\tau}}\right)\right\|_{1}  \tag{7}\\
& \geq\|v\|_{\tau} \cdot\left\|\frac{\mu}{\|\mu\|_{\tau}}-\frac{v}{\|\nu\|_{\tau}}\right\|_{\tau}+\|\mu\|_{\tau}-\|v\|_{\tau} \\
& \geq\|v-\mu\|_{\tau}-\left\|\mu-\frac{\|v\|_{\tau}}{\|\mu\|_{\tau}} \mu\right\|_{\tau}+\|\mu\|_{\tau}-\|v\|_{\tau} \\
& =\|v-\mu\|_{\tau} .
\end{align*}
$$

It also follows from the identity (7) that

$$
\begin{aligned}
\|\tilde{h}(\mu)-\tilde{h}(v)\|_{L_{1}([0,1] \times \mathbb{R})} & \leq L\|v\|_{\tau} \cdot\left\|\frac{\mu}{\|\mu\|_{\tau}}-\frac{v}{\|v\|_{\tau}}\right\|_{\tau}+L\|\mu-v\|_{\tau} \\
& \leq L\|\mu-v\|_{\tau}+L\|v\|_{\tau}\|\mu\|_{\tau} \cdot\left|\frac{1}{\|\mu\|_{\tau}}-\frac{1}{\|v\|_{\tau}}\right|+L\|\mu-v\|_{\tau} \\
& \leq 3 L\|\mu-v\|_{\tau} .
\end{aligned}
$$

We are now in position to use a Theorem of Ribe [44] (see also [17], and Corollary 7.10 in [4], for softer proofs), which implies that there is an into linear isomorphism $S: \mathscr{M} \rightarrow L_{1}^{* *}$ satisfying $\|S\| \leq L$ and $\left\|S^{-1}\right\| \leq 1$. Since $\mathscr{M}$ is finite dimensional, by the principle of local reflexivity [33] (alternatively by Kakutani's representation theorem [27, (34]), and a simple approximation argument, we get that there exists an integer $N$ and an into linear isomorphism $T: \mathscr{M} \rightarrow \ell_{1}^{N}$ satisfying $\|T\| \leq 2 L$ and $\left\|T^{-1}\right\| \leq 1$ (the value of $N$ is irrelevant for us here, and indeed it is possible to conclude the proof without passing to a finite dimensional $L_{1}$ space, but this slightly simplifies some of the ensuing arguments. For completeness we note here that using a theorem of Talagrand [50] we can ensure that $N=O(n \log n)$ ).

From now on let $T: \mathscr{M} \rightarrow \ell_{1}^{N}$ be the linear operator guaranteed by Lemma 3.1 Since $T$ is an isomorphism, the adjoint operator $T^{*}: \ell_{\infty}^{N} \rightarrow \mathscr{M}^{*}=\operatorname{Lip}_{0}$ is a quotient mapping, i.e. $\left\|T^{*}\right\| \leq 2 L$ and the image of the unit ball of $\ell_{\infty}^{N}$ under $T^{*}$ contains the unit ball of $\operatorname{Lip}_{0}$. We now define three more auxiliary linear operators. The first is the formal identity Id : $\operatorname{Lip}_{0} \rightarrow W$, where $W$ is the space of all functions $f: X \rightarrow \mathbb{R}$ with $f(0)=0$, equipped with the (discrete Sobolev) norm

$$
\|f\|_{W}:=\sum_{i=0}^{n-1} \sum_{j=0}^{n-2}|f(i, j+1)-f(i, j)|+\sum_{j=0}^{n-1} \sum_{i=0}^{n-2}|f(i+1, j)-f(i, j)| .
$$

The second operator is also a formal identity (discrete Sobolev embedding) $S: W \rightarrow \ell_{2}(X)$, where the Euclidean norm on $\ell_{2}(X)$ is taken with respect to the counting measure on $X$. The final operator we will use is the Fourier operator $\mathscr{F}: \ell_{2}(X) \rightarrow \ell_{2}(X)$, defined for $f: X \rightarrow \mathbb{R}$ by

$$
\mathscr{F}(f)(u, v):=\frac{1}{n^{2}} \sum_{(k, \ell) \in X} f(k, \ell) \sin \left(\frac{2 \pi u k}{n}\right) \cdot \sin \left(\frac{2 \pi v \ell}{n}\right) .
$$

The following lemma summarizes known estimates on the norms of these operators:
Lemma 3.2 (Operator norm bounds). The following operator norm bounds hold true:

- $\|\mathrm{I} \mathrm{I}\| \leq 2 n(n-1)$. $\quad\|S\| \leq 1 . \quad \bullet\|\mathscr{F}\| \leq \frac{1}{n}$.

Proof. The first statement means that for every $f: X \rightarrow \mathbb{R}$ with $f(0)=0,\|f\|_{W} \leq 2 n(n-1)\|f\|_{\text {Lip }}$, which is obvious from the definitions. The second assertion is that $\|f\|_{2} \leq\|f\|_{W}$. This is a discrete version of Sobolev's inequality [41] (with non-optimal constant), which can be proved as follows. First of all, since $f(0)=0$, for every $(u, v) \in X$,

$$
\begin{align*}
|f(u, v)| & =\left|\sum_{k=0}^{u-1}[f(k+1, v)-f(k, v)]+\sum_{\ell=0}^{v-1}[f(0, \ell+1)-f(0, \ell)]\right| \\
& \leq \sum_{k=0}^{n-2}|f(k+1, v)-f(k, v)|+\sum_{\ell=0}^{n-2}|f(0, \ell+1)-f(0, \ell)|:=A(v) . \tag{8}
\end{align*}
$$

Analogously,

$$
\begin{equation*}
|f(u, v)| \leq \sum_{\ell=0}^{n-2}|f(u, \ell+1)-f(u, \ell)|+\sum_{k=0}^{n-2}|f(k+1,0)-f(k, 0)|:=B(u) . \tag{9}
\end{equation*}
$$

Multiplying (8) and (97) and summing over $X$, we see that

$$
\|f\|_{2}^{2} \leq \sum_{(u, v) \in X} A(v) B(u)=\left(\sum_{v=0}^{n-1} A(v)\right) \cdot\left(\sum_{u=0}^{n-1} B(u)\right) \leq \frac{1}{4}\left(\sum_{v=0}^{n-1} A(v)+\sum_{u=0}^{n-1} B(u)\right)^{2} \leq \frac{1}{4}\left(2\|f\|_{W}\right)^{2} .
$$

The final assertion follows from the fact that the system of functions $\left\{(k, \ell) \mapsto \sin \left(\frac{2 \pi u k}{n}\right) \cdot \sin \left(\frac{2 \pi v \ell}{n}\right)\right\}_{(u, v) \in X}$ are orthogonal in $\ell_{2}(X)$ and have norms bounded by $n$.

We now recall some facts related to absolutely summing operators on Banach spaces (we refer the interested reader to [51, 54] for more information on this topic). Given two Banach spaces $Y$ and $Z$, the $\pi_{1}$ norm of an operator $A: Y \rightarrow Z$, denoted $\pi_{1}(A)$, is defined to be the smallest constant $K>0$ such that for every $m \in \mathbb{N}$ and every $y_{1}, \ldots, y_{m} \in Y$ there exists a norm 1 linear functional $y^{*} \in Y^{*}$ satisfying

$$
\begin{equation*}
\sum_{j=1}^{m}\left\|A y_{j}\right\|_{Z} \leq K \sum_{j=1}^{m}\left|y^{*}\left(y_{j}\right)\right| . \tag{10}
\end{equation*}
$$

This defines an ideal norm in the sense that it is a norm, and for every two operators $P: W \rightarrow Y$ and $Q: Z \rightarrow V$ we have $\pi_{1}(Q A P) \leq\|Q\| \cdot \pi_{1}(A) \cdot\|P\|$. Observe that it is always the case that $\pi_{1}(A) \geq\|A\|$.
Lemma 3.3. Using the above notation, $\pi_{1}(\mathrm{Id}) \leq 2 n(n-1)$. Therefore, Lemma 3.2 implies that

$$
\pi_{1}\left(\mathscr{F} \circ S \circ \mathrm{Id} \circ T^{*}\right) \leq 4 n L .
$$

Proof. Fix $f_{1}, \ldots, f_{m}: X \rightarrow \mathbb{R}$ with $f_{1}(0)=\cdots=f_{m}(0)=0$. Then

$$
\begin{aligned}
\sum_{j=1}^{m}\left\|f_{j}\right\|_{W} & =\sum_{s=0}^{n-1} \sum_{t=0}^{n-2} \sum_{j=1}^{m}\left(\left|f_{j}(s, t+1)-f_{j}(s, t)\right|+\left|f_{j}(t+1, s)-f_{j}(t, s)\right|\right) \\
& \leq 2 n(n-1) \max \left\{\max _{\substack{0 \leq s \leq n-1 \\
0 \leq \leq \leq n-2}} \sum_{j=1}^{m}\left|f_{j}(s, t+1)-f_{j}(s, t)\right|, \max _{\substack{0 \leq s \leq n-1 \\
0 \leq \leq \leq n-2}}^{m} \sum_{j=1}^{m}\left|f_{j}(t+1, s)-f_{j}(t, s)\right|\right\} .
\end{aligned}
$$

Assume without loss of generality that the maximum above equals $\sum_{j=1}^{m}\left|f_{j}\left(s_{0}, t_{0}+1\right)-f_{j}\left(s_{0}, t_{0}\right)\right|$, for some $0 \leq s_{0} \leq n-1$ and $0 \leq t_{0} \leq n-2$. Consider the measure $\mu=\delta_{\left(s_{0}, t_{0}+1\right)}-\delta_{\left(s_{0}, t_{0}\right)} \in \mathscr{M}=\mathrm{Lip}_{0}^{*}$. One checks that $\|\mu\|_{\tau}=1$, and $\sum_{j=1}^{m}\left|f_{j}\left(s_{0}, t_{0}+1\right)-f_{j}\left(s_{0}, t_{0}\right)\right|=\sum_{j=1}^{m}\left|\mu\left(f_{j}\right)\right|$, implying the required result.

The fundamental property of the $\pi_{1}$ norm is the Pietsch Factorization Theorem (see [51]), a special case of which is the following lemma. We present a proof for the sake of completeness.

Lemma 3.4 (Pietsch factorization). Let $Y$ be a Banach space, and fix a linear operator $A: \ell_{\infty}^{N} \rightarrow Y$. Then there exists a probability measure $\sigma$ on $\{1, \ldots, N\}$ and a linear operator $R: L_{1}(\sigma) \rightarrow Y$ such that $A=R \circ I$, where I is the formal identity from $\ell_{\infty}^{N}$ to $L_{1}(\sigma)$, and $\|R\|=\pi_{1}(A)$.
Proof. Recall that $A: \ell_{\infty}^{N} \rightarrow Y$ satisfies for all $x_{1}, \ldots, x_{m} \in \ell_{\infty}^{m}$,

$$
\sum_{i=1}^{m}\left\|A x_{i}\right\| \leq \pi_{1}(A) \cdot \sup _{\substack{x^{*} \in\left(f_{\infty}^{N}\right)^{*} \\\left\|x^{*}\right\|=1}} \sum_{i=1}^{m}\left|x^{*}\left(x_{i}\right)\right|=\pi_{1}(A) \cdot \max _{1 \leq k \leq N} \sum_{i=1}^{m}\left|x_{i}(k)\right|,
$$

where the last equality follows from the fact that the evaluation functionals $x \mapsto x(k)$ are the extreme points of the unit ball of $\ell_{1}^{N}=\left(\ell_{\infty}^{N}\right)^{*}$. Consider the two subsets of $\mathbb{R}^{N}$ :

$$
K_{1}=\left\{\left(\sum_{i=1}^{m}\left\|A x_{i}\right\|-\pi_{1}(A) \sum_{i=1}^{m} \mid x_{i}(k)\right)_{k=1}^{N}: m \in \mathbb{N} \text { and } x_{1}, \ldots, x_{m} \in \ell_{\infty}^{N}\right\},
$$

and

$$
K_{2}=\left\{x \in \ell_{\infty}^{N}: x(k)>0 \text { for all } 1 \leq k \leq N\right\} .
$$

Note that $K_{1}$ and $K_{2}$ are disjoint convex cones with $K_{2}$ open. It follows from the separation theorem that there is a non zero $\sigma \in \ell_{1}^{N}$ such that $\sigma(x) \leq 0$ for all $x \in K_{1}$ and $\sigma(x) \geq 0$ for all $x \in K_{2}$. The second inequality implies that $\sigma$ is positive; we can then assume, by renormalizing, that it is a probability measure on $\{1, \ldots, N\}$. The first inequality implies that

$$
\|A x\| \leq \pi_{1}(A) \int_{\{1, \ldots, N\}}|x(k)| d \sigma
$$

for all $x \in \mathbb{R}^{N}$. Define $R x=A x$.
From now on let $R$ and $\sigma$ be the operator and probability measure corresponding to $A=\mathscr{F} \circ S \circ \mathrm{Id} \circ T^{*}$ in Lemma3.4 Thus $R \circ I=\mathscr{F} \circ S \circ \mathrm{Id} \circ T^{*}$ and $\|R\| \leq 4 n L$. Schematically, we have the following commuting diagram:


We need only one more simple result from classical Banach space theory. This is a special case of a more general theorem, but we shall prove here only what is needed to conclude the proof of Theorem 1.1
Lemma 3.5. Let $R: L_{1}(\sigma) \rightarrow \ell_{2}$ be a linear operator. Fix $f: \mathbb{R}^{N} \rightarrow[0, \infty)$. Then there is $x \in \ell_{2}$ with non-negative coordinates such that

$$
R\left(\left\{g: \mathbb{R}^{N} \rightarrow \mathbb{R}: \forall j,|g(j)| \leq f(j)\right\}\right) \subseteq\left\{y \in \ell_{2}: \forall j,\left|y_{j}\right| \leq x_{j}\right\}
$$

and $\|x\|_{2} \leq\|R\| \cdot\|f\|_{L_{1}(\sigma)}$.

Proof. $R$ is given by a matrix $\left(R_{i j}: i=1, \ldots, N, j \in \mathbb{N}\right)$. In other words, for every $j,(R f)_{j}=\sum_{i=1}^{N} R_{i j} f(i)$. Observe that using this notation,

$$
\begin{equation*}
\|R\|=\max _{1 \leq i \leq N}\left(\frac{1}{\sigma(i)^{2}} \sum_{j=1}^{\infty} R_{i j}^{2}\right)^{1 / 2} \tag{11}
\end{equation*}
$$

Fix $g \in L_{1}(\sigma)$ such that for all $i \in\{1, \ldots, N\},|g(i)| \leq f(i)$. Then for all $j$,

$$
\left|(R g)_{j}\right| \leq \sum_{i=1}^{N}\left|R_{i j}\right| f(i):=x_{j}
$$

Now,
$\|x\|_{2}=\left[\sum_{j=1}^{\infty}\left(\sum_{i=1}^{N}\left|R_{i j}\right| f(i)\right)^{2}\right]^{1 / 2} \leq \sum_{i=1}^{N}\left(\sum_{j=1}^{\infty}\left|R_{i j}\right|^{2} f(i)^{2}\right)^{1 / 2}=\sum_{i=1}^{n} \sigma(i) f(i)\left(\frac{1}{\sigma(i)^{2}} \sum_{j=1}^{\infty} R_{i j}^{2}\right)^{1 / 2} \leq\|R\| \cdot\|f\|_{L_{1}(\sigma)}$,
where we have used (11).

We are now in position to conclude the proof of Theorem 1.1
Proof of Theorem [.] For $(u, v) \in\{1, \ldots, n\}^{2}$ define $\varphi_{u, v}: X \rightarrow \mathbb{R}$ by

$$
\varphi_{u, v}(k, \ell):=\frac{1}{u+v} \cdot \sin \left(\frac{2 \pi u k}{n}\right) \cdot \sin \left(\frac{2 \pi v \ell}{n}\right) .
$$

Then $\varphi_{u, v}(0)=0$ and one computes that $\left\|\varphi_{u, v}\right\|_{\text {Lip }}<\frac{4 \pi}{n}$. By the fact that $T^{*}$ maps the unit ball of $\ell_{\infty}^{N}$ onto the unit ball of $\operatorname{Lip}_{0}$, it follows that there is $\phi_{u, v} \in \ell_{\infty}^{N}$ with $\left\|\phi_{u, v}\right\|_{\infty} \leq \frac{4 \pi}{n}$ and $T^{*} \phi_{u, v}=\varphi_{u, v}$. Now, the functions $\left|I\left(\phi_{u, v}\right)\right| \in L_{1}(\sigma)$ are point-wise bounded by the constant $\frac{4 \pi}{n}$, so by Lemma3.5 there exists $x \in \ell_{2}(X)$ of norm at most $\frac{4 \pi}{n}\|R\| \leq 16 \pi L$ such that $\left|R\left(I\left(\phi_{u, v}\right)\right)\right|$ is bounded pointwise by $x$. But,

$$
\begin{aligned}
R \circ I\left(\phi_{u, v}\right)(s, t) & =\mathscr{F} \circ S \circ \operatorname{Id} \circ T^{*}\left(\phi_{u, v}\right)(s, t) \\
& =\mathscr{F}\left(\varphi_{u, v}\right)(s, t) \\
& =\frac{1}{n^{2}} \sum_{(k, \ell) \in X} \frac{1}{u+v} \cdot \sin \left(\frac{2 \pi u k}{n}\right) \cdot \sin \left(\frac{2 \pi v \ell}{n}\right) \cdot \sin \left(\frac{2 \pi s k}{n}\right) \cdot \sin \left(\frac{2 \pi t \ell}{n}\right) \\
& = \begin{cases}\frac{1}{n^{2}} \cdot \frac{1}{u+v} \cdot\left\|(u+v) \varphi_{u, v}\right\|_{\ell_{2}(X)}^{2} & (s, t)=(u, v), \\
0 & (s, t) \neq(u, v) .\end{cases}
\end{aligned}
$$

Observe that

$$
\left\|(u+v) \varphi_{u, v}\right\|_{\ell_{2}(X)}^{2}=\sum_{(k, \ell) \in X} \sin ^{2}\left(\frac{2 \pi u k}{n}\right) \cdot \sin ^{2}\left(\frac{2 \pi v \ell}{n}\right)=\frac{n^{2}}{4} .
$$

So,

$$
R \circ I\left(\phi_{u, v}\right)(s, t)= \begin{cases}\frac{1}{4(u+v)} & (s, t)=(u, v), \\ 0 & (s, t) \neq(u, v) .\end{cases}
$$

But

$$
(16 \pi L)^{2} \geq\|x\|_{2}^{2} \geq \sum_{u, v=1}^{n} x_{u, v}^{2} \geq \sum_{u, v=1}^{n}\left[R \circ I\left(\phi_{u, v}\right)(u, v)\right]^{2}=\frac{1}{16} \sum_{u, v=1}^{n-1} \frac{1}{(u+v)^{2}} \geq \frac{\log n}{32},
$$

where the last bound follows from comparison with the appropriate integrals. The proof of Theorem 1.1 is complete.

### 3.1 Discretization and minimum weight matching

In this section we deduce Theorem 1.2 from Theorem 1.1 The main tool is the following theorem of Bourgain [6], which gives a quantitative version of Ribe's theorem [44].

Theorem 3.6 (Bourgain's quantitative version of Ribe's theorem [6]). There exists a universal constant $C$ with the following property. Let $Y$ and $Z$ be Banach spaces, $\operatorname{dim}(Y)=d$. Assume that $\mathscr{Y}$ is an $\varepsilon$-net in the unit ball of $Y, f: \mathscr{Y} \rightarrow Z$ satisfies $\operatorname{dist}(f) \leq D$, and that $\log \log \frac{1}{\varepsilon} \geq C d \log D$. Then there exists an invertible linear operator $T: Y \rightarrow Z$ satisfying $\|T\| \cdot\left\|T^{-1}\right\| \leq C \cdot D$.

Proof of Theorem [1.2 Observe that for every $\mu \in \mathscr{M}$, the measure $\frac{1}{\mu^{+}(X)} \cdot\left(\mu^{+} \otimes \mu^{-}\right)$is in $\Pi\left(\mu^{+}, \mu^{-}\right)$. Thus

$$
\|\mu\|_{\tau} \leq \frac{1}{\mu^{+}(X)} \int_{X \times X}\|x-y\|_{2} d \mu^{+}(x) d \mu^{-}(y) \leq \sqrt{2} \cdot(n-1) \cdot \mu^{+}(X) \leq 2 n \cdot\left|\operatorname{supp}\left(\mu^{+}\right)\right| \cdot\|\mu\|_{\infty} \leq 2 n^{3}\|\mu\|_{\infty}
$$

On the other hand, as we have seen in the proof of Lemma 3.1, for every $\mu \in \mathscr{M},\|\mu\|_{\infty} \leq\|\mu\|_{\tau}$. It follows from these consideration, and Theorems 1.1 and 3.6 that for every integer $N \geq e^{e^{c^{\prime} n^{2} \log \log n}}$, the set of probability measures $\mathscr{Y} \subseteq \mathscr{P}_{X}$ consisting of measures $\mu \in \mathscr{P}_{X}$ such that for all $x \in X, \mu(x)=k / N$ for some $k \in\{0, \ldots, N\}$, satisfies $c_{1}(\mathscr{Y}, \tau)=\Omega(\sqrt{\log n})$. We pass to a family of subsets as follows. Let $M$ be an integer which will be determined later. For every $\mu \in \mathscr{Y}$ we assign a subset $S_{\mu} \subseteq\{0, \ldots, n M\}^{2}$ as follows. For every $(u, v) \in X=\{0, \ldots, n-1\}^{2}$, if $\mu(u, v)=k / N$, where $k \in\{0, \ldots, N\}$, then $S_{\mu}$ will contain arbitrary $k$ distinct points from the set $(u M, \nu M)+\{0, \ldots,\lceil\sqrt{N}]\}^{2}$. Provided $M \geq 4 \sqrt{N}$, the sets $\left\{S_{\mu}\right\}_{\mu \in \mathscr{Y}}$ thus obtained are disjoint $N$ point subsets of $\{0, \ldots, n M\}^{2}$, and it is straightforward to check that the minimum weight matching metric on $\left\{S_{\mu}\right\}_{\mu \in \mathscr{Y}}$ is bi-Lipschitz equivalent to $(\mathscr{Y}, \tau)$ with constant distortion.

### 3.2 Uniform and coarse nonembeddability into Hilbert space

In this section we prove Theorem 1.3 We shall prove, in fact, that the space $\mathscr{M}_{[0,1]^{2}, \tau}$ does not embed uniformly or coarsely into $L_{2}$. We first recall the defintions of these important notions (see [4, 37] and the references therein for background on these concepts). Let ( $X, d_{X}$ ) and $\left(Y, d_{Y}\right)$ be metric spaces. For $f: X \rightarrow Y$ and $t>0$ we define

$$
\Omega_{f}(t)=\sup \left\{d_{Y}(f(x), f(y)) ; d_{X}(x, y) \leq t\right\},
$$

and

$$
\omega_{f}(t)=\inf \left\{d_{Y}(f(x), f(y)) ; d_{N}(x, y) \geq t\right\} .
$$

Clearly $\Omega_{f}$ and $\omega_{f}$ are non-decreasing, and for every $x, y \in X$,

$$
\omega_{f}\left(d_{X}(x, y)\right) \leq d_{Y}(f(x), f(y)) \leq \Omega_{f}\left(d_{X}(x, y)\right)
$$

With these definitions, $f$ is uniformly continuous if $\lim _{t \rightarrow 0} \Omega_{f}(t)=0$, and $f$ is said to be a uniform embedding if $f$ is invertible and both $f$ and $f^{-1}$ are uniformly continuous. Also, $f$ is said to be a coarse embedding if $\Omega_{f}(t)<\infty$ for all $t>0$ and $\lim _{t \rightarrow \infty} \omega_{f}(t)=\infty$.

In what follows we will use the following standard notation: Given a sequence of Banach spaces $\left\{\left(Z_{j},\|\cdot\|_{Z_{j}}\right)\right\}_{j=1}^{\infty}$ the Banach space $\left(\bigoplus_{j=1}^{\infty} Z_{j}\right)_{1}$ is the space of all sequences $\bar{z}=\left(z_{j}\right)_{j=1}^{\infty} \in \prod_{j=1}^{\infty} Z_{j}$ such that $\|\bar{z}\|:=\sum_{j=1}^{\infty}\left\|z_{j}\right\|_{Z_{j}}<\infty$. If for every $j \in \mathbb{N}, Z_{j}=Z_{1}$, we write $\ell_{1}\left(Z_{1}\right)=\left(\bigoplus_{j=1}^{\infty} Z_{j}\right)_{1}$.

Theorem 3.7. The spaces $\left\{\mathscr{M}_{\{0, \ldots, n\}^{2}, \tau}^{0}\right\}_{n=1}^{\infty}$ do not admit a uniform or coarse embedding into $L_{2}$ with moduli uniformly bounded in $n$, i.e., there do not exist increasing functions $\omega, \Omega:[0, \infty) \rightarrow[0, \infty)$ which either satisfy $\lim _{t \rightarrow 0} \omega(t)=\lim _{t \rightarrow 0} \Omega(t)=0$, or $\lim _{t \rightarrow \infty} \omega(t)=\infty$, and mappings $f_{n}: \mathscr{M}_{\{0, \ldots, n\}^{2}}^{0} \rightarrow L_{2}$, such that $\omega\left(\|\mu-v\|_{\tau}\right) \leq\left\|f_{n}(\mu)-f_{n}(v)\right\|_{2} \leq \Omega\left(\|\mu-v\|_{\tau}\right)$ for all $\mu, v \in \mathscr{M}_{\{0, \ldots, n\}^{2}}^{0}$ and all $n$.

Proof. If this is not the case then by passing to a limit along an ultrafilter we easily deduce that $\mathscr{M}_{[0,1]^{2}, \tau}^{0}$ uniformly or coarsely embeds in an ultraproduct of Hilbert spaces and thus in $L_{2}$ (see [16, 17]). By a theorem of Aharoni, Maurey and Mityagin [1] in the case of uniform embeddings, and a result of Randrianarivony [43] in the case of coarse embeddings, this implies that $\mathscr{M}_{[0,1]^{2}}^{0}$ is linearly isomorphic to a subspace of $L_{0}$. By a theorem of Nikišin [39] it follows that $\mathscr{M}_{[0,1]^{2}}^{0}$ is isomorphic to a subspace of $L_{1-\varepsilon}$ for any $\varepsilon \in(0,1)$. We recall that it is an open problem posed by Kwapien (see the discussion in [28, 4]) whether a Banach space which linearly embed into $L_{0}$ is linearly isomorphic to a subspace of $L_{1}$. If this were the case, we would have finished by Theorem 1.1] Since the solution of Kwapien's problem is unknown, we proceed as follows.

Let $\left\{S_{j}\right\}_{j=1}^{\infty}$ be a sequence of disjoint squares in $[0,1]^{2}$ with

$$
\begin{equation*}
d\left(S_{j}, S_{k}\right)=\min _{a \in S_{j}, b \in S_{k}}\|a-b\|_{2}>\max \left\{\operatorname{diam} S_{j}, \operatorname{diam} S_{k}\right\} \tag{12}
\end{equation*}
$$

Consider the linear subspace $Y$ of $\mathscr{M}_{[0,1]^{2}}^{0}$ consisting of all measures $\mu$ satisfying $\operatorname{supp}(\mu) \subseteq \bigcup_{j=1}^{\infty} S_{j}$ and $\mu\left(S_{j}\right)=0$ for all $j$. It is intuitively clear that in the computation of $\|\mu\|_{\tau}$ for $\mu \in Y$ the best transportation leaves each of the $S_{j}$ invariant; i.e., it is enough to take the infimum in (5) only over measures $\pi \in \Pi(\mu, v)$ which are supported on $\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)$. This is proved formally as follows: Fix $\mu \in Y$ and write $\mu=\sum_{j=1}^{\infty} \mu_{j}$, where $\operatorname{supp}\left(\mu_{j}\right) \subseteq S_{j}$ and $\mu_{j}\left(S_{j}\right)=0$ for all $j \in \mathbb{N}$. We claim that

$$
\begin{equation*}
\|\mu\|_{[0,1]^{2}, \tau}=\sum_{j=1}^{\infty}\left\|\mu_{j}\right\|_{S_{j}, \tau} . \tag{13}
\end{equation*}
$$

If $\pi_{j} \in \Pi\left(\mu_{j}^{+}, \mu_{j}^{-}\right)$then $\pi:=\sum_{j=1}^{\infty} \pi_{j} \in \Pi\left(\mu^{+}, \mu^{-}\right)$. Thus $\|\mu\|_{[0,1]^{2}, \tau} \leq \sum_{j=1}^{\infty}\left\|\mu_{j}\right\|_{S_{j}, \tau}$. To prove the reverse inequality take $\pi \in \Pi\left(\mu^{+}, \mu^{-}\right)$. For every $j=1,2, \ldots$ define a measure $\sigma_{j}$ on $S_{j}$ as follows: For $A \subseteq S_{j}$ set $\sigma_{j}(A):=\pi\left(A \times \bigcup_{k \neq j} S_{k}\right)$. Thus, in particular, by our assumption (12) for every $y \in S_{j}$,

$$
\begin{equation*}
\int_{S_{j}}\|x-y\|_{2} d \sigma_{j}(x)=\int_{S_{j} \times \cup_{k \neq j} S_{k}}\|x-y\|_{2} d \pi(x, z) \leq \int_{S_{j} \times \cup_{k \neq j} S_{k}}\|x-z\|_{2} d \pi(x, z) \tag{14}
\end{equation*}
$$

Writing

$$
\tilde{\pi}:=\pi \cdot \mathbf{1}_{\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)}+\sum_{j=1}^{\infty} \frac{1}{\sigma_{j}\left(S_{j}\right)} \cdot \sigma_{j} \otimes \sigma_{j}=\pi \cdot \mathbf{1}_{\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)}+\sum_{j=1}^{\infty} \frac{1}{\pi\left(S_{j} \times \bigcup_{k \neq j} S_{k}\right)} \cdot \sigma_{j} \otimes \sigma_{j}
$$

it follows from our definitions that $\tilde{\pi} \in \Pi\left(\mu^{+}, \mu^{-}\right)$and $\widetilde{\pi}$ is supported on $\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)$. Moreover, for each $j, \widetilde{\pi}_{j}:=\left.\widetilde{\pi}\right|_{S_{j}} \in \Pi\left(\mu_{j}^{+}, \mu_{j}^{-}\right)$, so that

$$
\begin{aligned}
\sum_{j=1}^{\infty}\left\|\mu_{j}\right\|_{S_{j}, \tau} & \leq \sum_{j=1}^{\infty} \int_{S_{j} \times S_{j}}\|x-y\|_{2} d \widetilde{\pi}_{j}(x, y) \\
& =\int_{\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)}\|x-y\|_{2} d \pi(x, y)+\sum_{j=1}^{\infty} \frac{1}{\pi\left(S_{j} \times \bigcup_{k \neq j} S_{k}\right)} \cdot \int_{S_{j} \times S_{j}}\|x-y\|_{2} d \sigma_{j}(x) d \sigma_{j}(y) \\
& \stackrel{\boxed{114}}{\leq} \int_{\bigcup_{j=1}^{\infty}\left(S_{j} \times S_{j}\right)}\|x-y\|_{2} d \pi(x, y)+\sum_{j=1}^{\infty} \int_{S_{j} \times \bigcup_{k \neq j} S_{k}}\|x-z\|_{2} d \pi(x, z) \\
& =\int_{\left(\cup_{j=1}^{\infty} S_{j}\right) \times\left(\cup_{j=1}^{\infty} S_{j}\right)}\|x-y\|_{2} d \pi(x, y) .
\end{aligned}
$$

This concludes the proof of (13). It follows that $Y$ is isometric to $\left(\bigoplus_{n=1}^{\infty} \mathscr{M}_{S_{n}, \tau}^{0}\right)_{1}$, which in turn is isometric to $\ell_{1}\left(\mathscr{M}_{[0,1]^{2}, \tau}^{0}\right)$. Now, Kalton proved in [28] that if for some Banach space $X, \ell_{1}(X)$ is isomorphic to a subspace of $L_{0}$, then $X$ is isomorphic to a subspace of $L_{1}$ and we finish by Theorem 1.1.

Proof of Theorem 1.3 Assume for the sake of contradiction that there exists $C<\infty$ such that for all $n \in \mathbb{N}$, $c_{2}\left(\mathscr{P}_{\{0, \ldots, n\}^{2}}, \sqrt{\tau}\right)<C$. By the proof of Lemma 3.1 we know that the unit ball of $\mathscr{M}_{\{0, \ldots, n\}^{2}, \tau}$ is isometric to a subset of $\left(\mathscr{P}_{\{0, \ldots, n\}^{2}}, \tau\right)$. Thus by our assumption there exist mappings $f_{n}: \mathscr{M}_{\{0, \ldots, n\}^{2}} \rightarrow L_{2}$ such that for every $\mu, \nu \in \mathscr{M}_{\{0, \ldots, n\}^{2}}$ with $\|\mu\|_{\tau},\|\nu\|_{\tau} \leq 1$,

$$
\begin{equation*}
\sqrt{\|\mu-v\|_{\tau}} \leq\left\|f_{n}(\mu)-f_{n}(\nu)\right\|_{2} \leq C \cdot \sqrt{\|\mu-v\|_{\tau}} . \tag{15}
\end{equation*}
$$

Let $\mathscr{U}$ be a free ultrafilter on $\mathbb{N}$. Define $\widetilde{f}_{n}: \mathscr{M}_{\{0, \ldots, n\}^{2}} \rightarrow\left(L_{2}\right)_{\mathscr{U}}$ by $\widetilde{f}_{n}(\mu)=\left(\sqrt{j} \cdot f_{n}(\mu / j)\right)_{j=1}^{\infty} \mid \mathscr{U}$. Inequalities (15) imply that all $\mu, v \in \mathscr{M}_{\{0, \ldots, n)^{2}}$ satisfy $\sqrt{\|\mu-v\|_{\tau}} \leq\left\|\widetilde{f}_{n}(\mu)-\widetilde{f}_{n}(v)\right\|_{\left(L_{2}\right)_{\mathscr{U}}} \leq C \cdot \sqrt{\|\mu-v\|_{\tau}}$. Since the ultrapower $\left(L_{2}\right)_{\mathscr{U}}$ is isometric to a Hilbert space (see [16]), we arrive at a contradiction with Theorem 3.7

Remark 3.1. We believe that Theorem 1.3 can be made quantitative, i.e. one can give explicit quantitative estimates on the rate with which $c_{2}\left(\mathscr{P}_{\{0, \ldots, n\}^{2}}, \sqrt{\tau}\right)$ tends to infinity. This would involve obtaining quantitative versions of the proofs in [1 28 43], which seems easy but somewhat tedious. We did not attempt to obtain such bounds.

Remark 3.2. We do not know whether $\left(\mathscr{P}_{[0,1]^{2}}, \tau\right)$ admits a uniform embedding into Hilbert space. The proof above actually gives that for all $\alpha \in(0,1],\left(\mathscr{P}_{[0,1]^{2}, \tau}, \tau^{\alpha}\right)$ does not embed bi-Lipschitzly into Hilbert space. But, our proof exploits the homogeneity of the function $t \mapsto t^{\alpha}$ in an essential way, so it does not apply to the case of more general moduli.

## 4 Upper bounds via Fourier analysis

In this section we prove Theorem 1.4 and discuss some related upper bounds. Given a measure $\mu$ on $\mathbb{Z}_{n}^{2}$ we decompose it as in (2), and we consider the linear operators $A$ and $B$, from $\mathscr{M}_{\mathbb{Z}_{n}^{2}}$ to $L_{1}\left(\mathbb{Z}_{n}^{2}\right)$, defined in (3)
and (4), respectively. One checks that the duals of these operators, $A^{*}, B^{*}: L_{1}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow \mathscr{M}_{\mathbb{Z}_{n}^{2}}^{*}=\operatorname{Lip}\left(\mathbb{Z}_{n}^{2}\right)$, are given by

$$
\begin{equation*}
A^{*} f=\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \frac{e^{-\frac{2 \pi i u}{n}}-1}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{f}(u, v) \cdot\left(e_{u v}-1\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{*} f=\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \frac{e^{-\frac{2 \pi i v}{n}}-1}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{f}(u, v) \cdot\left(e_{u v}-1\right) \tag{17}
\end{equation*}
$$

To check these identities the reader should verify that for all $\mu \in \mathscr{M}_{\mathbb{Z}_{n}^{2}}, \int_{\mathbb{Z}_{n}^{2}} f d(A \mu)=\int_{\mathbb{Z}_{n}^{2}}\left(A^{*} f\right) d \mu$, and similarly for $B$ (to this end, recall that $\mu\left(\mathbb{Z}_{n}^{2}\right)=0$, so that $\widehat{\mu}(0,0)=0$. This explains the subtraction of 1 in the identities (16) and (17).

We claim that for every $\mu \in \mathscr{M}_{Z_{n}^{2}}$,

$$
\begin{equation*}
\|\mu\|_{\tau} \leq\|A \mu\|_{L_{1}\left(\mathbb{Z}_{n}^{2}\right)}+\|B \mu\|_{L_{1}\left(\mathbb{Z}_{n}^{2}\right)} \leq C \log n \cdot\|\mu\|_{\tau} \tag{18}
\end{equation*}
$$

where $C$ is a universal constant. This will imply Theorem 1.4 since the mapping $\mu \mapsto \mu-U$, where $U$ is the uniform probability measure on $Z_{n}^{2}$, is an isometric embedding of $\mathscr{P}_{\mathbb{Z}_{n}^{2}}$ into $\mathscr{M}_{\mathbb{Z}_{2}^{n}}$.

By duality, $\mathbb{1 8}$ is equivalent to the fact that the mapping $(f, g) \mapsto A^{*} f+B^{*} g$ from $L_{\infty}\left(\mathbb{Z}_{n}^{2}\right) \oplus L_{\infty}\left(\mathbb{Z}_{n}^{2}\right)$ to $\operatorname{Lip}_{0}\left(\mathbb{Z}_{n}^{2}\right)$ is a $C \log n$ quotient map, i.e. for every $(f, g) \in L_{\infty}\left(\mathbb{Z}_{n}^{2}\right) \oplus L_{\infty}\left(\mathbb{Z}_{n}^{2}\right)$

$$
\begin{equation*}
\left\|A^{*} f+B^{*} g\right\|_{\text {Lip }} \leq C \log n \cdot \max \left\{\|f\|_{\infty},\|g\|_{\infty}\right\} \tag{19}
\end{equation*}
$$

and for every $h \in \operatorname{Lip}_{0}\left(\mathbb{Z}_{n}^{2}\right)$ there is some $(f, g) \in L_{\infty}\left(\mathbb{Z}_{n}^{2}\right) \oplus L_{\infty}\left(\mathbb{Z}_{n}^{2}\right)$ satisfying $A^{*} f+B^{*} g=h$ and $\max \left\{\|f\|_{\infty},\|g\|_{\infty}\right\} \leq\|h\|_{\text {Lip }}$. The second assertion is proved as follows: Take $f=\partial_{1} h$ and $g=\partial_{2} h$, where for $j=1,2, \partial_{j} h(x)=h\left(x+e_{j}\right)-h(x)$ (here $e_{1}=(1,0)$ and $\left.e_{2}=(0,1)\right)$. Clearly $\|f\|_{\infty},\|g\|_{\infty} \leq\|h\|_{\text {Lip }}$, and

$$
\begin{aligned}
A^{*} f+B^{*} g & =\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}}\left(\frac{\left(e^{-\frac{2 \pi i u}{n}}-1\right) \cdot \widehat{\partial_{1} h}(u, v)+\left(e^{-\frac{2 \pi i v}{n}}-1\right) \cdot \widehat{\partial_{2} h}(u, v)}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}}\right)\left(e_{u v}-1\right) \\
& =\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}}\left(\frac{\left(e^{-\frac{2 \pi i u}{n}}-1\right) \cdot\left(e^{\frac{2 \pi i u}{n}}-1\right)+\left(e^{-\frac{2 \pi i v}{n}}-1\right) \cdot\left(e^{\frac{2 \pi i v}{n}}-1\right)}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}}\right) \cdot \widehat{h}(u, v)\left(e_{u v}-1\right) \\
& =\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \widehat{h}(u, v) e_{u v}-\sum_{\left.(u, v) \in \mathbb{Z}_{n}^{2} \backslash \backslash(0,0)\right\}} \widehat{h}(u, v) \\
& =\sum_{(u, v) \in \mathbb{Z}_{n}^{2}} \widehat{h}(u, v) e_{u v}=h,
\end{aligned}
$$

where we used the fact that $h(0)=0$.
It remains to prove (19]. To this end, it is enough to show that $\left\|A^{*} f\right\|_{\text {Lip }} \leq O(\log n) \cdot\|f\|_{\infty}$ and $\left\|B^{*} g\right\|_{\text {Lip }} \leq$ $O(\log n) \cdot\|g\|_{\infty}$. We will establish this for $A^{*}$ - the case of $B^{*}$ is entirely analogous. Observe that

$$
\left\|A^{*} f\right\|_{\text {Lip }} \leq\left\|\partial_{1} A^{*} f\right\|_{\infty}+\left\|\partial_{2} A^{*} f\right\|_{\infty}
$$

so it is enough to establish the following two inequalities:

$$
\begin{equation*}
\left\|\sum_{\left.(u, v) \in \mathbb{Z}_{n}^{2} \backslash(0,0)\right\}} \frac{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}}{e^{\frac{2 \pi i u}{n}}-\left.1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{f}(u, v) e_{u v}\right\|_{\infty} \leq O(\log n) \cdot\|f\|_{\infty}, \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \frac{\left(e^{-\frac{2 \pi i u}{n}}-1\right) \cdot\left(e^{\frac{2 \pi i v}{n}}-1\right)}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{f}(u, v) e_{u v}\right\|_{\infty} \leq O(\log n) \cdot\|f\|_{\infty} . \tag{21}
\end{equation*}
$$

Since for $p>0$ the norms on $L_{\infty}\left(\mathbb{Z}_{n}^{2}\right)$ and $L_{p}\left(\mathbb{Z}_{n}^{2}\right)$ are equivalent with constant $n^{2 / p}$ (by Hölder's inequality), it is enough to show that for $p \geq 2$,

$$
\begin{equation*}
\left\|\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash\{(0,0)\}} \frac{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}}{e^{\frac{2 \pi i u}{n}}-\left.1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \cdot \widehat{f}(u, v) e_{u v}\right\|_{p} \leq O(p) \cdot\|f\|_{p}, \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\sum_{(u, v) \in \mathbb{Z}_{n}^{2} \backslash((0,0)\}} \frac{\left(e^{-\frac{2 \pi i u}{n}}-1\right) \cdot\left(e^{\frac{2 \pi i u}{n}}-1\right)}{n}-\left.1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2} \cdot \widehat{f}(u, v) e_{u v}\right\|_{p} \leq O(p) \cdot\|f\|_{p} . \tag{23}
\end{equation*}
$$

To prove inequalities (22) and (23) we will assume that $n$ is odd (all of our results are valid for even $n$ as well, and the proofs in this case require minor modifications). We think of $\mathbb{Z}_{n}^{2}$ as $[-(n-1) / 2,(n-1) / 2] \cap \mathbb{Z}$. As before, given $m: \mathbb{Z}_{n}^{2} \rightarrow \mathbb{C}$ we denote

$$
\partial_{1} m(x, y)=m(x+1, y)-m(x, y), \quad \text { and } \quad \partial_{2} m(x, y)=m(x, y+1)-m(x, y) .
$$

Thus

$$
\partial_{1}^{2} m(x, y)=m(x+2, y)-2 m(x+1, y)+m(x, y) \quad \text { and } \quad \partial_{2}^{2} m(x, y)=m(x, y+2)-2 m(x, y+1)+m(x, y),
$$

and

$$
\partial_{1} \partial_{2} m(x, y)=\partial_{2} \partial_{1} m(x, y)=m(x+1, y+1)-m(x+1, y)-m(x, y+1)-m(x, y) .
$$

In what follows we think of $m$ as a Fourier multiplier in the sense that it corresponds to a translation invariant operator $T_{m}$ on $L_{2}\left(\mathbb{Z}_{n}^{2}\right)$ given by

$$
\begin{equation*}
T_{m}(f):=\sum_{(u, v) \in \mathbb{Z}_{n}^{2}} m(u, v) \cdot \widehat{f}(u, v) \cdot e_{u v} \tag{24}
\end{equation*}
$$

Recall that an operator $T: L_{1}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{1}\left(\mathbb{Z}_{n}^{2}\right)$ is said to be weak $(1,1)$ with constant $K$ if for every $f: \mathbb{Z}_{n}^{2} \rightarrow \mathbb{C}$ and every $a>0$,

$$
\left\lvert\,\left\{\left.\left((u, v) \in \mathbb{Z}_{n}^{2}:|T f(u, v)| \geq a\right\}\left|\leq \frac{K}{a} \cdot\|f\|_{1}=\frac{K}{a} \cdot \sum_{(u, v) \in \mathbb{Z}_{n}^{2}}\right| f(u, v) \right\rvert\, .\right.\right.
$$

We will use the following discrete version of the Hörmander-Mihlin multiplier theorem [38, 18].

Theorem 4.1 (Hörmander-Mihlin multiplier criterion on $\mathbb{Z}_{n}^{2}$ ). For $j \in \mathbb{N}$ denote $Q_{j}=\left[-2^{j}, 2^{j}\right] \times\left[-2^{j}, 2^{j}\right]$. Fix $B>0$ and $m: \mathbb{Z}_{n}^{2} \rightarrow \mathbb{C}$ with $m(0,0)=0$, and assume that for all $j=0,1, \ldots,\left\lfloor\log _{2}(n-1)\right\rfloor-1$,

$$
\begin{aligned}
& \sum_{(u, v) \in\left(Q_{j} \backslash Q_{j-1}\right) \cap \mathbb{Z}_{n}^{2}}\left[2^{-2 j}|m(u, v)|^{2}+\left|\partial_{1} m(u, v)\right|^{2}+\left|\partial_{2} m(u, v)\right|^{2}+\right. \\
& \left.\quad 2^{2 j}\left|\partial_{1}^{2} m(u, v)\right|^{2}+2^{2 j}\left|\partial_{2}^{2} m(u, v)\right|^{2}+2^{2 j}\left|\partial_{1} \partial_{2} m(u, v)\right|^{2}\right] \leq B^{2}
\end{aligned}
$$

Then the translation invariant operator $T_{m}$ corresponding to $m$ is weak $(1,1)$ with constant $O(B)$.
While the continuous version of the Hörmander-Mihlin multiplier theorem is a powerful tool which appears in several texts (e.g. in the books [12] 48 52]), we could not locate a statement of the above discrete version in the literature. It is, however, possible to prove it using several minor modifications of the existing proofs. The standard proof of the Hörmander-Mihlin criterion is usually split into two parts. The first part, which is based on the Calderón-Zygmund decomposition, transfers virtually verbatim to the discrete settingsee Theorem 3 in Chapter 1 of [48], and Remark 8.1 there which explains how this part of the proof transfers from $\mathbb{R}^{n}$ to the setting of finitely generated groups of polynomial growth (in fact, the Calderón-Zygmund decomposition itself, as presented in Theorem 2 in Chapter 1 of [48], is valid in the setting of general metric spaces equipped with a doubling measure). The second part of the proof of the Hörmander-Mihlin theorem, as presented in Theorem 2.5 of [18], requires several straightforward modifications in order to pass to the discrete setting. We leave the simple details to the reader. For the sake of readers that are not familiar with these aspects of Fourier analysis, we will later present a complete reduction to a continuous problem whose proof appears in print, which yields slightly worse bounds on the distortion guarantee.

In order to apply Theorem 4.1 we consider the following two multipliers,

$$
\begin{equation*}
m_{1}(u, v):=\frac{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}}, \quad \text { and } \quad m_{2}(u, v):=\frac{\left(e^{-\frac{2 \pi i u}{n}}-1\right) \cdot\left(e^{\frac{2 \pi i v}{n}}-1\right)}{\left|e^{\frac{2 \pi i u}{n}}-1\right|^{2}+\left|e^{\frac{2 \pi i v}{n}}-1\right|^{2}} \tag{25}
\end{equation*}
$$

where we set $m_{1}(0,0)=m_{2}(0,0)=0$. A direct (albeit tedious!) computation shows that $m_{1}$ and $m_{2}$ satisfy the conditions of Theorem4.1 with $B=O(1)$. Thus, the operators $T_{m_{1}}$ and $T_{m_{2}}$ are weak $(1,1)$ with constant $O(1)$. Since $m_{1}$ and $m_{2}$ are bounded functions, the operator norms $\left\|T_{m_{1}}\right\|_{L_{2}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{2}\left(\mathbb{Z}_{n}^{2}\right)}$ and $\left\|T_{m_{2}}\right\|_{L_{2}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{2}\left(\mathbb{Z}_{n}^{2}\right)}$ are $O(1)$. Since these operators are self adjoint, by the Marcinkiewicz interpolation theorem (see [56]) it follows that for $p \geq 2$, the operator norms $\left\|T_{m_{1}}\right\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{p}\left(\mathbb{Z}_{n}^{2}\right)}$ and $\left\|T_{m_{2}}\right\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{p}\left(\mathbb{Z}_{n}^{2}\right)}$ are $O(p)$. This is precisely (22) and (23).

The above argument is based on Theorem 4.1 which does not appear exactly as stated in the literature, but its proof is a straightforward adaptation of existing proofs (which is too simple to justify rewriting the lengthy argument here). However, making the necessary changes easily does require some familiarity with Calderón-Zygmund theory. We therefore present now another argument which gives a polylog $(n)$ bound on the distortion, but uses only statements which appear in the literature. This alternative approach appears to be quite versatile, and might be useful elsewhere.

The following lemma reduces the problem of proving inequalities such as (22) and (23) (with perhaps a different dependence on $p$ ) to a continuous inequality. The argument is based on the proof of a theorem of Marcinkiewicz from [56] (see Theorem 7.5 in chapter $X$ there). In what follows we denote by $\mathbb{T}$ the Euclidean unit circle in the plane.

Proposition 4.2 (Transferring multipliers from the torus to $\mathbb{Z}_{n}^{2}$ ). Fix an odd integer $n$. Let $\{\lambda(u, v)\}_{u, v=0}^{\infty}$ be complex numbers such that $\lambda(u, v)=0$ for $\max \{u, v\} \geq n$. Consider the operators $M: L_{p}\left(\mathbb{T}^{2}\right) \rightarrow L_{p}\left(\mathbb{T}^{2}\right)$ and $M_{n}: L_{p}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{p}\left(\mathbb{Z}_{n}^{2}\right)$ given by

$$
M\left(\sum_{u, v=-\infty}^{\infty} \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right)=\sum_{u, v=0}^{\infty} \lambda(u, v) \widehat{f}(u, v) e^{2 \pi i(u x+v y)},
$$

and

$$
M_{n}\left(\sum_{u, v=0}^{n-1} \widehat{f}(u, v) e^{\frac{2 \pi i}{n}(u a+v b)}\right)=\sum_{u, v=0}^{n-1} \lambda(u, v) \widehat{f}(u, v) e^{\frac{2 \pi i}{n}(u a+v b)} .
$$

Then,

$$
\left\|M_{n}\right\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right) \rightarrow L_{p}\left(\mathbb{Z}_{n}^{2}\right)} \leq 81 \cdot\|M\|_{L_{p}\left(\mathbb{T}^{2}\right) \rightarrow L_{p}\left(\mathbb{T}^{2}\right)} .
$$

Proof. The proof is a variant of the first part of the proof of Theorem 7.5 in chapter X in [56], and a small twist on the second part. Since the terminology in [56] is different from ours, we repeat the proof of the first part as well. Recall that the Dirichlet kernels $D_{\ell}:[0,1] \rightarrow \mathbb{C}$ are defined as,

$$
D_{\ell}(x)=\sum_{j=-\ell}^{\ell} e^{2 \pi i j x}
$$

and the Fejér kernels $K_{m}:[0,1] \rightarrow \mathbb{C}$ are

$$
K_{m}(x)=\frac{1}{m+1} \sum_{\ell=0}^{m} D_{\ell} x=\sum_{j=-m}^{m}\left(1-\frac{|j|}{m+1}\right) e^{2 \pi i j x} .
$$

A basic property of $D_{\ell}$ is that for any trigonometric polynomial $S(x)$ of degree at most $\ell$, namely $S(x)=$ $\sum_{j=-\ell}^{\ell} a_{j} e^{2 \pi i j x}$, we have that $S(x)=S * D_{\ell}(x)=\int_{0}^{1} S(t) D_{\ell}(x-t) d t$. The same is true with any other function all of whose $j$ th Fourier coefficients for $j$ between $-\ell$ and $\ell$ are 1 ; in particular for the de la Vallée Poussin kernel $2 K_{2 \ell-1}-K_{\ell-1}($ see [29]). The well known advantage of the Fejér kernel over the Dirichlet kernel is that it is everywhere (real and) nonnegative. Note also that $\int_{0}^{1} K_{m}(t) d t=1$ for all $m$. Thus, by convexity of the function $t^{p}$, for any trigonometric polynomial $S$ of degree at most $\ell$, and for all $x \in[0,1]$,

$$
\begin{align*}
|S(x)|^{p} & =\left|2 S * K_{2 \ell-1}(x)-S * K_{\ell}(x)\right|^{p} \\
& \leq 3^{p}\left(\frac{2}{3} \int_{0}^{1}|S(t)|^{p} K_{2 \ell-1}(x-t) d t+\frac{1}{3} \int_{0}^{1}|S(t)|^{p} K_{\ell-1}(x-t) d t\right) . \tag{26}
\end{align*}
$$

Let now $\omega_{2 \ell+1}$ be the measure which assign mass $\frac{1}{2 \ell+1}$ to each of $2 \ell+1$ equally spaced points on $[0,1]$. Then it is easy to check that

$$
\int_{0}^{1} K_{m}(x-t) d \omega_{2 \ell+1}(x)=\int_{0}^{1} K_{m}(x-t) d x=1
$$

for all $m \leq 2 \ell$ and for all $t \in[0,1]$. Integrating (26) with respect to $\omega_{2 \ell+1}$, we get that for any trigonometric polynomial $S$ of degree at most $\ell$

$$
\begin{equation*}
\int_{0}^{1}|S(x)|^{p} d \omega_{2 \ell+1}(x) \leq 3^{p} \int_{0}^{1}|S(x)|^{p} d x \tag{27}
\end{equation*}
$$

It follows that if $S(x, y)$ is a two-variable trigonometric polynomial of degree at most $\ell$ in each of the variables, i.e. $S(x, y)=\sum_{u, v=-\ell}^{\ell} a_{u v} e^{2 \pi i(u x+v y)}$,

$$
\int_{[0,1]^{2}}|S(x, y)|^{p} d \omega_{2 \ell+1}(x) d \omega_{2 \ell+1}(y) \leq 9^{p} \int_{[0,1]^{2}}|S(x, y)|^{p} d x d y
$$

It follows from this that, since $n$ is odd, for every $f \in L_{p}\left(\mathbb{T}^{2}\right)$,

$$
\left\|M_{n}\left(\sum_{u, v=0}^{n-1} \widehat{f}(u, v) e^{\frac{2 \pi i}{n}(u a+v b)}\right)\right\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right)} \leq 9\left\|M\left(\sum_{u, v=-\infty}^{\infty} \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right)\right\|_{L_{p}\left(\mathbb{T}^{2}\right)}
$$

Note that for each trigonometric polynomial of the form $P(x, y)=\sum_{u, v=-n+1}^{n-1} a_{u v} e^{2 \pi i(u x+v y)}$,

$$
\int_{[0,1]^{2}} P(x, y) d \omega_{n}(x) d \omega_{n}(y)=a_{0}=\int_{[0,1]^{2}} P(x, y) d x d y
$$

Fix $f \in L_{p}\left(\mathbb{Z}_{n}^{2}\right), 1<p<\infty$. By the first part of the proof and duality, there is $g \in L_{p^{*}}\left(\mathbb{T}^{2}\right)\left(p^{*}=p /(p-1)\right)$ with $\|g\|_{p^{*}}=1$ such that

$$
\begin{aligned}
\left\|M_{n} f\right\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right)} & \leq 9 \int_{[0,1]^{2}}\left(\sum_{u, v=0}^{n-1} \lambda_{j} \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right) \overline{g(x, y)} d x d y \\
& =9 \int_{[0,1]^{2}}\left(\sum_{u, v=0}^{n-1} \lambda(u, v) \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right)\left(\sum_{u, v=0}^{n-1} \overline{\hat{g}(u, v)} e^{-2 \pi i(u x+v y)}\right) d x d y \\
& =9 \int_{[0,1]^{2}}\left(\sum_{u, v=0}^{n-1} \lambda(u, v) \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right)\left(\sum_{u, v=0}^{n-1} \overline{\widehat{g}(u, v)} e^{-2 \pi i(u x+v y)}\right) d \omega_{n}(x) d \omega_{n}(y) \\
& =9 \int_{[0,1]^{2}}\left(\sum_{u, v=0}^{n-1} \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right)\left(\sum_{u, v=0}^{n-1} \lambda(u, v) \overline{\bar{g}(u, v)} e^{-2 \pi i(u x+v y)}\right) d \omega_{n}(x) d \omega_{n}(y) \\
& \leq 9\left(\int_{[0,1]^{2}}\left|\sum_{u, v=0}^{n-1} \widehat{f}(u, v) e^{2 \pi i(u x+v y)}\right|^{p} d \omega_{n}(x) d \omega_{n}(y)\right)^{1 / p} \cdot \\
& \left.\leq\left. 81 \cdot\|f\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right)}\left(\int_{[0,1]^{2}} \mid \sum_{u, v=0}^{n-1} \overline{\left.\lambda(u, v) \widehat{g}(u, v) e^{2 \pi i(u x+v y)}\right|^{p^{*}}} d x\right)^{n-1} \lambda(u, v) \overline{\bar{g}(u, v)} e^{-2 \pi i(u x+v y)}\right|^{p^{*}} d \omega_{n}(x) \omega_{n}(y)\right)^{1 / p^{*}} \\
& \leq 81 \cdot\|f\|_{L_{p}\left(\mathbb{Z}_{n}^{2}\right)} \cdot\|M\|_{L_{p}\left(\mathbb{T}^{2}\right) \rightarrow L_{p}\left(\mathbb{T}^{2}\right)} .
\end{aligned}
$$

where the inequality before last follows from (27) and the last inequality (that is the fact that the norm of a multiplier in $L_{p}\left(\mathbb{T}^{2}\right)$ is the same as the norm of the conjugate multiplier in $L_{p^{*}}\left(\mathbb{T}^{2}\right)$ ) follows from duality. The case $p=1$ (and also a similar inequality for the $\infty$ norm) follows easily from the $L_{p}$ cases.

Proposition 4.2 implies that it is enough to obtain $L_{p}$ to $L_{p}$ bounds for the operators $T_{m_{1}}$ and $T_{m_{2}}$, where $m_{1}, m_{2}$ are as in (25], as operators on functions on the torus $\mathbb{T}^{2}$. By a theorem of de Leeuw [11] it is enough to obtain such bounds when we think of $T_{m_{1}}$ and $T_{m_{2}}$ as operators on functions on $\mathbb{R}^{2}$ (see [55] for the respective result in the case of weak $(1,1)$ bounds). The continuous version of the Hörmander-Mihlin multiplier theorem now applies, but unfortunately its conditions are not satisfied. However, a (once again tedious) computation shows it is possible to apply the Marcinkiewicz multiplier theorem (see [47] 52]), in combination with bounds on the Hilbert transform [47] 52], to obtain bounds similar to (22) and (23) with $O(p)$ replaced by $O(\operatorname{poly}(p))$ (it is quite easy to obtain a bound of $O\left(p^{3}\right)$, and with more work this can be reduced to $O\left(p^{2}\right)$. However we do not see a simple way to obtain $O(p)$ using this approach).
Remark 4.1. Consider the mapping $S: \mathscr{P}_{\mathbb{Z}_{n}^{2}} \rightarrow L_{1}\left(\mathbb{Z}_{n}^{2}\right)$ given by

$$
S \mu:=\sum_{\left.(u, v) \in \mathbb{Z}_{n}^{2} \backslash \backslash(0,0)\right\}}\left(\left|e^{\frac{2 \pi i u}{n}}-1\right|+\left|e^{\frac{2 \pi i v}{n}}-1\right|\right) \cdot \widehat{\mu}(u, v) e_{u v} .
$$

Using considerations similar to the above (see Proposition III.A. 3 in [54] for a continuous counterpart) it is possible to show that $S$ has distortion $O(\operatorname{poly} \log (n))$. However, we were unable to get this bound down to $O(\log n)$ as in Theorem 1.4 Nevertheless, this embedding might be of interest since it reduces the dimension of the ambient $L_{1}$ space by a factor of 2 .

## 5 Discussion and open problems

There are several interesting problems that arise from the results presented in this paper- we shall discuss some of them in the list below.

1. The most natural problem is to determine the asymptotic behavior of $c_{1}\left(\{0,1 \ldots, n\}^{2}, \tau\right)$. It seems hard to use the ideas in Section 4 to obtain an embedding of distortion $O(\sqrt{\log n})$, as the known bounds on multipliers usually give a weak $(1,1)$ inequality at best.
2. Remark 4.1 implies that the Banach-Mazur distance between the $n^{2}-1$ dimensional normed space $\mathscr{M}_{\mathbb{Z}_{n}^{2}, \tau}$ and $\ell_{1}^{n^{2}-1}$ is $O(\operatorname{poly} \log (n))$. It would be interesting to determine the asymptotic behavior of this distance. In particular, it isn't clear whether the $L_{1}$ (embedding) distortion of $\mathscr{M}_{\mathbb{Z}_{n}^{2}, \tau}$ behaves differently from its Banach-Mazur distance from $\ell_{1}^{n^{2}-1}$.
3. We did not attempt to study the $L_{1}$ distortion of $\mathscr{M}_{\{0,1, \ldots, n\}^{d}, \tau}$ for $d \geq 3$. Observe that this space contains $\mathscr{M}_{\{0,1, \ldots, n\}^{2}, \tau}$, so the $\Omega(\sqrt{\log n})$ lower bound still applies. But, the result of [30] shows that the transportation cost metric on the Hamming cube $\{0,1\}^{d}$ has distortion $\Theta(d)$, so some improvements are still possible. Note that in higher dimensions it becomes interesting to study the transportation cost distance when $\mathbb{R}^{d}$ is equipped with other norms. The Banach-Mazur distance between $\ell_{1}^{d}$ and arbitrary $d$-dimensional norms has been studied in [7, 49] 13]. In particular, the result of [13] states that any $d$-dimensional Banach space is at distance $O\left(d^{5 / 6}\right)$ from $\ell_{1}^{d}$. Combining this fact with the lower bound on the $L_{1}$ distortion of the transportation cost distance on the Hamming $\left(\ell_{1}\right)$ cube cited above, we see that for any norm $\|\cdot\|$ on $\mathbb{R}^{d}, c_{1}\left(\mathscr{P}_{\left(\mathbb{R}^{d},\| \| \|\right), \tau}\right)=\Omega\left(d^{1 / 6}\right)$. It would be interesting to study the dependence on $d$ for general norms on $\mathbb{R}^{d}$.
4. As stated in Remark 3.1] it would be interesting to study the rate with which $c_{2}\left(\mathscr{P}_{\{0, \ldots, n\}^{2}}, \sqrt{\tau}\right)$ tends to infinity.
5. As stated in Remark 3.2 , we do not know whether $\left(\mathscr{P}_{[0,1]^{2}}, \tau\right)$ admits a uniform embedding into Hilbert space.
6. The present paper rules out the "low distortion approach" to nearest neighbor search in the Earthmover metric via embeddings into $L_{1}$. However, it might still be possible to find nearest neighbor preserving embeddings into $L_{1}$ in the sense of [25].
7. On the more "applied side", as stated in the introduction, there is a possibility that the embedding of Theorem 1.4 behaves better than the theoretical distortion guarantee of $O(\log n)$ in "real life" situations, since it is often the case that the bulk of the Fourier spectrum is concentrated on a sparse set of frequencies. Additionally, it might be worthwhile to "thin out" some frequencies of the given set of images before embedding into $L_{1}$ (and then using the known $L_{1}$ nearest neighbor search databases). It would be interesting to carry out such "tweaking" of our algorithm in a more experimental setting.
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