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Abstract.

In this paper we address the error growth in time for hyperbolic problems on first
order form. The energy method is used to study when an error growth or a fixed error
bound is obtained. It is shown that the choice of boundary procedure is a crucial point.
Numerical experiments corroborate the theoretical findings.
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1. Introduction. Stable approximations of hyperbolic problems on
first order form often exhibit a linear (or near linear) error growth in time,
see for example [15],[13],[6]. In many of those cases, the wave is restricted
or trapped in the domain for long times. Typical examples include periodic
problems or problems where the wave is trapped in cavities. However, also
cases with a definite bound on the error as time passes can be observed.
Typically, in such cases, the wave propagates through the domain for a
limited time as in an inflow-outflow problem.

To initiate our investigation we consider the problem

ug +uy = Fx,t), —oco<z<oo, t>0, (1.1)

where F' is a 1-periodic forcing function in z. The 1-periodic solution
which we consider known in this example provide us with initial (f(z))
and boundary data (g(¢)). Assume that we want to compute the numerical
solution to (1.1) on the domain x € [0, 1]. There are two different ways of
imposing the periodic boundary conditions. The first one does it directly by
demanding u(0,¢) = u(1,t). A second possible choice reads u(0,t) = g(t).

We compute (details of the numerical procedures are discussed later)
the two solutions and subtract the exact solution. The error as a function
of time for the two types of boundary conditions is shown in Figure 1.1.
The computation using the first type of boundary condition (shown by the
dotted line) leads to an essentially linear error growth in time while the
second type has an error bound.

A hint to why the results are different can be obtained by studying (1.1)
on z € [0,1] with a perturbed forcing function F' + §F and identical initial
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FIGURE 1.1. The error as a function time.

and boundary conditions. Denote the solution to the perturbed problem
by v and subtract the equations. That yields the error equation,

et +e, =0F(x,t), 0<z<1, t>0, (1.2)

where e = v — u and e(z,0) = 0. The two corresponding boundary condi-
tions are e(0,t) = e(1,t) and e(0,t) = 0 respectively.
The energy method applied to (1.2) yields

llelle < =A@)llell + [I6F], (1.3)

where |e||? = fol e?dz. For the boundary condition e(0,t) = e(1,t) we
have A(t) = 0 which leads to the error growth shown in Figure 1.1. More
interesting is the fact that we get A(t) = (e(1,t)/|le]|)?/2 by using the
boundary condition e(0,¢) = 0. A constant positive A leads directly to
error boundedness. Actually, as shown in Figure 1.1, A(¢) > 0 suffice for
error boundedness.

The error growth in time is particularly problematic for hyperbolic
problems. For parabolic problems (add eu,, to the right hand side of
(1.1)), a temporal error bound is obtained by using Pointcare’s inequality
(llez!l/llell = d > 0) even with vanishing boundary terms. However, for
vanishing e, as the parabolic problem converges to a hyperbolic problem,
the error growth appears since the coefficient A = €4 in (1.3) goes to zero.

Some of the phenomena above were discussed in [1],[3],[4]. In this
paper we will both extend and simplify that analysis and focus on the error
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behavior in time for hyperbolic problems. Our theoretical tools will be the
energy-method, summation-by-parts operators and penalty procedures for
implementing boundary conditions.

The remainder of this paper will proceed as follows. In section 2, we
consider different boundary procedures for a general continuous hyperbolic
problem and derive an error estimate. The corresponding semi-discrete
finite-difference approximation and error estimate is considered in section
3. Numerical experiments are performed in section 4 and finally we draw
conclusions in section 5.

2. The continuous problem. We will consider a general three di-
mensional hyperbolic problem in a half space of the form,

Sut—i—Aum—i—Buy—i—Cuz:F, >0, t>0,

Lu=G, x=0, t>0, (2.1)
uzfl, x>0, t=0.

We assume that all matrices (S, A, B, C) are symmetric (or simultaneously
symmetrizable, see [2]) and that S is a diagonal strictly positive matrix. In
terms of applications this means that we consider aerodynamic, aeroacous-
tic (the Euler equations) and electromagnetic (the Maxwell’s equations)
problems. We also assume that u, F', H have compact support in > 0.

DEFINITION 2.1. (2.1) is said to be strongly well posed if an unique
solution exists and the estimate

t t
Jul+ [ uliar < e (||H|2+ / <||F||2+|G|%>d7) (2.2)

holds. K, and 1. are constants and do not depend on F,G or H. Il 1l
and || - || are suitable continuous norms.

Remark: If one can estimate the solution for zero boundary data only,
the problem is called well posed, see [7] for more details.

2.1. Well-posedness. The energy-method applied to (2.1) yields

(wwsh= [ uTAudyds +2(u P, (2.3)
=0
where [ is the identity matrix and we have introduced the scalar product
(u,v)p = / u'Tv dedydz. (2.4)
x>0
T is a symmetric positive definite matrix and (u,u)r = ||u||3 defines a

norm. In Definition 2.1 above,

ol =l and [ T dyd = .
r=
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were used.
We have the splitting,

ul Au = (XTu)T(AT + A7) (XTu) = u? AT u+uT A", (2.5)

The superscripts +, — indicate the positive and negative portions of the
eigenvalue matrix A and A. The (characteristic) boundary condition

Lu=(XTuwt =G =(XTyT, or Atu=4%g (2.6)

yields the estimate,
((u,u)g): = / GTAY G+ uT A" w dydz + 2(u, F);. (2.7)
z=0

A direct integration of (2.7) yields an estimate of the form (2.2) which
proves the following proposition.
PROPOSITION 2.2. (2.1) augmented with (2.6) is strongly well posed.

2.2. The continuous error equation. Consider (2.1) with a per-
turbed forcing function F + 6F and identical initial and boundary condi-
tions. Denote the solution to the perturbed problem by v and subtract the
equations. That yields the error equation,

Set—i—Aem—i—Bey—i—Cez:(SF, x>0, t>0
Le=0, =0, t>0 (2.8)
e=0, >0, t=0

The energy method applied to (2.8) and the relations,

((e,e)s)e =2[lel|s(llells)e, (e, 0F)r < |lells]I6F]Ir, (2.9)
yields,
(llells)e < Collells + C1||6F |1, (2.10)
where
[ _ et Ae dydz llellr
Cop==2=0__"_ " " (= . 2.11
2Mells lells (211

Remark: We call the boundary procedure dissipative if Cy < 0. Dissipa-
tive boundary treatments, for example using (2.6), lead to strong stability.
The problem (2.10) is of the form

ur < =At)u+ F(t), w0)=/f, A>0, (2.12)
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where F' has a maximum value |F|,,q,. We will need the following lemma.
LEMMA 2.3. The solution u to (2.12) is bounded for t > 0 provided
that \ is non-zero “almost” everywhere.
Proof: A direct calculation yields

t t
u(t) < e O f 4 / VD P(E)dE, 0(E ) = / Amdn.  (2.13)
13

0

Clearly 6(&,t) is a positive monotone function of time. Given the assump-
tion that A is non-zero “almost” everywhere, we have the estimate

9(§,t) > 6o(t - 5), do > 0. (214)
The estimate (2.14) and (2.13) leads to
Jul < €% f 4 [Flmas (1 — =) /b0, (2.15)

which means that v remains bounded as time increases. W

We can now state one of the main results of this paper.

PROPOSITION 2.4. If the boundary procedure in (2.1) is dissipative,
i.e. Co < 0 “almost” everywhere in (2.10), then the error is bounded in
time. It is bounded by the size of the forcing function.

Proof: Lemma 2.3 applied to (2.10) leads to the result. W

Remark: We include a non-homogeneous initial condition in (2.12)
even though (2.10) has zero initial data. The reason being that Cj can be
zero initially since e(0) = 0. If so, the error grows linearly for a short time
and form the non-zero initial error.

An immediate result of Proposition 2.2 and 2.4 is the following corol-
lary.

COROLLARY 2.5. Strong well posedness lead to a temporal error bound.

3. The semi-discrete problem. Let u, u; be the numerical approx-
imation of the scalar quantities u, u, respectively. The approximation of
the first derivative u, is introduced as

Uy = PilQu, (3.1)

where P and @ are matrices. If a spatial operator is of the form (3.1) and

the conditions (¢) and (i7) below are full-filled, the operator is referred to
as a Summation By Parts operator (SBP) (see [11]).

(i) The matrix P is symmetric, positive definite and bounded, Azpl <

P < Azql, where p > 0 and ¢ are bounded independent of 1/Az.

(ii) The matrix @ is almost skew-symmetric. Q+Q* = diag(—1,0,..,0,1).
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The boundary and interface conditions will be imposed by the weak penalty
technique referred to as the SAT (Simultaneous Approximation Term) pro-
cedure. For details on penalty procedures for finite difference, finite volume
and spectral methods, see [5], [14] and [8] respectively.

The unknowns are organized in a vector u where u; ; j corresponds to
the grid point (x;, y;, 2). The semi-discrete version of problem (2.1) on the
finite difference form and using the SBP operators above can be written

(Iz oI, o1, ®S)ut + (P;le oI, o1, ®A)u

(II®P;1Qy®IZ®B)u+ (Im®1y®P;1QZ®C)u (3.2)

- (P;le®Iy®IZ®E)(u—§)+F
w(0) = H

The symbol ® denotes the Kronecker product, see appendix A. In (3.2),
I, I, I, are identity matrices of appropriate size, B is identically zero
except that (B;)11 = 1 and ¥ is an undetermined matrix. The first term
on the right hand side imposes the boundary conditions at z = 0,7 = 0
weakly using the SAT technique. The characteristic boundary condition
(2.6) can be imposed in this way by a special choice of X.

DEFINITION 3.1. (8.2) is said to be strongly stable if, for a sufficiently
fine mesh Ax, Ay, Az < h, there is an unique solution that satisfies

t t
lull? + / ||u||%drs1<de"df<||ﬂ||2+ / <||F||2+||G||%>df). (3.3)

Kgq and ng are constants and do not depend on F,H or G. || - ||r and || - ||
are suitable discrete norms.

Remark: If one can estimate the solution for zero boundary data only,
the problem is called stable, see [7] for more details.

3.1. Stability. By applying the energy method to (3.2) (we multiply
from the left by u” (P, ® P, ® P, ® I) and add the transpose) we obtain

(w,u)ps) = u{(Py @P, @ A+ %+ ET)uO - 2u§(Py P, ® 2)§
+2(u, F)py, (3.4)
where ug denotes the restriction of u to the boundary at x = 0,7 = 0 and
(w,v)pr = u” (Pm ®P,®P,® T)v, (3.5)

is the discrete analog to the continuous scalar product (2.4). T is a sym-
metric positive definite matrix and (u,w)pr = ||u|/% > defines a norm. In
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Definition 3.1 above,
;= llul® and uf (P, ® P I)uo = [lullf,

were used.
Clearly, we have a bounded growth if ¢* (A + X + X7)¢p = 0 for a
general ¢ and g = 0. We have proved the following proposition.
PROPOSITION 3.2. The approzimation (3.2) with ¥ chosen such that

dTA+2+3T)p =0,

for a general ¢ is stable.

A particularly useful and strong concept of stability is obtained in the
following way. By introducing the previous notation A = A™ + A~ we find
that the boundary terms in (3.4) can be written

BT = uOT(Py ®P, @At +E+ET)u0
+uf (Py@ P.@ A )u,—2uf (P,@ P.@%)g.  (3.6)

The choice ¥ = 6 AT and ¢ < —1 /2 means that all the quadratic term in
ug give a negative contribution. The special choice o = —1, (3.4) and (3.6)
yields the estimate,

(wu)ps) =5 (Py© P. @A )g+uf (P,® P2 A )uo
+ 2(u, F)p — Rest, (3.7)

where
Rest = (uo _ g)T(Py 9P, ® A*) (uo - g). (3.8)

The discrete estimate (3.7) is completely analogous to the continuous esti-
mate (2.7) except for the small negative definite rest term — Rest.

A direct integration of (3.7) yields an estimate of the form (3.3) which
proves the following proposition.

PROPOSITION 3.3. The approzimation (3.2) with ¥ = c A" and o <
—1/2 is strongly stable.

Remark: Note that the energy method combined with the penalty
technique more or less automatically leads to the right number of bound-
ary conditions (equal to the number of positive eigenvalues) and the most
appropriate form (the characteristic boundary conditions (2.6)). Note also
that the rest term is proportional to the accuracy at the boundary since

Rest = ((XTu)o - é)T (Py ®P.,® A+) ((XTu)o - é) (3.9)
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3.2. The semi-discrete error equation. By inserting the continu-
ous solution u (and using the correct boundary data, forcing function and
initial data) into the scheme (3.2) and subtracting the discrete solution we
obtain the error equation

(I ®I,@1, ®S)et+ P;'Q,2I,®1. ®A)

(

(I ©P;'Q, w1, ®B)e+(I ®I,®P;'Q, ®C) (3.10)
(P 'B,oI,®1, ®E)e+Te
0.

Clearly the only source of error is the truncation error Te.
By following the recipe outlined above (the energy method) we obtain

((e,€)ps): = €l (P ® P, ®A+E+ZT)60+2(u Te)ps,  (3.11)

where ey denotes the restriction of e to the boundary at = 0,7 = 0.
Remark: The error equation (3.11) completely determines the accu-
racy of the solution for long times. With a given truncation error (given
by the scheme) we obtain a more or less favorable error development de-
pending on how we choose our boundary conditions (choice of ¥).
The relations

((e;e)ps): = 2[lellp.s(llellps), (e, Te)pr < |lellpsl[Tellps, (3.12)

inserted into (3.11) yields

(llellp.s)e < Collellp.s + Chl[Te]|p1, (3.13)
where
eOT(Py®Pz®(A+E+ET))eo llel| .1
Co = _ . oy = eller gy
2|lel[f,s llellp.s

Remark: If Cy vanish, we have the usual (essentially) linear error
growth in time for hyperbolic problems (see for example [15],[13],[6]).

We can now state the other main result of this paper.

PROPOSITION 3.4. If the boundary procedure in (3.2) is dissipative,
i.e. Co < 0 “almost” everywhere in (3.13), then the error is bounded in
time. It is bounded by the size of the truncation error.

Proof: Lemma 2.3 applied to (3.13) leads to the result. W

Proposition 3.3 and 3.4 immediately leads to the following corollary.

COROLLARY 3.5. Strong stability lead to a temporal error bound.
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4. Examples and numerical experiments. By performing numer-
ical calculation we will check the validity of Proposition 3.4.

4.1. The one-way wave equation. The numerical approximation
of (1.1) on the domain [0, 1] including the penalty terms for the boundary
condition has the general form given in (3.2). The one-dimensional approx-
imation is given by inserting Py, =P, =1,=1,=1,B=C =R =0
and A =1. We get,

u; + P 'Qu = P 'o(up — g(t))ap + F, t>0, (4.1)

where ap = (1,0,0....0)7. Recall that F is a 1-periodic forcing function.
The exact 1-periodic solution which we consider known in this example
provide us with the boundary data (g(t)).

The energy method on the corresponding error equation yields directly

(llellp): < =A(®)lellp + [[Te||p, (4.2)

where |le||% = eTPe and A = (—(1 + 20)e? + €3/)/2|le||%. By the choice
1420 < 0 we get an error bound in time, see Proposition 3.4. To compare
with the general formulation, note that AT = 1,% = ¢ and AT + X+ X7 =
1+ 20. The calculation using the scheme (4.1) and the scheme where the
periodicity is imposed directly (details not shown here) is shown in Figure
1.1 and 4.1. The amplitude of the error is proportional to Az* since we
use a fourth order method.

Remark: The result in Figure 4.1 is truly remarkable. By mesh re-
finement, we can obtain an arbitrarily high accuracy at any future time.

4.2. The Maxwell’s equations. The distribution of electromagnetic
fields are described by the Maxwell’s equations

0H oF
ME——VXE, €E—VXH—J, (43)
V-eE=p, V-puH=0, (4.4)

combined with the equation of continuity p; + V - J = 0. Here E is the
electric field, H the magnetic field, J is the electric current density and p is
the charge density. € and p are permittivity and permeability respectively.

With J = 0 we can formulate the two-dimensional version of (4.3) in
TE (transverse electric) mode as

Suy + Aug + Buy, = 0, (4.5)
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FIGURE 4.1. The error for a very long time.

where we consider the domain (x,y) € [-1,1] x [0,1] and

00 1 010 ©w 0 0 H,
A=]10 0 0|,B==|100|,S=|0 € 0|, u=| E,
100 00 0 0 0 ¢ E,

4.2.1. The continuous problem. By using the energy method on
eq.(4.5) and using that the matrices A and B are symmetric, leads to

1 1
d _ _
Sl == [ aulz= sy — [ Bl (4.6)
0 —1

where ||ul|% = u” Su. The problem (4.5) augmented with initial condition
is well-posed if we specify the E, component at x = —1 and z = 1 and the
E, component at y =0 and y = 1.

Remark: In terms of an error equation where the boundary data and
forcing function is zero this means that the time derivative of the norm of
the error is zero. With a non-zero forcing function included, we would get
the classical linear error growth.

The problem (4.5) augmented with initial condition is strongly well-
posed if we specify the ingoing characteristic variable at each boundary.
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This yield the estimate,

1
Sl = [T A a4 )iy — [T AR g A gy
0

+ [ (W"B u+g"B*g)y—odz — [ (" Btu+g"B"g),—idx,

L\H
H\..H O\H

where AT~ = X4AT " X7 and BT~ = XBAJE;’_X}; and
[ —1/vV2 0 1/v2 ] [ -1 0 0]
Xa= 0 1 0, Aa=| 00
L 1/V2 0 1/V2 0 0

[ —1/vV2 1/v2 0] 1 0 0]
Xp = 1/v2 1/v/2 0|, Ap=|0 -1 0
0 0 1 0 0 0

—= O

Remark: In terms of an error equation where the boundary data and
forcing function is zero this means the time derivative of the norm of the
error is negative semi-definite. With a non-zero forcing function included,
we will get an error bound, see Proposition 2.4 above.

4.2.2. Calculations. The numerical approximation of (4.5) including
the penalty terms for boundary conditions has the general form in (3.2).
The more restricted two-dimensional approximation is obtained with P, =
I, =1and C = 0. The different types of boundary conditions are obtained
by varying the form of the penalty matrix . For the time integration we
use the classical fourth order Runge-Kutta method with a very small time-
step.

We will compute the wave propagation over a material discontinuity.
All details (especially concerning the treatment of the discontinuity itself)
for this calculation is given in [15]. Here we will focus on the effect of
the outer boundary conditions. We have an exact solution which is a plane
wave that propagates over the discontinuity. That solution provides us with
boundary data and we impose the two different sets of boundary conditions
mentioned above.

By using the tangential boundary condition at the boundaries, i.e the

E, component at + = —1 and z = 1 and the E, component at y = 0 and
y = 1 we obtain a stable approximation according to Proposition 3.2. For
example, at the boundary z = —1 that means that we have
0 0 -1 0 0 0
Y=|10 0 0|, andconsequently A+X+X"=[0 0 0 |,
0 0 O 0 0 0
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which yields Cy = 0. An error bounded scheme cannot be expected, see
Proposition 3.4.

By specifying the ingoing characteristic variables at the boundaries,
i.e the (B, + H,)/vV2 at x = —1 and (E, — H,)/v2 at * = 1 and (E, —
H.)/v2 at y =0 and (E, + H.)/v2 at y = 1 we obtain a strongly stable
approximation according to Proposition 3.3. For example, at the boundary

x = —1 we have (by choosing o = —1)
(1ot -1 0 0
2=—A+=—5 00 0], and A4+X+XT= 00 0],
1 01 00 —1

which yields Cp < 0. An error bounded scheme can be expected, see
Proposition 3.4.

As an example we show what happens when the wave hits the discon-
tinuity with an angle of incidence ©; = %. A significant reflection at the
interface between the two medium occurs, see figure 4.2. In [15] it was
shown that the accuracy in space is of design order.
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FIGURE 4.3. The error using non characteristic boundary conditions.

Next we study the error development in time. If we specify the tangen-
tial electrical fields at the boundaries and measure the error as a function
of time we obtain the classical linear error growth shown in Figure 4.3.
By specifying the characteristic variables we obtain the error bounded re-
sult shown in Figure 4.4. The results in Figure 4.3 and Figure 4.4 are
computed with 2,4,6 orders of accuracy. The error levels using the charac-
teristic boundary conditions are significantly lower than the one’s obtained
for non characteristic boundary conditions.

Remark: The result in Figure 4.4 is remarkable. By mesh refinement,
we can obtain an arbitrarily high accuracy at any future time.

Remark: The error boundedness in this paper is due to the boundary
treatment only, the internal discretization is not important. The same
result is obtained using the spectral element code USEMe, see [9],[10].

5. Conclusions. We have shown that an error bound can be obtained
for a general time-dependent hyperbolic problem if a sufficiently dissipative
(or sufficiently stable) boundary procedure can be constructed.

Two examples, the one-dimensional one-way wave equation and the
two-dimensional Maxwell’s equations in transverse mode were studied and
numerical calculations were performed.

The results of the calculations using the errorbounded schemes are
remarkable. With accurate boundary data and mesh refinement, we can
obtain an arbitrarily high accuracy at any future time.

The error boundedness in this paper is due to the boundary treat-
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FIGURE 4.4. The error using characteristic boundary conditions.

ment only, the internal discretization (finite differences was used) is not
important. The same result is obtained using a spectral element code.

Appendix A. The Kronecker product.
DEFINITION A.1. Let A be a p X ¢ matriz and let B be an m x n
matrix, then
ao)oB e aoﬁqle
A ® B = . . .
ap—10B -+ ap_10B
The p x q block matrix A ® B is called a Kronecker product. Let A, B,

C and D be matrices of arbitrary sizes, such that the specified operations
are defined, then (see [12]),

(A® B)(C® D) =(AC)® (BD)
(A+B)®C=A®C+B®C
(A2 B)' = AT @ BT
(AoB) '=A1'eB "
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