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#### Abstract

Judy and Motta developed a customizable electrodeposition process for fabrication of very small metal structures on a substrate. In this process, layers of metal of various shapes are placed on the substrate, then the substrate is inserted in an electroplating solution. Some of the metal layers have power applied to them, while the rest of the metal layers are not connected to the power initially. Metal ions in the plating solution start depositing on the powered layers and a surface grows from the powered layers. As the surface grows, it will touch metal layers that were initially unpowered, causing them to become powered and to start growing with the rest of the surface. The metal layers on the substrate are known as seed layer patterns, and different seed layer patterns can produce different shapes. This paper presents a mathematical model, a forward simulation method, and an inverse problem solution for the growth of a surface from a seed layer pattern. The model describes the surface evolution as uniform growth in the direction normal to the surface. This growth is simulated in two and three dimensions using the level set method. The inverse problem is to design a seed layer pattern that produces a desired surface shape. Some surface shapes are not attainable by any seed layer pattern. For smooth attainable shapes, we present a computational method that solves this inverse problem.
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1. Electrodeposition. Judy and Motta [7] developed a customizable electrodeposition process for fabrication of small metal structures on a substrate. As pictured schematically in Figure 1.1, two plates of metal (nickel) are placed in an electroplating solution, and voltage is applied across the two plates. This causes Ni ions to separate from the anode and deposit on the cathode. By insulating areas of metal on the cathode, they can control where the metal gets deposited. Altering the exposed metal allows them to produce different shapes. The patterns of exposed metal are called seed layer patterns. For complicated seed layer patterns, it may be difficult to predict the final shape of the object. Thus the experimental procedure may require some trial and error to determine the seed pattern that attains a desired shape. One application of this process is the fabrication of neural probes used to stimulate the brain in Parkinson's disease research [6]. When used in preclinical experiments involving small animal models (e.g., rat or mouse), the probes should be very small (e.g., a few $100 \mu \mathrm{~m}$ ) so they can be inserted into the brain with precision and minimal
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Fig. 1.1. Experimental apparatus for plating a metal surface.


Fig. 1.2. Experimentally formed micromachined probe shaft using a customizable electroplating process [7].
damage [7]. Figure 1.2 shows an example of a needle-shaped object produced in [7].
A mathematical model of electrodeposition may simplify and accelerate the design of seed layer patterns and reduce the number of experimental trials needed to attain a desired shape. Our model will employ the simplifying assumption that the surface grows uniformly in the normal direction. We will not consider nonuniform growth or possible diffusion of the growing surface. Experimental parameters, such as


Fig. 1.3. Stages of growth of the seed layer pattern. The segment with squares on the ends is powered and the segments with circles on ends are unpowered.
temperature, will be also be ignored. These simplifications allow for a solution which is computationally fast and enable us to solve the inverse problem of determining a seed layer pattern that will produce a given shape.

Figure 1.3 shows a two-dimensional (2D) cross section of an object at various times as it grows uniformly in the normal direction, and indicates how the seed layer pattern controls the final shape. Initially, the segment with squares on the ends is a powered metal layer and the segments with circles on the ends are metal layers that are isolated from the power source. Although the object grows from the powered segment, it eventually touches an unpowered segment, which then becomes powered and starts to grow with the surface. As each unpowered segment is contacted by the growing object, it becomes powered and starts to grow.

The remainder of this paper is organized as follows: Section 2 describes the level set method that is the principal computational technique of our simulation method. Sections 3 and 4 describe the simulation method in two and three dimensions, respectively. The inverse design method in two and three dimensions is presented in sections 5 and 6 , respectively. The methods for two and three dimensions are presented separately, since the 2D method is considerably simpler than the three-dimensional (3D) method. Conclusions and further work are discussed in section 7.
2. Level set method. The level set method is a way to represent complex geometric interfaces or shapes that evolve in time, with several nice properties, including the capability to easily merge shapes. The idea behind the level set method is to represent the interface (boundary) $\Gamma(t)$ of the object $\Omega(t)$ implicitly as the zero level set of a function $\phi$, usually referred to as a level set function [8] (i.e., $\Gamma(t)=\{\mathbf{x}: \phi(\mathbf{x}, t)=0\}$ ). We also set $\phi(\mathbf{x}, t)<0$ inside $\Omega(t)$, and $\phi(\mathbf{x}, t)>0$ outside $\Omega(t)$. This representation of $\Gamma(t)$ allows complicated topological changes, provides information about the interface, and makes computation of the evolving interface straightforward. For velocity vof the boundary $\Gamma(t)$, the level set function $\phi$ describes the evolution of $\Gamma(t)$ if $\phi$ satisfies

$$
\begin{array}{r}
\phi_{t}+\mathbf{v} \cdot \nabla \phi=0 \\
\{\mathbf{x}: \phi(\mathbf{x}, 0)=0\}=\Gamma(0) \tag{2.2}
\end{array}
$$

with the additional condition that $\phi$ is negative inside $\Omega(0)$ and positive outside $\Omega(0)$.

In the case of electrodeposition, the object $\Omega(t)$ grows normal to itself at a constant speed (i.e., the velocity is $\mathbf{v}=\nu \mathbf{n}$, in which $\nu$ is a constant and $\mathbf{n}$ is the outward unit normal vector to $\Gamma$ ). By rescaling time, we may take $\nu=1$. Since the gradient $\nabla \phi$ of $\phi$ is in the outward normal direction $\mathbf{n}$, then $\mathbf{v} \cdot \nabla \phi=|\nabla \phi|$ and the PDE for $\phi$ becomes

$$
\begin{equation*}
\phi_{t}+|\nabla \phi|=0 . \tag{2.3}
\end{equation*}
$$

A solution of (2.3) satisfying (2.2) is the function

$$
\begin{equation*}
\phi(\vec{x}, t)=d(\vec{x})-t, \tag{2.4}
\end{equation*}
$$

where $d(\vec{x})$ is the signed distance function for the initial object $\Omega_{0}=\Omega(0)$ with boundary $\Gamma_{0}$. The function $d(\vec{x})$ is defined as

$$
d(\vec{x})= \begin{cases}-\min _{\vec{s} \in \Gamma_{0}}|\vec{x}-\vec{s}|, & x \in \Omega_{0},  \tag{2.5}\\ 0, & x \in \Gamma_{0}, \\ \min _{\vec{s} \in \Gamma_{0}}|\vec{x}-\vec{s}|, & x \notin \Omega_{0},\end{cases}
$$

and satisfies $|\nabla d|=1$. It follows that $|\nabla \phi|=1$ and $\phi_{t}=-1$ and that the level set $\phi=0$ is the boundary $\Gamma_{0}$, so that $\phi$ solves (2.3).

For this model, it will be necessary to take the union of two objects and merge their boundaries. This can be done as follows: Let $\phi_{1}$ and $\phi_{2}$ be level set functions representing the interfaces $\Gamma_{1}=\partial \Omega_{1}$ and $\Gamma_{2}=\partial \Omega_{2}$, respectively. Then $\phi=\min \left(\phi_{1}, \phi_{2}\right)$ is a level set function representing the merged interface $\Gamma=\partial \Omega$ of the combined object $\Omega=\Omega_{1} \cup \Omega_{2}$. It is important to note that merging two signed distance functions $d_{1}$ and $d_{2}$ will produce a level set function that is not necessarily a signed distance function (i.e., if $\phi=\min \left(d_{1}, d_{2}\right)$ ); then it is possible that $|\nabla \phi| \neq 1$ at some points inside the merged object. However, $|\nabla \phi(\vec{x})|=1$ for $\vec{x}$ in the exterior of the interface (i.e., where $\phi(\vec{x})>0$ ). Since the interface is moving in the outer normal direction, the interface motion is still correctly described by the equation $\phi_{t}+1=0$.

Previous applications of the level set method are found in [5, 9] for electrodeposition and in $[1,2,3,4]$ for more general deposition and materials processing.

## 3. Forward problem in 2D.

3.1. General idea of the solution for the forward 2D problem. In the 2D case, the domain is $\left[a_{1}, a_{2}\right] \times\left[0, b_{2}\right]$. The seed layer is composed of powered and unpowered line segments placed on the $x$-axis, as illustrated in Figure 1.3. Suppose that there is only one powered line segment, given as $[p, q]$, and the unpowered line segments are given as $\left[L_{i}, R_{i}\right]$ for $1 \leq i \leq N$. Construct a level set function $\phi_{0}(x, y)$ that represents the powered line segment $[p, q]$ and solve (2.3) for $\phi(x, y, t)$, as described in section 2. The interface will grow from the powered line segment in the normal direction. After a time interval $t$, the interface comes in contact with (or has passed over) one of the unpowered line segments $\left[L_{j}, R_{j}\right]$ if $\phi\left(L_{j}, 0\right) \leq 0$ or $\phi\left(R_{j}, 0\right) \leq 0$. When this occurs, the $j$ th unpowered segment becomes powered and starts to grow with the rest of the interface, which is simulated as follows:

1. Construct a level set function $\psi(x, y)$ representing the line segment $\left[L_{j}, R_{j}\right]$.
2. Merge the two interfaces by setting $\phi(x, y)=\min (\phi, \psi)$.

Now continue with the evolution starting from with the updated $\phi$ until another unpowered segment is contacted by the growing interface, then repeat the two steps
above. For the case of multiple powered segments, steps similar to connecting an unpowered segment to the rest of the interface are performed. Suppose there are $M$ powered segments, given by $\left[p_{i}, q_{i}\right]_{i=1}^{M}$ with corresponding level set functions $\phi_{i}(x, y)$. Then the level set function for all of the powered segments is $\phi_{0}(x, y)=\min _{1 \leq i \leq M}\left\{\phi_{i}(x, y)\right\}$, which provides the initial condition for the level set PDE (2.3).
3.2. Implementation of the solution for the forward 2 D problem. In order to solve this problem computationally, space and time are discretized, with a uniform grid in space. If $[L, R]$ is a line segment, then a distance function representing it is

$$
d_{[L, R]}(x, y)= \begin{cases}\sqrt{(x-L)^{2}+y^{2}}, & x<L  \tag{3.1}\\ y, & L \leq x \leq R \\ \sqrt{(x-R)^{2}+y^{2}}, & x>R\end{cases}
$$

As described in section 2, the solution at discrete times $t_{n}=n d t$ is $\phi^{n+1}=\phi^{n}-d t$. The time step is chosen to be $d t=0.1 d x$, which ensures that the unpowered segments get turned on at accurate times. The initial data $\phi^{0}$ is the distance function to the powered line segments. Contact with unpowered line segments is performed by the method of section 3.1.

Summarizing the above, if the powered segments are $\left[p_{i}, q_{i}\right]_{i=1}^{M}$ and the unpowered segments are $\left[L_{i}, R_{i}\right]_{i=1}^{N}$, the algorithm for forward growth is as follows:

1. Compute $\phi_{0}(x, y)=\min _{1 \leq i \leq M}\left(d_{\left[p_{i}, q_{i}\right]}(x, y)\right)$.
2. Set $n=0$. Repeat the following until the final growth time $T_{g}$ is reached (i.e., when $n * d t=T_{g}$ ).

- Set $\phi^{n+1}=\phi^{n}-d t$.
- Find all unpowered segments that become powered during this time interval and merge them into the interface. For each unpowered segment [ $L_{k}, R_{k}$ ] do the following:
- If $\phi^{n+1}\left(L_{k}, 0\right) \leq 0$ or $\phi^{n+1}\left(R_{k}, 0\right) \leq 0$, then compute $d_{\left[L_{k}, R_{k}\right]}(x, y)$ and set $\phi^{n+1}(x, y)=\min \left(\phi^{n+1}(x, y), d_{\left[L_{k}, R_{k}\right]}(x, y)\right)$.
- Set $n=n+1$.


## 4. Forward problem in 3D.

4.1. General idea of the solution for the forward 3D problem. In the 3D case, the domain is $\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right] \times\left[0, c_{2}\right]$. The seed layers are on the $z=0$ plane and can now take on any 2D shape, as illustrated in Figure 4.1. For an arbitrary shaped seed layer, initial construction of a level set function is a key step and is discussed in the section 4.3.


Fig. 4.1. Seed layer used to grow the $3 D$ needle-shaped object in Figure 1.2. The rectangle is powered and the trapezoids are the unpowered layers.

Subsequent evolution of the level set function is essentially the same as in the 2D case: Suppose a level set function, $\phi_{0}(x, y, z)$, representing the powered layers is given. Using $\phi_{0}(x, y, z)$ as the initial condition, $\phi$ is evolved in time as specified by the level set PDE. The interface grows from the powered layer(s) in the normal direction. When the interface comes in contact with unpowered layers, they become powered and start to grow with the interface. In 3 D , the boundaries of the layers consist of curves rather than points and some unpowered layers may have multiple boundaries, such as a ring shaped layer. Let $\gamma$ be the boundary of one of the unpowered layers $P$. If $\min _{\gamma} \phi \leq 0$, then that unpowered layer has been contacted by the growing interface, it becomes powered, and it starts to grow with the interface. Merger of the layer $P$ with the interface is performed through the following steps:

1. Construct a level set function $\psi(x, y, z)$ representing the layer $P$.
2. Merge the layer into the interface by setting $\phi=\min (\phi, \psi)$.

Continue with the evolution of $\phi$ until the growing interface contacts another unpowered layer, then repeat the two steps above.
4.2. Implementation of forward 3D method. In order to solve this problem computationally, discretize the space and time domains using a uniform grid in space. Since the seed layers lie in the plane $z=0$, the 3 D distance function $d_{3 D}(x, y, z)$ is related to the 2 D distance function $d_{2 D}(x, y)$ within the plane $z=0$ by

$$
\begin{equation*}
d_{3 D}(x, y, z)=\sqrt{\left[\max \left(0, d_{2 D}(x, y)\right)\right]^{2}+z^{2}} \tag{4.1}
\end{equation*}
$$

For an arbitrarily shaped seed layer $U$, we construct an approximate distance function $d_{2 D}(x, y)$ by approximating $P$ by an $N$-sided polygon with vertices $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N}$. A method to construct distance functions for polygons is discussed in section 4.3. Detecting contact requires evaluation of the level set function $\phi$ at the boundaries of the unpowered layer. In the numerical method, this is checked at a discrete set of points along the polygonal boundary. If $\phi \leq 0$ on any of the discrete points on the boundary, the unpowered polygonal layer has been contacted by the interface, becomes powered, and starts to grow with the interface. This is done by performing the following two steps:

1. Construct a distance function $d(x, y, z)$ representing the layer.
2. Take the union of the two interfaces by setting $\phi=\min (\phi, d)$.

As described in section 2 and the 2D case, the iteration to evolve the interface is $\phi^{n+1}=\phi^{n}-d t$, where $\phi^{0}$ is the distance function representing the powered layer(s). The boundary points of each unpowered layer are checked for contact each time step.

Summarizing the above, let $\left\{P_{i}^{p}\right\}_{i=1}^{M}$ be the set of powered polygonal layers and $\left\{P_{i}^{u}\right\}_{i=1}^{N}$ the set of unpowered polygonal layers of a given seed layer pattern. The following steps detail forward growth in three dimensions:

1. Set $\phi^{0}(x, y, z)=\min _{1 \leq i \leq M}\left(d_{i}(x, y, z)\right)$ in which $d_{i}(x, y, z)$ is the distance function (see section 4.3) for the $i$ th powered polygonal layer $P_{i}^{p}$.
2. Set $n=0$. Repeat the following until the final growth time $T_{g}$ is reached (i.e., when $n * d t=T_{g}$ ).

- Set $\phi^{n+1}=\phi^{n}-d t$.
- Check all of the unpowered polygonal layers that have not already been merged into the growing shape for contact by the interface. If $\phi^{n+1} \leq 0$ at one of the discretized boundary points of an unpowered polygonal layer, it has been contacted by the interface.
- Suppose the $k$ th unpowered polygonal layer $P_{k}^{u}$ has been contacted
by the interface. Compute $d_{k}(x, y, z)$, and set

$$
\phi^{n+1}(x, y, z)=\min \left(\phi^{n+1}(x, y, z), d_{k}(x, y, z)\right)
$$

- Repeat the above step for any other newly contacted unpowered layer(s).
- Set $n=n+1$.
4.3. Constructing signed distance functions for polygons. Suppose that $\left\{\left(x_{k}, y_{k}\right)\right\}_{k=1}^{N},\left(x_{k}, y_{k}\right) \in\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]$, are the vertices of a polygon traversed in either a clockwise or counterclockwise direction, with $\left(x_{N}, y_{N}\right)=\left(x_{1}, y_{1}\right)$. The goal is to create a signed distance function $d(x, y)$ whose zero level set is the polygon boundary. Since the level set computations are performed on a grid, it is only necessary to compute the distance function on the discrete set of grid points. The first step is to create a distance function $d_{k, k+1}(x, y)$ for each line segment $\left[\left(x_{k}, y_{k}\right),\left(x_{k+1}, y_{k+1}\right)\right]$ (see the appendix for the formula). Note that $d_{k, k+1}(x, y) \geq 0$, since the line segment has no interior. Set $d_{0}(x, y)=\min _{k}\left\{d_{k, k+1}(x, y)\right\}$ to get a distance function $d_{0}(x, y)$ for the polygon defined on the grid. However, $d_{0}(x, y)$ is not a signed distance function since it takes positive values inside the polygon. The remaining step is to identify which grid points are inside the polygon, and negate the value of $d_{0}$ at those points.

The Jordan curve theorem states that a point is in the interior of a bounded region if the half line from that point to infinity intersects the boundary of the region an odd number of times. Conversely, the point is in the exterior of the region if the half line intersects the boundary an even number of times. The half line from the point in question to infinity can be taken in any direction. For the grid point $(u, v)$, a natural choice is the horizontal half line $((-\infty, v),(u, v)]$. Since the polygon should be completely contained in the domain $\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]$, only the horizontal line segment $\left[\left(a_{1}, v\right),(u, v)\right]$ needs to be checked for intersections with the polygon boundary. Since the boundary of the polygon is composed of line segments, it suffices to check for intersections between the horizontal line segment $\left[\left(a_{1}, v\right),(u, v)\right]$ and the polygon boundary segments.

In summary, the steps to form a signed distance function for a polygon on a grid are as follows:

1. Set $d_{0}(x, y)=\min _{1 \leq k<N}\left(d_{k, k+1}(x, y)\right)$ in which $d_{k, k+1}(x, y)$ is the distance function from the line segment between vertices $k$ and $k+1$.
2. For each grid point $(u, v)$, do the following:

- Count the number of intersections of the line segment $\left[\left(a_{1}, v\right),(u, v)\right]$ with the polygon sides.
- If the number of intersections is odd, set $d_{0}\left(x_{i}, y_{j}\right)=-d_{0}\left(x_{i}, y_{j}\right)$.

Once the 2D distance function $d_{0}(x, y)$ has been computed; the 3 D distance function for the polygonal layer is $d_{0}(x, y, z)=\sqrt{\left[\max \left(d_{0}(x, y), 0\right)\right]^{2}+z^{2}}$.
4.4. Results for forward 3D method. Figure 4.1 shows the seed layers that were used to grow the 3D needle shaped object pictured in Figure 1.2. The leftmost (rectangular) layer was powered and the others were unpowered initially. Figure 4.2 shows the results from simulation, using the method described in section 4.2, applied to the seed layer pattern given in Figure 4.1. The simulated object (Figure 4.2) is in excellent agreement with the object that was grown in the laboratory (Figure 1.2).


Fig. 4.2. Simulated growth of the needle seed layer pattern of Figure 4.1, using the algorithm described in section 4.2.

## 5. Inverse problem in two dimensions.

5.1. Problem description and solution. For the inverse problem, a shape is given, and the goal is to determine the seed layer pattern that would approximate that shape. In addition, we find that some shapes are not attainable.

Let the desired final shape $\Gamma$ be given by $y=F(x)$, contained in the domain $\left[a_{1}, a_{2}\right] \times\left[0, b_{2}\right]$. The results of section 3 show that the ends of a line segment grow as quarter circles. The first step in solving the inverse problem is to approximate the curve $\Gamma$ by an envelope of circles that are tangent to $\Gamma$ and that have centers on the $x$-axis. Assume that $F \in C^{1}\left(\left[a_{1}, a_{2}\right]\right)$. For $s \in\left[a_{1}, a_{2}\right]$, the circle tangent to $F$ at the point ( $s, F(s)$ ) has center ( $c_{s}, 0$ ) and radius $R_{s}$ given by the formulas

$$
\begin{align*}
c_{s} & =F^{\prime}(s) F(s)+s,  \tag{5.1}\\
R_{s} & =F(s) \sqrt{\left[F^{\prime}(s)\right]^{2}+1} . \tag{5.2}
\end{align*}
$$

A discrete representation of the curve $\Gamma$ is given by points $\left\{\left(x_{i}, F\left(x_{i}\right)\right)\right\}_{i=1}^{N}$ for a given set of points $x_{i} \in\left[a_{1}, a_{2}\right]$. Equations (5.1)-(5.2) then determine centers $\left\{\left(c_{i}, 0\right)\right\}_{i=1}^{N}$ and radii $\left\{R_{i}\right\}_{i=1}^{N}$ for a set of circles $\left\{C_{i}\right\}_{i=1}^{N}$ that are tangent to $F$ at the points $\left(x_{i}, F\left(x_{i}\right)\right)$. Remove any circle $C_{i}$ whose center is not in the domain (i.e., $\left.c_{i} \notin\left[a_{1}, a_{2}\right]\right)$ ) to get a possibly smaller sets of centers $\left\{\left(c_{j}, 0\right)\right\}_{j=1}^{M}$ and radii $\left\{R_{j}\right\}_{j=1}^{M}$, with $M \leq N$. See Figure 5.1 for an example of an envelope of circles tangent to the function $F(x)=$ $\frac{1}{2} \sqrt{1-x}$.

For simplicity, we assume that initially there is only a single powered point. It starts growing as a half circle whose radius is equal to the time that point has been powered (since the normal velocity is 1 ). More generally, the radius of a circle in the envelope is equal to the total time over which the circle should be powered. It follows that the total growth time $t=T_{G}$ should equal the maximal radius of the circles (i.e., $\left.T_{G}=\max _{j}\left\{R_{j}\right\}\right)$. Furthermore, since the $j$ th circle should grow for time $R_{j}$, then its start time should be $T_{j}=T_{G}-R_{j}$. The circle $C_{j}$ gets powered at time $T_{j}$ if its


Fig. 5.1. An envelope of 4 circles are used to form an approximation of $y=F(x)$.


FIG. 5.2. Shows the first circle at time $T_{2}$ and the unpowered segment that would power the second circle at time $T_{2}$.
center is the endpoint of a segment that is contacted at time $T_{j}$ by the circle that is growing from the center $\left(c_{j^{\prime}}, 0\right)$ to its left or right that was powered before $T_{j}$.

This is illustrated in Figures 5.1-5.3. In the example shown in Figure 5.1, $R_{1}$ is the maximum radius, so $T_{G}=R_{1}, T_{1}=0$ and the point $\left(c_{1}, 0\right)$ should be powered initially. The point $\left(c_{2}, 0\right)$ should be powered at time $T_{2}$. Figure 5.2 shows the first circle at time $T_{2}$ turning on the point $\left(c_{2}, 0\right)$ by contacting the left edge of the segment [ $\ell, c_{2}$ ] at time $T_{2}$ with $\ell=c_{1}+T_{2}-T_{1}$. Figure 5.3 shows the interface at time $T_{3}$, including the growth of the unpowered segment calculated to turn on the second circle.

To summarize the procedure in general for finding the unpowered segment for the $k$ th circle centered at $\left(c_{k}, 0\right)$, with start time $T_{k}$, it is necessary to find the closest circle to the $k$ th circle with an earlier start time. Denote the closest circle as the $p$ th circle with center $\left(c_{p}, 0\right)$ and start time $T_{p}$. If $c_{p}<c_{k}$, then the unpowered segment is on the left side of $c_{k}$ and is given by $\left[\ell, c_{k}\right]$, where $\ell=c_{p}+T_{k}-T_{p}$. If $c_{p}>c_{k}$, then the unpowered segment is on the right side of $c_{k}$ and is given by $\left[c_{k}, r\right]$, where $r=c_{p}-\left(T_{k}-T_{p}\right)$.

Three sufficient conditions on the curve $\Gamma=\{y=F(x)\}$ must be satisfied to


FIG. 5.3. Shows the interface at time $T_{3}$, and the unpowered segment that powers the third circle at time $T_{3}$.
enable a solution to the inverse problem:

1. $F \in C^{1}\left(\left[a_{1}, a_{2}\right]\right)$.
2. $\Gamma$ is the envelope of circles with centers on the $x$-axis. Each circle intersects $\Gamma$ at tangent points from below (i.e., the circle lies below $\Gamma$ ).
3. $F$ can have only one local maxima, or if it has multiple local maxima, they must all have the same value.
Although there may exist a seed layer pattern for a given shape that is only in $C\left(\left[a_{1}, a_{2}\right]\right)$ (but still satisfies the other two conditions), the given algorithm requires that the derivative be continuous as well. The second condition is a necessary one. If that condition is violated, then the shape given by $F(x)$ will not be attainable. Figure 5.4 shows the function $F(x)=\frac{1}{4} \sin \left(\pi x^{2}\right)$, and a circle tangent to it at $(0.8, F(0.8))$ that also crosses $F$ at another point, making that shape unattainable. The present model allows for powered points to be powered by an external source only at the same time. For example, there cannot be one point $x_{1}$ powered at time $t=0$ and another point $x_{2}$ independently powered (meaning not powered by contact of the growing surface) at some later time. The third condition is therefore necessary since it ensures that an approximation of the given shape can be attained without needing powered points that start at different times.
5.2. Justification for the construction of the unpowered segments. In constructing the unpowered segments, it was assumed that the point $\ell=c_{p}+T_{k}-T_{p}$ was in between the two circle centers $c_{p}$ and $c_{k}$ (this assumes that the contact point is to the left of $c_{k}$, but the proof is similar if it were to the right). Here it will be shown that this is always the case if the attainability conditions of section 5.1 are satisfied. Showing that $\ell \in\left[c_{p}, c_{k}\right]$ is the same as showing that $\ell=c_{p}+T_{k}-T_{p} \leq c_{k}$, or

$$
T_{k}-T_{p} \leq c_{k}-c_{p}
$$

Suppose this were not true, so that $T_{k}-T_{p}>c_{k}-c_{p}$. Using the relationships $T_{k}=T_{g}-R_{k}$ and $T_{p}=T_{g}-R_{p}$ gives $T_{k}-T_{p}=R_{p}-R_{k}$. Then $R_{p}-R_{k}>c_{k}-c_{p}$, or

$$
R_{p}>d+R_{k}
$$



FIG. 5.4. Example of a shape that is not attainable. The circle is tangent to $F$ at $(0.8, F(0.8))$, but it crosses $F$ at another point. This function is not attainable using the given procedure for calculating the seed layer pattern.


Fig. 5.5. The figure shows that the circle centered at $c_{p}$ completely encloses the circle centered at $c_{k}$ if $T_{k}-T_{p} \geq c_{k}-c_{p}$.
where $d=c_{k}-c_{p}$ is the distance between the two circle centers. This means that the circle centered at $c_{p}$ has a radius so large that it completely encloses the circle centered at $c_{k}$ (see Figure 5.5). This is impossible, since both circles are tangent to $F$ from below by the second attainability condition in section 5.1. This contradiction shows that $\ell=c_{p}+T_{k}-T_{p} \leq c_{k}$.
5.3. Results of inverse 2D problem method. Figure 5.6 shows the solution of the inverse problem for the function $F(x)=x(x-1)^{2}$. For solution of the inverse problem, a single powered point and eight unpowered segments are allowed. The figure shows the desired function (dashed line), the calculated seed layer pattern, and the resulting growth from the seed layer pattern. The result is in good agreement with the target curve. Better agreement could be achieved by allowing more segments in the seed layer pattern.


Fig. 5.6. The desired shape is the dotted curve. The seed layer was calculated using the inverse procedure, and the growth of the seed layer is shown by the solid curve. The star is the powered point, and the line segments are the unpowered segments. Nine circles were used for the approximation.

## 6. Inverse problem in three dimensions.

6.1. A continuous approach. The desired shape $\Gamma$ is defined by the function $z=F(x, y)$ for $(x, y)$ in the substrate domain $\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]$. The goal is to find a seed layer pattern of polygonal layers that will grow to form an approximation of $\Gamma$. Instead of a discrete seed layer, consider a continuous seed layer, in which each point in the substrate can be powered at any time. Suppose that this continuous seed layer can grow a shape that exactly matches the given shape $\Gamma$ at time $T_{g}$. This continuous seed layer can then be described by a function $T(x, y)$, which is defined to be the time at which power should be applied to the point $(x, y)$. Although a continuous seed layer may be impractical, it is a useful theoretical construct.

Let $t_{j} \in\left(0, T_{g}\right)$ for $j=1, \ldots, n$ be an increasing set of times such that $0=t_{0}$, and define the contour curves

$$
\begin{equation*}
\gamma_{i}=\left\{(x, y) \in\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]: T(x, y)=t_{i}\right\} . \tag{6.1}
\end{equation*}
$$

Also, define $\beta_{i}$ to be the curve that results from growing $\gamma_{i}$ in the outward normal direction (i.e., the direction of increasing $T$ ) for time ( $t_{i+1}-t_{i}$ ).

The initial powered "layer" $S_{0}$ is defined to be the curve (or point) $\gamma_{0}$. For $m>0$, the seed layer $S_{m}$ is then defined to be the region in between the two curves $\gamma_{m}$ and $\beta_{m-1}$. With this definition, we find that $S_{m}$ is contacted by the growing surface and turns on at time $t_{m}$ as desired. By its definition, $S_{0}$ is powered at time $t_{0}$. The rest follows by iteration: Since the curve $\gamma_{m-1}$ becomes powered at time $t_{m-1}$ it grows outward at normal speed 1 , and at time $t_{m}$ it hits the curve $\beta_{m-1}$ which turns on $S_{m}$, which is the region in between $\beta_{m-1}$ and $\gamma_{m}$. This is illustrated in Figure 6.1, which shows two contours $\gamma_{m}$ and $\gamma_{m-1}$ of some function $T(x, y)$. Also shown is $\beta_{m-1}$, which is the resulting curve of growing $\gamma_{m-1}$ in the normal direction for time $t_{m}-t_{m-1}$.

All of the unpowered layers are constructed in the same way. When the above method is discretized, the powered curve $\gamma_{0}$ will usually not be a curve, but individual points. From a fabrication viewpoint, both individual points and curves as powered layers are not desirable, and it is better to have an actual polygonal powered layer. One simple approach to do this will be discussed later.
6.2. Discretizing and implementing the continuous approach. There are several tasks involved in solving the inverse problem computationally. Each of the following sections describes a task and a method to complete the task. Then, in section 6.2.7, the methods are brought together to give the solution to the inverse problem.


FIG. 6.1. Two contours $\gamma_{m-1}$ and $\gamma_{m}$ of $T(x, y)$ are shown as solid curves. $\beta_{m-1}$ is shown as the dashed curve. The unpowered layer is the region in between $\beta_{m-1}$ and $\gamma_{m}$.
6.2.1. Relationship between $\boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y})$ and $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{y})$. A key component of the previous section was knowing $T(x, y)$ for a given shape $\Gamma$ defined by $z=F(x, y)$. An equivalent condition will be stated and used here. Consider a seed layer that is only a single powered point. Since the growth is uniform in the normal direction with speed 1, the powered point will grow as a hemisphere, with a radius equal to the time the point has been powered. Let the given shape $z=F(x, y)$ satisfy the following conditions:

1. $F \in C^{1}\left(\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]\right)$.
2. $\Gamma$ can be formed as an envelope of hemispheres (with centers on the $z=0$ plane) that are tangent to $\Gamma$ from below (i.e., the sphere lies below the surface $z=F(x, y))$.
3. $F$ has only one local maximum, or if it has multiple local maxima, $F$ has the same value at all local maxima.
Under the above conditions, there should exist a function $R(x, y),(x, y) \in\left[a_{1}, a_{2}\right] \times$ [ $b_{1}, b_{2}$ ], that gives the radius of the sphere with center $(x, y)$ that is tangent to the given shape $F$. A continuous seed layer can be defined by $R(x, y)$, since $R(x, y)$ is the length of time that a point $(x, y)$ should be powered. Define $T_{g}=\max _{(x, y)}\{R(x, y)\}$, which is the length of time that power should be applied to the seed layer. Then $T(x, y)=T_{g}-R(x, y)$ is the time at which the point $(x, y)$ should become powered. Therefore, finding $T(x, y)$ is equivalent to finding $R(x, y)$. By considering the equation of a sphere with center $(x, y)$ on the $z=0$ plane, the relationship between $R(x, y)$ and $F$ is given by the following three equations:

$$
\begin{align*}
x & =F_{x}\left(x_{s}, y_{s}\right) F\left(x_{s}, y_{s}\right)+x_{s}  \tag{6.2}\\
y & =F_{y}\left(x_{s}, y_{s}\right) F\left(x_{s}, y_{s}\right)+y_{s}  \tag{6.3}\\
R(x, y) & =\sqrt{\left(x-x_{s}\right)^{2}+\left(y-y_{s}\right)^{2}+\left[F\left(x_{s}, y_{s}\right)\right]^{2}} . \tag{6.4}
\end{align*}
$$

The point $\left(x_{s}, y_{s}, F\left(x_{s}, y_{s}\right)\right.$ is the point of tangency of the sphere to the surface $z=$ $F(x, y)$.
6.2.2. Computing $\boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y})$. The first step in numerically solving the inverse problem is to discretize the domain of the substrate $\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]$. A uniform grid is used. Let $N_{x}+1$ be the number of grid points in $x$ and $N_{y}+1$ the number of grid points in $y$. Then the grid sizes are $d x=\left(a_{2}-a_{1}\right) / N_{x}$ and $d y=\left(b_{2}-b_{1}\right) / N_{y}$, and the grid points are $\left\{\left(x_{i}, y_{j}\right)=\left(a_{1}+i * d x, b_{1}+j * d y\right)\right\}$ for $0 \leq i \leq N_{x}$ and $0 \leq j \leq N_{y}$. The radius value $R\left(x_{i}, y_{j}\right)$ on the grid point $\left(x_{i}, y_{j}\right)$ is found by solving the nonlinear equations (6.2)-(6.3). Numerical experiments indicate that the following simple functional iteration converges fairly quickly:

$$
\begin{align*}
& x_{s}^{n+1}=x_{i}-F_{x}\left(x_{s}^{n}, y_{s}^{n}\right) F\left(x_{s}^{n}, y_{s}^{n}\right),  \tag{6.5}\\
& y_{s}^{n+1}=y_{j}-F_{y}\left(x_{s}^{n}, y_{s}^{n}\right) F\left(x_{s}^{n}, y_{s}^{n}\right) . \tag{6.6}
\end{align*}
$$

A good initial guess is $x_{s}^{0}=x_{i}$ and $y_{s}^{0}=y_{j}$ : Once $\left(x_{s}, y_{s}\right)$ is found, (6.4) is used to compute $R\left(x_{i}, y_{j}\right)$. This process is repeated to compute $R$ for each grid point in the discretized domain. Then the growth time is determined by $T_{g}=$ $\max _{\left[0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}\right]}\left\{R\left(x_{i}, y_{j}\right)\right\}$ and the function $T$ is given by $T\left(x_{i}, y_{j}\right)=T_{g}-$ $R\left(x_{i}, y_{j}\right)$ on the discretized domain.
6.2.3. Calculating contour curves. Although any conventional methods can be employed to calculate the contour curves of $T(x, y)$, a simple method is presented here. Let $T(x, y)$ be given on the grid points defined in section 6.2.2. Linear interpolation is used to find the points of a contour curve $\gamma=\{(x, y): T(x, y)=\alpha\}$ on a triangulated grid. Consider the lower triangular cell with corners $\left(x_{i}, y_{j}\right),\left(x_{i+1}, y_{j}\right)$, and $\left(x_{i+1}, y_{j+1}\right)$. If $\gamma$ passes through that lower triangular grid cell, then $\gamma$ can be approximated by a line segment $L_{i, j}^{\ell}$ inside the lower triangular grid cell. Linear interpolation can determine the endpoints of the line segment $L_{i, j}^{\ell}$, which could be on the horizontal grid cell boundary $\left[\left(x_{i}, y_{j}\right),\left(x_{i+1}, y_{j}\right)\right]$, the vertical grid cell boundary $\left[\left(x_{i+1}, y_{j}\right),\left(x_{i+1}, y_{j+1}\right)\right]$, or the diagonal grid cell boundary $\left[\left(x_{i}, y_{j}\right),\left(x_{i+1}, y_{j+1}\right)\right]$. Every lower triangular grid cell is checked to see if $\gamma$ passes through it, and if so a line segment $L_{i, j}^{\ell}$ is computed. Similarly, the upper triangular grid cells with corners $\left(x_{i}, y_{j}\right),\left(x_{i}, y_{j+1}\right)$, and $\left(x_{i+1}, y_{j+1}\right)$ are also checked to see if they contain part of $\gamma$, and if so, a line segment $L_{i, j}^{u}$ is computed. The collection of all line segments $L_{i, j}^{\ell}$ and $L_{i, j}^{u}$ is then a representation of the contour curve $\gamma$. Connectivity of this curve is guaranteed, since the end of one line segment corresponds to the beginning of another line segment. Figure 6.2 illustrates the triangulated grid and the points in the triangular grid cell boundaries that define the ends of the line segments.
6.2.4. Evolving a curve in the normal direction. One step in section 6.1 for finding an unpowered layer requires growing a contour curve of $T(x, y)$ in the outward normal direction, which is performed using the level set method. Let $\gamma$ be the contour $T(x, y)=\alpha$ that is to be moved in the outward normal direction for time $\tau$. Using the method discussed in section 6.2.3, compute a set of line segments $\left\{L_{k}\right\}$ that represents the contour curve $\gamma$. Following steps similar to those outlined the section 4.3, a distance function representing the polygonal approximation of $\gamma$ is computed as $\psi(x, y)=\min _{k}\left\{d_{k}(x, y)\right\}$, where $d_{k}(x, y)$ is the distance function for the line segment $L_{k}$ (a formula is given in the appendix). Note that $\psi$ will not be a signed distance function, since $d_{k}(x, y) \geq 0$. In general, $\gamma$ will segment the domain into two parts: the interior region (where $T(x, y)<\alpha$ ) and the exterior region (where


FIG. 6.2. The circles are the endpoints of the line segments used for the discretization of the curve $\gamma$.
$T(x, y)>\alpha)$. To make a signed distance function, the value of $\psi$ in the interior region must be negated. Therefore, a signed distance function $\phi$ for the curve $\gamma$ is defined as

$$
\phi(x, y)= \begin{cases}-\psi(x, y) & \text { if } T(x, y)<\alpha \\ \psi(x, y) & \text { otherwise }\end{cases}
$$

Then the curve from growing $\gamma$ in the normal direction for time $\tau$ is the zero level set of $\phi(x, y, 0)-\tau$. Again, the methods in section 6.2.3 can be used to form a polygonal approximation of the new curve.
6.2.5. Forming an unpowered layer from $\beta$ and $\gamma$. The final step in the construction of a layer $S_{m}$ is to connect the two curves, $\beta_{m-1}$ and $\gamma_{m}$, that define it in the $z=0$ plane. Let $\left\{L_{k}^{\beta}\right\}$ and $\left\{L_{k}^{\gamma}\right\}$ be the set of line segments representing the curves $\beta_{m-1}$ and $\gamma_{m}$, respectively. The unpowered layer is the region between these two curves consisting of points $(x, y)$ with $t_{m-1}<T(x, y)<t_{m}$. In the simplest case, $\beta_{m-1}$ and $\gamma_{m}$ are each single connected curves. If they are closed curves, then $S_{m}$ is the region between them. If they are not closed, then each of them has two endpoints that should lie on the boundary of the domain. In this case, one can easily identify the matching endpoints (by the condition $t_{m-1}<T(x, y)<t_{m}$ ) and form a curve connecting them along the domain boundary. In general, $\gamma$ and $\beta$ may have multiple disjoint pieces that define multiple layers (in such a case, these layers would all have the same start time). A more sophisticated approach to forming layers may have to be used to connect complicated curves, but this has not proved to be necessary in the numerous examples we have simulated.
6.2.6. The powered "layer." In the presentation above, the initially powered layer consists of a single point or curve that is discretized to a set of points. The powered points should have start time $t=0$, so they are the points on the grid
$\left\{\left(x_{k}^{P}, y_{k}^{P}\right)\right\}_{k=1}^{N_{P}}$ that satisfy $T\left(x_{k}^{P}, y_{k}^{P}\right)=0$. In order to calculate the first unpowered layer, the powered points will have to be grown for time $t_{1}$. The signed distance function for a point is $(u, v)$ is $d_{(u, v)}(x, y)=\sqrt{(x-u)^{2}+(y-v)^{2}}$. To grow the powered points for time $t_{1}$, the distance function for the powered points must first be computed as

$$
\begin{equation*}
d(x, y)=\min _{k=1, \ldots, N_{P}}\left\{d_{\left(x_{k}^{P}, y_{k}^{P}\right)}(x, y)\right\} \tag{6.7}
\end{equation*}
$$

Then, the zero level set of $d(x, y)-t_{1}$ is the curve resulting from growing the powered points for time $t_{1}$.
6.2.7. Constructing the seed layer pattern. This section brings together all of the methods in the previous sections to formulate in detail a solution to the inverse problem. Let the substrate domain be $\left[a_{1}, a_{2}\right] \times\left[b_{1}, b_{2}\right]$, and assume that the surface $z=F(x, y)$ satisfies conditions (1)-(3) in section 6.2.1.

- Discretize the domain using a uniform grid, where $N_{x}+1$ is the number of grid points in $x$ and $N_{y}+1$ is the number of grid points in $y$.
- Compute $R(x, y)$ on the grid using the method described in section 6.2.2. Define $T_{g}=\max _{\left[0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}\right]}\left\{R\left(x_{i}, y_{j}\right)\right\}$.
- Set $T(x, y)=T_{g}-R(x, y)$ on the grid.
- Define a positive integer $n$, and choose a set of times $\left\{t_{i}\right\}_{i=1}^{n}$ such that $0=$ $t_{0}<t_{1}<t_{2}<\cdots<t_{n}<T_{g}$.
- Find the powered points of the seed layer $\left\{\left(x_{k}^{P}, y_{k}^{P}\right)\right\}_{k=1}^{N_{P}}$ that satisfy $T\left(x_{k}^{P}, y_{k}^{P}\right)$ $=0$.
- Using the technique given in section 6.2.6, compute the distance function $d(x, y)$ for the powered points.
- Compute the parameterization of $\beta_{0}=\left\{(x, y): d(x, y)=t_{1}\right\}$ using the method in section 6.2.3.
- Compute the parameterization of $\gamma_{1}=\left\{(x, y): T(x, y)=t_{1}\right\}$ using the method in section 6.2.3.
- Use the method in section 6.2.5 to form the first unpowered layer that is in between $\beta_{0}$ and $\gamma_{1}$.
- For $m=2, \ldots, n$, repeat the following:
- Grow $\gamma_{m-1}$ in the outward normal direction for time $\left(t_{m}-t_{m-1}\right)$ using the method in section 6.2.4 and label the resulting curve $\beta_{m-1}$.
- Compute the parameterization of $\gamma_{m}=\left\{(x, y): T(x, y)=t_{m}\right\}$ using the method in section 6.2.3.
- Use the method in section 6.2.5 to construct the $m$ th unpowered layer that is in between $\beta_{m-1}$ and $\gamma_{m}$.
6.2.8. Justification for the construction of the unpowered layers. In the construction of the unpowered layers, it was assumed that the curve $\beta_{m-1}$ is between $\gamma_{m-1}$ and $\gamma_{m}$ (i.e., that when $\gamma_{m-1}$ moves in the normal direction for time $t_{m}-t_{m-1}$, it does not cross $\gamma_{m}$ ). We now prove this, assuming that the shape $z=F(x, y)$ satisfies the attainable conditions in section 6.2.1.

From any point $\left(x^{m-1}, y^{m-1}\right)$ on $\gamma_{m-1}$, consider the line segment extending in the outer normal direction to a point $\left(x^{m}, y^{m}\right)$ on the curve $\gamma_{m}$, and define the distance $d=\left|\left(x^{m-1}, y^{m-1}\right),\left(x^{m}, y^{m}\right)\right|$. The map from $\left(x^{m-1}, y^{m-1}\right)$ to $\left(x^{m}, y^{m}\right)$ is one-to-one if the curves are smooth and the distance between them is sufficiently small. Since the curve $\beta_{m-1}$ is defined by moving $\gamma_{m-1}$ a distance $t_{m}-t_{m-1}$, it suffices to show that $t_{m}-t_{m-1} \leq d$.


FIG. 6.3. The desired shape is given by $F(x, y)=0.1 \cos (\pi x)+0.25 \sin (\pi y)+0.1$. The color map is a function of height and is used only to aid visualization of the surface.

Suppose that the opposite is true, so that $t_{m}-t_{m-1}>d$. By condition 2 in section 6.2.1, the sphere $S_{m-1}$ centered at $\left(x^{m-1}, y^{m-1}\right)$ with radius $R^{m-1}=T_{g}-$ $t_{m-1}$ and the sphere $S_{m}$ at $\left(x^{m}, y^{m}\right)$ with radius $R^{m}=T_{g}-t_{m}$ are both tangent to the surface $z=F(x, y)$. It follows that $R^{m-1} \geq R^{m}+d$, which says that $S_{m-1}$ strictly contains $S_{m}$, which is not possible if both are tangent from below by condition 2 in section 6.2.1. This contradiction shows that $t_{m}-t_{m-1} \leq d$, so that the curve $\beta_{m-1}$ is between $\gamma_{m-1}$ and $\gamma_{m}$.
6.2.9. A powered polygonal layer. The algorithm outlined in section 6.2 .7 constructs the powered layer as points rather than the preferred polygonal shape. A simple way to construct a powered polygonal layer is to set the first unpowered layer as powered. The final growth time would then have to be reduced by $t_{1}$, the start time of the first unpowered layer. Doing this will increase the error of the final shape, but this error can be reduced by choosing $t_{1}$ to be small.
6.2.10. Results. Figures $6.3-6.5$ show a prescribed shape $F(x, y)=0.1 \cos (\pi x)+$ $0.25 \sin (\pi y)+0.1$, the seed layer pattern calculated using the steps in section 6.2.7, and the result of the forward growth of the calculated seed layer pattern, respectively. Figures 6.6-6.8 show similar results for the prescribed shape $F(x, y)=-(x-0.5)^{2}-$ $(y-0.5)^{2}+0.25$. Both examples were computed on the domain $[0,1] \times[0,1]$ with $N_{x}=N_{y}=100$ and $n=12$. The computational time to construct the seed layer patterns for the above examples was about 5 seconds.
6.3. Error analysis. In this section, a computational analysis of the accuracy of the inverse algorithm of section 6.2 is presented using the two test problems in section 6.2.10 for various values of the number of grid points ( $N_{x}$ and $N_{y}$ ) and the parameter $n$, which determines the number of unpowered layers $(\geq n)$. In order to resolve the seed layers, the number of grid points should be larger than the number of layers.

The accuracy of the inverse solution is measured by the error in the subsequent forward growth. The forward problem is performed on the computational domain $[0,1] \times[0,1] \times[0,0.5]$, with a fixed number of grid points $N_{x}^{F}=100, N_{y}^{F}=100$, and $N_{z}^{F}=50$, with grid sizes $d x^{F}=\frac{1}{N_{x}^{F}+1}, d y^{F}=\frac{1}{N_{y}^{F}+1}$, and $d z^{F}=\frac{0.5}{N_{z}^{F}+1}$. Most of the error in the forward growth itself is removed, since the start times of the layers


Fig. 6.4. The calculated polygonal seed layer pattern for the shape given by $F(x, y)=$ $0.1 \cos (\pi x)+0.25 \sin (\pi y)+0.1$, shown in Figure 6.3. The dot is the powered point.


Fig. 6.5. The forward growth of the calculated polygonal seed layer pattern in Figure 6.4. It compares well to the desired shape in Figure 6.3.
are all known. The resulting level set function $\phi(x, y, z)$ is converted to a function $z=F^{\phi}(x, y)$ defined on the fixed forward grid using linear interpolation. A numerical $L^{2}$ error between $F^{\phi}$ and $F$ is computed as

$$
\begin{equation*}
\left\|F-F^{\phi}\right\|=\sqrt{\sum_{i=0, j=0}^{N_{x}^{F}, N_{y}^{F}}\left|F\left(x_{i}, y_{j}\right)-F^{\phi}\left(x_{i}, y_{j}\right)\right|^{2} d x^{F} d y^{F}} \tag{6.8}
\end{equation*}
$$



Fig. 6.6. The desired shape is given by $F(x, y)=-(x-0.5)^{2}-(y-0.5)^{2}+0.25$. The color map is a function of height and is used only to aid visualization of the surface.


FIG. 6.7. The calculated polygonal seed layer pattern for the shape given by $F(x, y)=-(x-$ $0.5)^{2}-(y-0.5)^{2}+0.25$, shown in Figure 6.6. The dot in the center is the powered point.

Three values of the number of grid points $\left(N_{x}=N_{y}=50,100,200\right)$ and three values for the number of start times $(n=10,20,40)$ are used for the inverse algorithm. More grid points make the boundaries of the layers smoother, and more start


Fig. 6.8. The forward growth of the calculated polygonal seed layer pattern in Figure 6.7. It compares well to the desired shape in Figure 6.6.

Table 6.1
The $L^{2}$ errors for different values of $N_{x}=N_{y}$ and $n$ for the function $F(x, y)=0.1 \cos (\pi x)+$ $0.25 \sin (\pi y)+0.1$.

| $n$ | $\left\|\mid F-F^{\phi}\right.$ | ,$N_{x}=50$ | $\left\|\mid F-F^{\phi}\right.$ | ,$N_{x}=100$ |
| ---: | ---: | ---: | ---: | ---: |
| 10 | 0.00425832 | 0.00423406 | $F-F^{\phi}$ | ,$N_{x}=200$ |
| 20 | 0.00201249 | 0.00198800 | 0.00422753 |  |
| 40 | 0.00076916 | 0.00074762 | 0.00198200 |  |

Table 6.2
The $L^{2}$ errors for different values of $N_{x}=N_{y}$ and $n$ for the function $F(x, y)=-(x-0.5)^{2}-$ $(y-0.5)^{2}+0.25$.

| $n$ | $\left\|\mid F-F^{\phi}\right.$ | ,$N_{x}=50$ | $\left\|\mid F-F^{\phi}\right.$ | ,$N_{x}=100$ | $F-F^{\phi}$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 10 | 0.00234398 | $N_{x}=200$ |  |  |  |
| 20 | 0.00092564 | 0.00231595 | 0.00230947 |  |  |
| 40 | 0.00036701 | 0.00089596 | 0.00088921 |  |  |

Table 6.3
Runtimes for different values of $N_{x}=N_{y}$ and $n$ for the function $F(x, y)=0.1 \cos (\pi x)+$ $0.25 \sin (\pi y)+0.1$.

| $n$ | Runtime, $N_{x}=50$ | Runtime, $N_{x}=100$ | Runtime, $N_{x}=200$ |
| :---: | ---: | ---: | ---: |
| 10 | 0.421 | 2.714 | 20.159 |
| 20 | 0.762 | 5.188 | 38.746 |
| 40 | 1.462 | 10.195 | 76.701 |

times produce more unpowered layers in the seed layer. Tables 6.1 and 6.2 show the computed errors for the functions $F(x, y)=0.1 \cos (\pi x)+0.25 \sin (\pi y)+0.1$ and $F(x, y)=-(x-0.5)^{2}-(y-0.5)^{2}+0.25$, respectively. As the data indicate, the error has very little dependence on $N_{x}=N_{y}$ but has nearly linear dependence on $n^{-1}$. Table 6.3 shows the run times for the function $F(x, y)=0.1 \cos (\pi x)+0.25 \sin (\pi y)+0.1$ with different numbers of grid points and different values of $n$. All computations were performed on a PC with an Intel M1.6GHz processor with 1.25 GB of RAM.

Examining Tables 6.1 and 6.3 shows there is no benefit to using more grid points than needed for resolution of the layers. Using a larger $n$, however, does improve the accuracy of the seed layer, with only a linear increase in computational time.
7. Conclusions and future work. The method presented here may face material limitations. An accurate fit to a desired shape can result in seed layer elements that are thin strips. The limit on the minimum geometry of the seed layer elements is governed by the photolithographic technology used to pattern them. Typically this ranges from about $1 \mu \mathrm{~m}$, with readily available optical lithographic systems, to substantially less than 100 nm with electron-beam lithography and industry-leading optical photolithography systems.

Surface roughness could also limit the seed layer geometry. The process used to define the seed layer typically consists of a combination of photolithography, physical vapor deposition (PVD) (e.g., evaporation or sputtering), and chemical etching. The metal films deposited by PVD can be very thin ( $<100 \mathrm{~nm}$ ) and are very smooth. The roughness of electrodeposited films can be highly variable and are subject to the specific process and recipe used. To obtain smoother electrodeposition, one can add chemicals (i.e., brighteners) and perform periodic current reversal.

The solution of the forward problem using the level set method depends on construction of a global distance function from the powered and (initially) unpowered segments. There are several ways to construct this distance function. Our method uses a time discretization that directly mimics the physical evolution of the front. It has some advantages in that additional physics could be easily included. An alternative method in both two and three dimensions would directly construct the distance function from the geometry of the segments.

One additional feature that can be introduced into seed layer patterns is solid boundaries. These solid boundaries are made of an insulated material and prevent growth of the metal shapes beyond the boundaries. This allows even more shape possibilities. Future work would include these solid boundaries in the model for forward growth and would attempt to incorporate them into the inverse procedure. Also, the current model is quite simple, and future work would add more physics into the model, such as nonuniform growth or perhaps some diffusion of the growing surface.

Appendix. The distance function for a line segment. Let the line segment be given as $\left[\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right]$. Without loss of generality, we shall assume that $x_{1}<x_{2}$. There are 4 cases, depending on the slope of the line segment, which we denote as $m=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$.

1. $m= \pm \infty$.

$$
d(x, y)= \begin{cases}\sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{b}\right)^{2}} & \text { if } y<y_{b} \\ \left|x-x_{1}\right| & \text { if } y_{b} \leq y \leq y_{t} \\ \sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{t}\right)^{2}} & \text { if } y>y_{t}\end{cases}
$$

where $y_{b}=\min \left(y_{1}, y_{2}\right)$ and $y_{t}=\max \left(y_{1}, y_{2}\right)$.
2. $m=0$.

$$
d(x, y)= \begin{cases}\sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}} & \text { if } x<x_{1} \\ \left|y-y_{1}\right| & \text { if } x_{1} \leq x \leq x_{2} \\ \sqrt{\left(x-x_{2}\right)^{2}+\left(y-y_{1}\right)^{2}} & \text { if } x>x_{2}\end{cases}
$$

3. $0<m<\infty$.

$$
d(x, y)= \begin{cases}\sqrt{\left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}} & \text { if } y \geq\left(-\frac{1}{m}\left(x-x_{2}\right)+y_{2}\right) \\ \sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}} & \text { if } y \leq\left(-\frac{1}{m}\left(x-x_{1}\right)+y_{1}\right) \\ \sqrt{\left(x-x_{m}\right)^{2}+\left(y-y_{m}\right)^{2}} & \text { otherwise }\end{cases}
$$

where $x_{m}=\left(\frac{1}{m+\frac{1}{m}}\right) *\left(m x_{1}+\frac{x}{m}+y-y_{1}\right)$ and $y_{m}=m *\left(x_{m}-x_{1}\right)+y_{1}$.
4. $-\infty<m<0$.

$$
d(x, y)= \begin{cases}\sqrt{\left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}} & \text { if } y \leq\left(-\frac{1}{m}\left(x-x_{2}\right)+y_{2}\right) \\ \sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}} & \text { if } y \geq\left(-\frac{1}{m}\left(x-x_{1}\right)+y_{1}\right) \\ \sqrt{\left(x-x_{m}\right)^{2}+\left(y-y_{m}\right)^{2}} & \text { otherwise }\end{cases}
$$

where $x_{m}=\left(\frac{1}{m+\frac{1}{m}}\right) *\left(m x_{1}+\frac{x}{m}+y-y_{1}\right)$ and $y_{m}=m *\left(x_{m}-x_{1}\right)+y_{1}$.
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