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Abstract. Theory and implementation for the global optimization of a wide class of algorithms
is presented via convex/affine relaxations. The basis for the proposed relaxations is the systematic
construction of subgradients for the convex relaxations of factorable functions by McCormick [Math.
Prog., 10 (1976), pp. 147–175]. Similar to the convex relaxation, the subgradient propagation relies
on the recursive application of a few rules, namely, the calculation of subgradients for addition,
multiplication, and composition operations. Subgradients at interior points can be calculated for any
factorable function for which a McCormick relaxation exists, provided that subgradients are known
for the relaxations of the univariate intrinsic functions. For boundary points, additional assumptions
are necessary. An automated implementation based on operator overloading is presented, and the
calculation of bounds based on affine relaxation is demonstrated for illustrative examples. Two
numerical examples for the global optimization of algorithms are presented. In both examples a
parameter estimation problem with embedded differential equations is considered. The solution of
the differential equations is approximated by algorithms with a fixed number of iterations.
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1. Introduction. The development of deterministic algorithms based on contin-
uous and/or discrete branch-and-bound [10, 17, 18] has facilitated the global optimiza-
tion of nonconvex programs. The basic principle of branch-and-bound, and related
algorithms such as branch-and-cut [19] and branch-and-reduce [27], is to bound the
optimal objective value between a lower bound and an upper bound. By branching on
the host set, these bounds become tighter and eventually converge. For minimization,
upper bounds are typically obtained via a feasible point or via a local solution of the
original program. For the lower bound, typically a convex or affine relaxation of the
nonconvex program is constructed and solved to global optimality via a convex solver.
Convex and concave envelopes or tight relaxations are known for a variety of simple
nonlinear terms [1, 33, 35], and this allows the construction of convex and concave re-
laxations for a quite general class of functions through several methods [21, 2, 33, 12].
Simple lower bounds from interval analysis are also widely used in global optimization,
e.g., [6, 7, 25]. Such bounds are often weaker but less computationally expensive to
evaluate than relaxation-based bounds. For instance, for a box-constrained problem,
no linear program (LP) or convex nonlinear program (NLP) needs to be solved.

The majority of the literature on global optimization considers nonconvex pro-
grams for which explicit functions are known for the objective and constraints. A more
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general case is that the objective function and/or constraints are calculated implicitly
by an algorithm, e.g., solution of a boundary value problem via the finite element
method. This article sets the foundations for the global optimization of such problems
by automatically constructing convex and/or affine relaxations of algorithms. This
concept is similar in principle to that of automatic differentiation (AD) [13] and
extends the applicability of global optimization algorithms considerably. If a function
is defined implicitly by an algorithm, the propagation of McCormick’s composition
result [21, 22] results in a (nonsmooth) convex relaxation of the function. In this
article the systematic propagation of subgradients is described without introducing
auxiliary variables. The calculation of subgradients allows the use of a nonsmooth
NLP solver to obtain the required lower bound. Alternatively, a linearization via the
subgradients can give an affine relaxation. Throughout this article the latter case is
applied to algorithms with a fixed number of iterations. The optimization problems
considered are box-constrained, and therefore, the affine relaxation requires a single
function and subgradient evaluation.

In addition to the optimization of algorithms, the proposed subgradient propa-
gation can be used in other areas of global optimization. Efficient solvers for convex
NLPs involving nonsmooth functions, such as bundle methods, have recently been de-
veloped, e.g., [20, 15], and the development given here would allow their application to
the lower bounding problem of global optimization when the McCormick relaxations
are employed. Due to the scalability and reliability of linear programming solvers,
linearization of a smooth reformulation via the introduction of auxiliary variables and
constraints has been successfully employed in nonlinear programs and mixed-integer
nonlinear programs (MINLPs) [35, 36, 34]. The results of this paper could also be
used for NLPs and MINLPs providing very cheap lower bounds, but the introduction
of auxiliary variables and constraints might furnish tighter relaxations [34, p. 128].
Therefore, the results proposed herein should be viewed as an alternative to and not
as a replacement for existing methods; as is demonstrated below, our proposal is bet-
ter than existing methods for some problems. However, no claim for superiority in
general is made.

It should be noted that the introduction of auxiliary variables is not always ad-
visable or possible. For instance, two recent proposals for the construction of upper
bounds for semi-infinite programs (SIPs) rely on the construction of a convex relax-
ation of the lower-level problem [11, 23]. One of the possibilities proposed in [23]
is to further relax the lower-level program by linearizations at arbitrary parameter
points. This is only advisable when the set of parameter vertices is easily calcu-
lated [23], which, in general, can only be done exactly when no auxiliary variables
are introduced. Moreover, the introduction of auxiliary variables makes the upper
bounding problem significantly more computationally expensive to solve. Another
area where using auxiliary variables seems intractable is the method by Singer and
Barton [30] to construct convex relaxations for the solutions of ordinary differential
equations (ODEs) dependent on parameters. Their method relies on linearizations to
convex and concave relaxations of the right-hand sides of the ODEs via McCormick’s
composition theorem and factorable presentation without the introduction of addi-
tional variables and constraints. In general, this gives a nonsmooth relaxation, and
therefore, the linearization requires the computation of subgradients.

Note at this point that, despite a superficial similarity, the subgradients proposed
in this article are very different from the construction of piecewise affine relaxations by
Wang and Chang [39, 40, 41]. In contrast to the results herein, Wang and Chang do
not consider convex relaxation prior to the linearization and do not use subgradient



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

MCCORMICK-BASED RELAXATIONS OF ALGORITHMS 575

information. For the intended use in SIPs, piecewise linearization is not suitable
because the set of parameter vertices cannot be easily calculated. Also, the method
proposed by Wang and Chang does not seem applicable to the relaxation of algorithms.

In the remainder of this paper, first the theoretical framework of McCormick
relaxations as well as basic results on subgradients are summarized; these results
are from the literature. In section 3, additional theoretical results required for the
propagation of subgradients of the McCormick relaxations are developed, along with a
description of important points for application and illustrative examples; these results
are not available in the literature and are required for the relaxations of algorithms.
The results are given for a single subgradient as opposed to the entire subdifferential
to maintain consistency with the implementation. Presumably, all theoretical results
could be extended to the entire subdifferential, but there are severe complications
for implementation. In section 4, an automated implementation is described along
with illustrative examples. In section 5, the relaxation of algorithms is described in
more detail, and two simple numerical examples illustrate its potential. The paper is
concluded by discussing potential future work. To our best knowledge the material
presented in sections 3, 4, and 5 is original with the exception of subsection 4.1, which
gives a brief overview of AD.

2. Background. This section contains definitions of concepts used in what fol-
lows, as well as a summary of the existing literature results needed for the development
of the main results.

2.1. Definitions. Throughout the paper convex and concave relaxations are
considered.

Definition 2.1 (relaxation of functions). Given a convex set Z ⊂ R
n and a

function f : Z → R, a convex function fu : Z → R is a convex relaxation (or
convex underestimator) of f on Z if fu(z) ≤ f(z) for all z ∈ Z. Similarly, a concave
function fo : Z → R is a concave relaxation (or concave overestimator) of f on Z if
fo(z) ≥ f(z) for all z ∈ Z. The definitions for affine underestimator ful and affine
overestimator fol are analogous.

McCormick relaxations are applicable to factorable functions.
Definition 2.2 (factorable function). A function is factorable if it is defined by

a finite recursive composition of binary sums, binary products, and a given library of
univariate intrinsic functions.

Factorable functions cover a quite general class of functions. The simplest subclass
of factorable functions are those defined without recursion, e.g., g : Z → R, g(z) =
F1(f1(z)) + F2(f2(z))F3(f3(z)), where Z ⊂ R

n, F1, F2, F3 : R → R are from the
library of univariate intrinsic functions, and f1, f2, f3 : Z → R. For the application
of McCormick’s composition theorem, all functions (F1, F2, F3, f1, f2, f3) must have
known convex and concave relaxations as well as known enclosures for their ranges.

Definition 2.3 (McCormick relaxations). The relaxations of a factorable func-
tion that are formed via the recursive application of rules for the relaxation of univari-
ate composition, binary multiplication, and binary addition from convex and concave
relaxations of the univariate intrinsic functions, without the introduction of auxiliary
variables, are termed McCormick relaxations.

The aforementioned rules are described in detail in section 2.3.
McCormick relaxations are, in general, nonsmooth and, therefore, subgradients

are needed.
Definition 2.4 (subgradient). Let Z ⊂ R

n be a nonempty convex set, fu : Z →
R be convex, and fo : Z → R be concave. A vector su ∈ R

n is called a subgradient of
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fu at z̄ ∈ Z if fu(z) ≥ fu(z̄) + (su)T(z− z̄) for all z ∈ Z. A vector so ∈ R
n is called

a subgradient of fo at z̄ ∈ Z if fo(z) ≤ fo(z̄) + (so)T(z − z̄) for all z ∈ Z.
Existence of subgradients on the interior of Z is guaranteed, and for differentiable

convex and concave functions, the unique subgradient is the gradient [4].
In addition to the well-known min and max functions, McCormick relaxations use

the mid function, which selects the middle value between three scalar arguments.
Definition 2.5 (mid function). Given three numbers α, β, γ ∈ R, the mid func-

tion is defined as

mid{α, β, γ} =

⎧⎪⎨
⎪⎩

α if β ≤ α ≤ γ or γ ≤ α ≤ β,

β if α ≤ β ≤ γ or γ ≤ β ≤ α,

γ if α ≤ γ ≤ β or β ≤ γ ≤ α.

2.2. Interval extensions. A necessary step in constructing convex relaxations
via the McCormick factorization is the recursive propagation of estimates of the ranges
of the factors. This is typically done via natural interval extensions, which are briefly
described here. For a thorough description of interval analysis, the reader is referred to
the literature, e.g., [24, 3]. The first step in computing the natural interval extension
is to decompose a given function into a finite recursive composition of elementary
operations (e.g., binary multiplication, binary addition) and intrinsic functions, such
as monomials or the exponential function; compare also the definition of a factorable
function. For each of the intrinsic functions and elementary operations, a rule is
available to construct the natural interval extension. For instance, in the addition of
two intervals, the lower bound of the sum is given by summing the two lower bounds
and the upper bound of the sum by summing the two upper bounds. In general,
natural interval extensions lead to an overestimation of the range, but in special
cases, such as monomials, an exact estimate is obtained.

2.3. McCormick relaxations. Constructing convex and concave relaxations of
factorable functions requires rules for the relaxation of sums, products, and univariate
composition. The sum of convex functions is convex, and the sum of concave functions
is concave. Therefore, convex and concave relaxations for the sum of two functions
can be easily constructed as stated in the following proposition.

Proposition 2.6 (relaxations of sums). Let Z ⊂ R
n be a nonempty convex set,

and g, g1, g2 : Z → R such that g(z) = g1(z) + g2(z). Let gu
1 , go

1 : Z → R be a convex
and concave relaxation of g1 on Z, respectively. Similarly, let gu

2 , go
2 : Z → R be a con-

vex and concave relaxation of g2 on Z, respectively. Then, gu, go : Z → R, such that

gu(z) = gu
1 (z) + gu

2 (z), go(z) = go
1(z) + go

2(z),

are, respectively, a convex and concave relaxation of g on Z.
Calculating relaxations for the product of two functions is somewhat more elabo-

rate, as shown in the following proposition, which follows from the convex and concave
envelopes of a bilinear function [21].

Proposition 2.7 (relaxations of products). Let Z ⊂ R
n be a nonempty convex

set, and g, g1, g2 : Z → R such that g(z) = g1(z) g2(z). Let gu
1 , go

1 : Z → R be a
convex and concave relaxation of g1 on Z, respectively. Similarly, let gu

2 , go
2 : Z →

R be a convex and concave relaxation of g2 on Z, respectively. Furthermore, let
gL
1 , gU

1 , gL
2 , gU

2 ∈ R such that

gL
1 ≤ g1(z) ≤ gU

1 for all z ∈ Z and gL
2 ≤ g2(z) ≤ gU

2 for all z ∈ Z.
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Consider the following intermediate functions, α1, α2, β1, β2, γ1, γ2, δ1, δ2 : Z → R:

α1(z) = min
{
gL
2 gu

1 (z), gL
2 go

1(z)
}

, α2(z) = min
{
gL
1 gu

2 (z), gL
1 go

2(z)
}

,

β1(z) = min
{
gU
2 gu

1 (z), gU
2 go

1(z)
}

, β2(z) = min
{
gU
1 gu

2 (z), gU
1 go

2(z)
}

,

γ1(z) = max
{
gL
2 gu

1 (z), gL
2 go

1(z)
}

, γ2(z) = max
{
gU
1 gu

2 (z), gU
1 go

2(z)
}

,

δ1(z) = max
{
gU
2 gu

1 (z), gU
2 go

1(z)
}

, δ2(z) = max
{
gL
1 gu

2 (z), gL
1 go

2(z)
}

.

Then, α1, α2, β1, and β2 are convex on Z, while γ1, γ2, δ1, and δ2 are concave on
Z. Moreover, gu, go : Z → R, such that

gu(z) = max
{
α1(z) + α2(z) − gL

1 gL
2 , β1(z) + β2(z) − gU

1 gU
2

}
,

go(z) = min
{
γ1(z) + γ2(z) − gU

1 gL
2 , δ1(z) + δ2(z) − gL

1 gU
2

}
,

are, respectively, a convex and concave relaxation of g on Z.
McCormick [21, 22] provided a relaxation result for the composition of functions.

Note that, in deviation from these references, any convex/concave relaxation is allowed
here for the univariate function without restriction to the convex/concave envelope.

Theorem 2.8 (McCormick’s composition theorem). Let Z ⊂ R
n and X ⊂ R be

nonempty convex sets. Consider the composite function g = F ◦ f , where f : Z → R

is continuous, F : X → R, and let f(Z) ⊂ X. Suppose that a convex relaxation
fu : Z → R and a concave relaxation fo : Z → R of f on Z are known. Let
Fu : X → R be a convex relaxation of F on X, let F o : X → R be a concave
relaxation of F on X, let xmin ∈ X be a point at which Fu attains its infimum on
X, and let xmax ∈ X be a point at which F o attains its supremum on X. Then,
gu : Z → R,

gu(z) = Fu
(
mid

{
fu(z), fo(z), xmin

})
is a convex relaxation of g on Z, and go : Z → R,

go(z) = F o (mid {fu(z), fo(z), xmax})

is a concave relaxation of g on Z.
By definition fu(z) ≤ fo(z), and therefore,

mid
{
fu(z), fo(z), xmin

}
=

⎧⎪⎨
⎪⎩

fu(z) if xmin < fu(z),
fo(z) if xmin > fo(z),
xmin otherwise,

mid {fu(z), fo(z), xmax} =

⎧⎪⎨
⎪⎩

fu(z) if xmax < fu(z),
fo(z) if xmax > fo(z),
xmax otherwise.

Due to the presence of the mid function, the convex and concave relaxations con-
structed by application of Theorem 2.8 are not guaranteed to be smooth. This situa-
tion arises, e.g., when xmin ∈ int(fu(Z)) and is illustrated by the following example.

Example 2.1 (nonsmooth McCormick relaxation). Let

Z = {z ∈ R : −1 ≤ z ≤ 1}
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Fig. 2.1. Graphical illustration of Example 2.1.

and note that Z is a nonempty and convex set. Consider the function g : Z → R,
g(z) = ez3

, which can be written as the composition g = F ◦ f by choosing f(z) = z3,
X = [−1, 1], and F (x) = ex. A valid underestimator fu and overestimator fo of f on
Z are given by the αBB relaxations [2]:

fu(z) = z3 + 3
(
z2 − 1

)
, fo(z) = z3 − 3

(
z2 − 1

)
.

Furthermore, since the exponential function is convex, Fu(x) = F (x) = ex. Finally,
since the exponential function is increasing, xmin = −1. By application of Theo-
rem 2.8, a convex underestimator gu : Z → R of g on Z is given by

gu(z) = emid{z3+3(z2−1),z3−3(z2−1),−1} =

{
e−1 if z ≤ −1 +

√
3,

ez3+3(z2−1) otherwise,

which is clearly nonsmooth, as seen also in Figure 2.1.

2.4. Subgradients. Some results are now summarized for subgradients which
can be found in the literature, e.g., [26, 14, 15, 16] or are quite intuitive and can be
derived easily. The following proposition is based on Theorem D-4.1.1 from Hiriart-
Urruty and Lemaréchal [16].

Proposition 2.9 (addition rule for subgradients). Let Z ⊂ R
n be a nonempty

convex set. Suppose that fu
1 , fu

2 : Z → R are convex, su
1 is a subgradient of fu

1 at
z̄ ∈ Z, and su

2 is a subgradient of fu
2 at z̄. Then, the function fu

1 +fu
2 is convex on Z,

and su
1 + su

2 is a subgradient of fu
1 + fu

2 at z̄. Similarly, suppose that fo
1 , fo

2 : Z → R

are concave, so
1 is a subgradient of fo

1 at z̄ ∈ Z, and so
2 is a subgradient of fo

2 at z̄.
Then, the function fo

1 + fo
2 is concave on Z, and so

1 + so
2 is a subgradient of fo

1 + fo
2

at z̄.
For the following proposition, see also Theorem D-4.4.1 from Hiriart-Urruty and

Lemaréchal [16].
Proposition 2.10 (max and min rule for subgradients). Let Z ⊂ R

n be a
nonempty convex set. Suppose that α1, α2, β1, β2 : Z → R are convex, sα1 is a sub-
gradient of α1 at z̄ ∈ Z, sα2 is a subgradient of α2 at z̄, sβ1 is a subgradient of β1

at z̄, sβ2 is a subgradient of β2 at z̄, and a, b ∈ R are constants. Then, the function
gmax : Z → R

gmax(z) ≡ max{α1(z) + α2(z) − a, β1(z) + β2(z) − b}
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is convex on Z and
1. if α1(z̄) + α2(z̄) − a ≥ β1(z̄) + β2(z̄) − b, then a subgradient of gmax at z̄ is

given by sα1 + sα2 ;
2. if α1(z̄) + α2(z̄) − a ≤ β1(z̄) + β2(z̄) − b, then a subgradient of gmax at z̄ is

given by sβ1 + sβ2 .
Similarly, suppose that γ1, γ2, δ1, δ2 : Z → R are concave, sγ1 is a subgradient of γ1

at z̄ ∈ Z, sγ2 is a subgradient of γ2 at z̄, sδ1 is a subgradient of δ1 at z̄, sδ2 is a
subgradient of δ2 at z̄, and c, d ∈ R are constants. Then, the function gmin : Z → R

gmin(z) ≡ min{γ1(z) + γ2(z) − c, δ1(z) + δ2(z) − d}
is concave on Z and

1. if γ1(z̄) + γ2(z̄) − c ≤ δ1(z̄) + δ2(z̄) − d, then a subgradient of gmin at z̄ is
given by sγ1 + sγ2 ;

2. if γ1(z̄) + γ2(z̄) − c ≥ δ1(z̄) + δ2(z̄) − d, then a subgradient of gmin at z̄ is
given by sδ1 + sδ2 .

For the following proposition, see also Theorem D-4.1.1 from Hiriart-Urruty and
Lemaréchal [16].

Proposition 2.11 (scalar multiplication rule for subgradients). Suppose that
Z ⊂ R

n is a nonempty convex set, fu : Z → R is a convex function, su is a subgradient
of fu at z̄ ∈ Z, fo : Z → R is a concave function, so is a subgradient of fo at z̄, and
κ ∈ R is a constant. Then, the function α : Z → R,

α(z) =
{

κfu(z) if κ ≥ 0,
κfo(z) otherwise,

is convex on Z and
1. if κ ≥ 0, then κsu is a subgradient of α at z̄;
2. if κ < 0, then κso is a subgradient of α at z̄.

Similarly, the function β : Z → R

β(z) =
{

κfo(z) if κ ≥ 0,
κfu(z) otherwise,

is concave on Z and
1. if κ ≥ 0, then κso is a subgradient of β at z̄;
2. if κ < 0, then κsu is a subgradient of β at z̄.

The following lemma is based on Theorem D-4.3.1 from Hiriart-Urruty and
Lemaréchal [16].

Lemma 2.12 (subgradient rule for postcomposition with a function). Let X ⊂ R

and Z ⊂ R
n be nonempty convex sets and z̄ ∈ Z. Suppose that Fu, F o : X → R are,

respectively, a convex and concave function, and fu, fo : Z → R are, respectively, a
convex and concave function, with fu(Z) ⊂ X and fo(Z) ⊂ X. Consider xu, xo ∈ X
such that xu = fu(z̄) and xo = fo(z̄). Let σuu be a subgradient of Fu at xu, σuo be
a subgradient of Fu at xo, σou be a subgradient of F o at xu, σoo be a subgradient of
F o at xo, su be a subgradient of fu at z̄, and so be a subgradient of fo at z̄.

1. Suppose that Fu is nondecreasing. Then, the composite function Fu ◦ fu is
convex on Z, and σuusu is a subgradient of Fu ◦ fu at z̄.

2. Suppose that Fu is nonincreasing. Then, the composite function Fu ◦ fo is
convex on Z, and σuoso is a subgradient of Fu ◦ fo at z̄.

3. Suppose that F o is nonincreasing. Then, the composite function F o ◦ fu is
concave on Z, and σousu is a subgradient of F o ◦ fu at z̄.
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4. Suppose that F o is nondecreasing. Then, the composite function F o ◦ fo is
concave on Z, and σooso is a subgradient of F o ◦ fo at z̄.

3. Subgradient propagation. In this section, the development and implemen-
tation of the recursive subgradient propagation through the McCormick relaxations
are presented.

3.1. Theoretical development. In order to employ Lemma 2.12 for the cal-
culation of subgradients of McCormick relaxations, the following intermediate result
will be used.

Lemma 3.1. Let X ⊂ R be a nonempty convex set.
1. Let fu : X → R be convex. Suppose that the infimum of fu on X is attained,

and xmin ∈ arg minx∈X fu(x). Then
(a) fu is nonincreasing for x ≤ xmin,
(b) fu is nondecreasing for x ≥ xmin.

2. Similarly, let fo : X → R be concave. Suppose that the supremum of fo on
X is attained, and xmax ∈ argmaxx∈X fo(x). Then
(a) fo is nondecreasing for x ≤ xmax,
(b) fo is nonincreasing for x ≥ xmax.

The proof is elementary.
Subgradient calculation for the composition theorem by McCormick is now pre-

sented. Note that by construction fu(z) ≤ fo(z) for all z ∈ Z, and therefore, the
three cases considered below cover all possibilities.

Theorem 3.2 (subgradients from McCormick’s composition). Suppose that Z ⊂
R

n is a nonempty convex set. Suppose further that Theorem 2.8 has been applied to
the composite function F ◦ f to obtain the convex relaxation gu : Z → R,

gu(z) = Fu(mid{fu(z), fo(z), xmin})

and the concave relaxation go : Z → R,

go(z) = F o(mid{fu(z), fo(z), xmax}).

Consider z̄ ∈ Z and xu, xo ∈ X such that xu = fu(z̄) and xo = fo(z̄). Suppose that
σuu is a subgradient of Fu at xu, σuo is a subgradient of Fu at xo, su is a subgradient
of fu at z̄, σou is a subgradient of F o at xu, σoo is a subgradient of F o at xo, and so

is a subgradient of fo at z̄. Then, a subgradient of gu at z̄ is given by
1. 0 if fu(z̄) ≤ xmin ≤ fo(z̄),
2. σuoso if fo(z̄) < xmin,
3. σuusu if xmin < fu(z̄),

and a subgradient of go at z̄ is given by
1. 0 if fu(z̄) ≤ xmax ≤ fo(z̄),
2. σooso if fo(z̄) < xmax,
3. σousu if xmax < fu(z̄).

Proof. From the McCormick construction, the function mid{fu(z), fo(z), xmin} ∈
X ∀z ∈ Z.

1. If fu(z̄) ≤ xmin ≤ fo(z̄), then Fu(mid{fu(z̄), fo(z̄), xmin}) = Fu(xmin), and
the result follows immediately because

Fu(xmin) ≤ Fu(mid{fu(z), fo(z), xmin}) for all z ∈ Z

by the definition of xmin, since mid{fu(z), fo(z), xmin} ∈ X .
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2. If fo(z̄) < xmin, then from Lemma 3.1 part 1a, there exists a neighborhood of
fo(z̄) on which Fu is nonincreasing. Moreover, Fu(mid{fu(z̄), fo(z̄), xmin}) =
Fu(fo(z̄)). Therefore, the hypotheses of Lemma 2.12 part 2 are satisfied, and
σuoso is a subgradient of gu at z̄.

3. If xmin < fu(z̄), then from Lemma 3.1 part 1b there exists a neighborhood of
fu(z̄) on which Fu is nondecreasing. Moreover, Fu(mid{fu(z̄), fo(z̄), xmin}) =
Fu(fu(z̄)). Therefore, the hypotheses of Lemma 2.12 part 1 are satisfied, and
σuusu is a subgradient of gu at z̄.

The proof for the subgradients of go is analogous.
Note that in parts 2 and 3 in the above proof, Lemma 2.12 is only used for a

neighborhood; this is justified by an examination of the proof of Lemma 2.12.
A rule is also needed for the subgradients of the relaxation of a product of func-

tions.
Theorem 3.3 (multiplication rule for subgradients). Suppose that Z ⊂ R

n

is a nonempty convex set, and z̄ ∈ Z. Let g, g1, g2 : Z → R such that g(z) =
g1(z)g2(z). Let gu

1 , go
1 : Z → R be a convex and concave relaxation of g1 on Z,

respectively. Similarly, let gu
2 , go

2 : Z → R be a convex and concave relaxation of g2 on
Z, respectively. Furthermore, let gL

1 , gU
1 , gL

2 , gU
2 ∈ R such that

gL
1 ≤ g1(z) ≤ gU

1 for all z ∈ Z and gL
2 ≤ g2(z) ≤ gU

2 for all z ∈ Z.

Consider the following intermediate functions, α1, α2, β1, β2, γ1, γ2, δ1, δ2 : Z → R:

α1(z) = min
{
gL
2 gu

1 (z), gL
2 go

1(z)
}

, α2(z) = min
{
gL
1 gu

2 (z), gL
1 go

2(z)
}

,

β1(z) = min
{
gU
2 gu

1 (z), gU
2 go

1(z)
}

, β2(z) = min
{
gU
1 gu

2 (z), gU
1 go

2(z)
}

,

γ1(z) = max
{
gL
2 gu

1 (z), gL
2 go

1(z)
}

, γ2(z) = max
{
gU
1 gu

2 (z), gU
1 go

2(z)
}

,

δ1(z) = max
{
gU
2 gu

1 (z), gU
2 go

1(z)
}

, δ2(z) = max
{
gL
1 gu

2 (z), gL
1 go

2(z)
}

.

Then, α1, α2, β1, and β2 are convex on Z, and γ1, γ2, δ1, and δ2 are concave on Z.
The functions gu, go : Z → R, such that

gu(z) = max
{
α1(z) + α2(z) − gL

1 gL
2 , β1(z) + β2(z) − gU

1 gU
2

}
,

go(z) = min
{
γ1(z) + γ2(z) − gU

1 gL
2 , δ1(z) + δ2(z) − gL

1 gU
2

}
,

are, respectively, a convex and concave relaxation of g on Z.
Moreover, subgradients of α1, α2, β1, β2, γ1, γ2, δ1, δ2 at z̄ are given by

sα1 =

{
gL
2 sgu

1 if gL
2 ≥ 0,

gL
2 sgo

1 otherwise,
sα2 =

{
gL
1 sgu

2 if gL
1 ≥ 0,

gL
1 sgo

2 otherwise,

sβ1 =

{
gU
2 sgu

1 if gU
2 ≥ 0,

gU
2 sgo

1 otherwise,
sβ2 =

{
gU
1 sgu

2 if gU
1 ≥ 0,

gU
1 sgo

2 otherwise,

sγ1 =

{
gL
2 sgo

1 if gL
2 ≥ 0,

gL
2 sgu

1 otherwise,
sγ2 =

{
gU
1 sgo

2 if gU
1 ≥ 0,

gU
1 sgu

2 otherwise,

sδ1 =

{
gU
2 sgo

1 if gU
2 ≥ 0,

gU
2 sgu

1 otherwise,
sδ2 =

{
gL
1 sgo

2 if gL
1 ≥ 0,

gL
1 sgu

2 otherwise,

where sgu
1 , sgo

1 , sgu
2 , sgo

2 are, respectively, subgradients of gu
1 , go

1, gu
2 , go

2 at z̄.
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Finally, a subgradient of gu at z̄ is given by
1. sα1 + sα2 if α1(z̄) + α2(z̄) − a ≥ β1(z̄) + β2(z̄) − b,
2. sβ1 + sβ2 if α1(z̄) + α2(z̄) − a ≤ β1(z̄) + β2(z̄) − b,

and a subgradient of go at z̄ is given by
1. sγ1 + sγ2 if γ1(z̄) + γ2(z̄) − c ≤ δ1(z̄) + δ2(z̄) − d,
2. sδ1 + sδ2 if γ1(z̄) + γ2(z̄) − c ≥ δ1(z̄) + δ2(z̄) − d.

Proof. Recall that by Proposition 2.7, gu and go are, respectively, a convex and
concave relaxation of g on Z. The calculation of subgradients for α1, α2, β1, β2,
γ1, γ2, δ1, δ2 follows directly from their definition and the properties of the min
and max functions. Finally, by Proposition 2.7, α1, α2, β1, and β2 are convex, and
Proposition 2.10 can be invoked to show the desired result for the subgradient of gu.
Similarly, by Proposition 2.7, γ1, γ2, δ1, and δ2 are concave, and Proposition 2.10 can
be again invoked to show the desired result for the subgradient of go.

3.2. Application. In the following, it is briefly discussed how to employ the
above presented results for the systematic propagation of subgradients of the convex
and concave relaxations of factorable functions. Similar to the McCormick relaxations,
a bounded convex set Z ⊂ R

n is assumed along with a real-valued factorable function
g : Z → R, that can be represented in such a way that all univariate functions have
known convex and concave relaxations as well as known enclosures for their ranges.
An implicit assumption in the construction of McCormick relaxations is that the
enclosure propagation is sufficiently tight that there is no domain violation for any
function. As Example 3.1 shows, in some cases additional information is required to
construct the relaxations.

Example 3.1 (domain violation). Consider Z = [−1, 1] and the factorable func-
tion g : Z → R, g(z) =

√|z| + z3. Let f : Z → R, f(z) = |z| + z3, and note f(Z) =
[0, 2]. The natural interval extension of |z| + z3 on Z gives [0, 1] + [−1, 1] = [−1, 2],
and the square root is not defined on this domain.

In the following, functions are assumed for which McCormick relaxations can be
constructed. Recall that existence of subgradients on the interior of Z is guaranteed
[4]. In order to calculate a subgradient at an interior point for a McCormick relax-
ation, the only additional requirement is that subgradients for the relaxations of the
univariate functions can be calculated for any interior point of their domain. The
combination of Proposition 2.9 and Theorems 3.2 and 3.3 provides a simple exten-
sion to the McCormick relaxations that allows the subgradient propagation for any
z̄ ∈ int(Z) without any further assumptions. For sums and products, the subgradi-
ents of the constituent functions are simply used to calculate a subgradient of the
composite function. The following proposition shows that in the composition F ◦ f of
Theorem 3.2, the subgradients of the relaxations of the univariate function are only
required for points in the interior of the domain of the univariate function. The trivial
case that the inner function is a constant is excluded.

Proposition 3.4. Consider the application of Theorem 3.2 for z̄ ∈ int(Z) and
assume that f is not a constant on Z.

1. If fo(z̄) < xmin, then fo(z̄) ∈ int(X).
2. If xmin < fu(z̄), then fu(z̄) ∈ int(X).
3. If fo(z̄) < xmax, then fo(z̄) ∈ int(X).
4. If xmax < fu(z̄), then fu(z̄) ∈ int(X).

As a consequence, subgradients of the univariate relaxations Fu, F o are only required
on int(X).
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Proof. Only the first of the four cases is proved; the other three cases are analo-
gous. Let X = [xL, xU ]. Since xmin ∈ [xL, xU ] by fo(z̄) < xmin, it follows fo(z̄) < xU .
It now remains to show xL < fo(z̄).

Since fo is concave on Z and z̄ ∈ int(Z), there exists so such that for all z ∈ Z

fo(z) ≤ fo(z̄) + (so)T(z − z̄).

Since z̄ ∈ int(Z), there exists δ > 0 such that Nδ(z̄) ⊂ Z, where Nδ(z̄) denotes an
open neighborhood of z̄ with radius δ.

Suppose first that so �= 0, i.e., there exists i ∈ {1, . . . , n} such that so
i �= 0. Take

ẑ ∈ Z such that

ẑi = z̄i − sign(si) δ/2 and ẑj = z̄j ∀j ∈ {1, . . . , n} : j �= i.

Clearly, fo(ẑ) < fo(z̄). Since fo is an overestimator of f on Z, it follows f(ẑ) ≤ fo(ẑ).
Moreover, xL ≤ f(ẑ) by the definition of xL. Combining the last three inequalities,
xL < fo(z̄) is obtained.

Suppose now that so = 0. Then, for all z ∈ Z, it follows fo(z) ≤ fo(z̄), which
together with f(z) ≤ fo(z), gives

f(z) ≤ fo(z) ≤ fo(z̄) ∀z ∈ Z.

By definition xL ≤ f(z) for all z ∈ Z. Since by assumption f(Z) �= {xL}, there exists
ẑ ∈ Z such that (s.t.) xL < f(ẑ). Therefore, xL < f(ẑ) ≤ fo(z̄).

Recall that by Theorem 3.2, a subgradient to gu at z̄ is given by
1. 0 if fu(z̄) ≤ xmin ≤ fo(z̄),
2. σuoso if fo(z̄) < xmin,
3. σuusu if xmin < fu(z̄).

In the first case, the subgradients of Fu are not used. In the second case, fo(z̄) ∈
int(X), and therefore, σuo is a subgradient of Fu at a point in the interior of X . The
third case is analogous to the second. The subgradients of go are also analogous.

The calculation of subgradients at boundary points of Z may also be of interest.
For this case some additional assumptions are necessary. For instance, the square root
is a concave function with domain [0, +∞) which is differentiable on (0, +∞), but at
0, no subgradient exists. A sufficient condition is that all the convex and concave
relaxations of univariate functions are differentiable on their domains.

3.2.1. Affine relaxations. By the definition of the subgradient, it is clear that
with the usual notation and for some z̄ ∈ Z, the functions ful, fol : Z → R, such that

ful(z) ≡ fu(z̄) + (su)T(z − z̄) and fol(z) ≡ fo(z̄) + (so)T(z − z̄),

are, respectively, an affine underestimator and an affine overestimator of f on Z. As
described in the introduction, the calculation of these affine relaxations is one of the
goals of this paper. Similarly, to affine relaxations of smooth functions, the choice of
z̄ greatly affects how closely ful and fol approximate the original function. Moreover,
in the case where fu and/or fo are not differentiable at z̄, the choice of subgradient
also affects the approximation.

This linearization allows the calculation of computationally inexpensive bounds
for nonconvex optimization problems. Consider, for instance, a box-constrained prob-
lem minz∈[zL,zU ] f(z), with the convex relaxation minz∈[zL,zU ] f

u(z). Pick an arbitrary
point z̄ in the interior of Zand construct the further relaxation

ful,∗ = min
z∈[zL,zU ]

ful(z),
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which is a box-constrained problem with an affine objective function. Therefore, an
optimal solution point zul,∗ (nonunique in general) is given by

zul,∗
j =

{
zL

j if su
j ≤ 0,

zU
j otherwise,

j = 1, . . . , n.

The optimal solution value of the affine relaxation (lower bound to the nonconvex
optimization problem) is given by ful(zul,∗) with a small effort in addition to the
computation of a subgradient. This procedure is much cheaper than the solution of
the convex relaxation and comparable to evaluation of the natural interval extension.

Suppose further that the linearization is performed at a finite number of points
z̄i. The above relaxations allow the calculation of an optimal solution point and the
optimal solution value for each of a collection of box-constrained LPs

ful,i,∗ = min
z∈[zL,zU ]

ful,i(z).

A valid lower bound to the nonconvex optimization problem is then given by
maxi ful,i,∗. Clearly, the choice of z̄i affects the tightness of the relaxations. Choosing
good points z̄i is outside the scope of this article.

The construction of upper bounds to maxz∈[zL,zU ] f(z) is analogous by construct-
ing an affine relaxation maxz∈[zL,zU ] f

ol(z). For general constraints, it is still possible
to calculate cheap lower bounds via a relaxation of the feasible set.

3.3. Illustrative example. In this subsection, the propagation of subgradients
is given for a simple function.

Example 3.2 (simple composite function). Let Z = [−1, 1]2, z̄ = 0, f : Z → R

such that f(z) = z1 + |z2|. Let X = [−1, 2] and F : X → R such that F (x) = x2.
An affine underestimator and an affine overestimator of g = F ◦ f , g(z) = (z1 +
|z2|)2 are constructed by linearizing the convex and concave relaxations obtained by
Theorem 2.8 at z̄ = 0. These are shown in Figure 3.1. Note that neither f nor g is
differentiable at z̄.

The inner function f is convex on Z, and therefore, fu : Z → R such that
fu(z) = z1 + |z2| is a convex relaxation of f on Z, and fo : Z → R such that
fo(z) = z1 + 1 is a concave relaxation of f on Z. A subgradient of fu at 0 is given
by su = (1, 0). Since fo is differentiable, its unique subgradient at 0 is given by
so = (1, 0). Since f(Z) = [−1, 2], it follows f(Z) ⊂ X .

The outer function F is convex on X , and therefore, Fu : X → R such that
Fu(x) = x2 is a convex relaxation of F on X , and F o : X → R such that F o(x) = 2+x
is a concave relaxation of F on X . Note that Fu and F o are, respectively, the convex
and concave envelope of F on Z. Moreover, xmin = 0 is the unique minimum of Fu

on X , and xmax = 2 is the unique maximum of F o on X . Since Fu is differentiable,
its unique subgradient is given by the derivative 2x. Similarly, the unique subgradient
of F o is 1.

By Theorem 2.8, gu : Z → R such that

gu(z) = Fu
(
mid

{
fu(z), fo(z), xmin

})
= (mid {z1 + |z2|, z1 + 1, 0})2

is a convex relaxation of g. Since z1 + 1 ≥ 0 for all z ∈ Z, it follows mid{z1 + |z2|,
z1 + 1, 0} = max{z1 + |z2|, 0}, and therefore, gu(z) = (max{z1 + |z2|, 0})2. Thus,
0 = fu(0) ≤ xmin ≤ fo(0) = 1, and therefore, by Theorem 3.2, a subgradient of gu

at 0 is given by 0.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

MCCORMICK-BASED RELAXATIONS OF ALGORITHMS 585

-1
-0.5

 0
 0.5

 1

-1
-0.5

 0
 0.5

 1

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

Original function
Convex relaxation

z1
z2

-1
-0.5

 0
 0.5

 1

-1
-0.5

 0
 0.5

 1

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

Convex relaxation
Affine underestimator

z1
z2

-1 -0.5  0  0.5  1

-1
-0.5

 0
 0.5

 1

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

Original function
Concave relaxation=affine overestimator

z1
z2

Fig. 3.1. Graphical illustration of Example 3.2.

By Theorem 2.8, go : Z → R such that

go(z) = Fu (mid {fu(z), fo(z), xmax}) = 2 + mid {z1 + |z2|, z1 + 1, 2}

is a concave relaxation of g. Since z1 + |z2| ≤ z1 + 1 ≤ 2 for all z ∈ Z, it follows
mid {z1 + |z2|, z1 + 1, 2} = z1 + 1, and therefore, go(z) = 3 + z1. In particular, 1 =
fo(0) < xmax = 2, and therefore, by Theorem 3.2, a subgradient of go at 0 is given
by 1 · (1, 0) = (1, 0).

4. Implementation. The application of the theory presented in section 3 is
both tedious and error-prone for all but the simplest problems, thus, making manual
derivation of the relaxations and their subgradients difficult. Fortunately, the theory
lends itself naturally to automation by a computer.

4.1. Background on automatic differentiation. AD [13] is a method to
evaluate numerically the derivative of a function specified by a computer program.
It exploits the fact that any computer program that implements a function, say,
y = f(x), x ∈ R

n, can be decomposed into a finite sequence of elementary (unary and
binary) operations, any one of which may be differentiated according to the basic rules
of calculus. These elementary derivatives are then combined in accordance with the
chain rule to evaluate some derivative information for f (such as tangents, gradients,
or the Jacobian matrix).

AD is most easily accomplished by the so-called forward mode, which augments
the algebra of real numbers to obtain a new arithmetic. Suppose, for simplicity, that
we want to differentiate the output variable y with respect to the first element x1.
To the result v of an elementary operation, a number v̇ ≡ ∂v

∂x1
is augmented, which

represents the numerical value of the derivative of that variable with respect to x1.
The basic unary and binary arithmetic operators for a pair (v, v̇) in the augmented
algebra can be extended by considering ordinary arithmetic for v, and first-order
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exp − ∧ 2
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v̇1 v̇2

v̇3 v̇4

v̇5

v̇6

v̇7

Fig. 4.1. Computational graph for forward AD in Example 4.1.

differentiation arithmetic for v̇, e.g.,

(v, v̇) + (w, ẇ) = (v + w, v̇ + ẇ),
(v, v̇) · (w, ẇ) = (vw, v̇w + vẇ),

f((v, v̇)) = (f(v), f ′(v)v̇).

Clearly, the same procedure can be used to evaluate the derivative of y with respect
to the other variables x2, . . . , xn. In particular, the elemental derivatives v̇ can be
redefined to be vectors (rather than scalars) so as to evaluate several partial derivatives
at once. These considerations are illustrated by the following example.

Example 4.1 (forward mode of AD). Let Z = [−1, 3]× [−2, 3] and g : Z → R such
that g(z) = (exp(z1)− z2

2)z1z2. Treating y → −y2 as a univariate (concave) intrinsic
function, a decomposition of g into a sequence of unary and binary operations is as
follows:

v1 = z1 v2 = z2 v3 = exp(v1) v4 = −v2
2

v5 = v3 + v4 v6 = v1v5 v7 = v2v6

with g(z) = v7.
The derivatives of g are evaluated by differentiating each elementary operation in

the above code list. Since both the partial derivatives ∂g
∂z1

and ∂g
∂z2

are to be calculated,
the elementary derivatives v̇i are defined here to be vectors of size 2:

v̇1 = (1, 0) v̇2 = (0, 1) v̇3 = exp(v1)v̇1 v̇4 = −2 v2 v̇2

v̇5 = v̇3 + v̇4 v̇6 = v̇1v5 + v1v̇5 v̇7 = v̇2v6 + v2v̇6

with ( ∂g
∂x1

, ∂g
∂x2

) = v̇7. This procedure evaluates exact derivatives (within rounding
error).

A computational graph illustrating the evaluation of derivatives of g via the for-
ward mode of AD is shown in Figure 4.1.

4.2. Automatic relaxation and subgradient calculation. The evaluation
of convex/concave relaxations along with subgradients of these relaxations can be
automated in a similar way to the forward mode of AD. Given a factorable function,
a decomposition as a finite recursive composition of binary sums, binary products,
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Fig. 4.2. Computational graph for bound, relaxation, and subgradient propagation in Example 4.2.

and univariate functions is first developed (see Definition 2.2), and intermediate vari-
ables are introduced for each of these elementary operations. Then, lower/upper
bounds, convex/concave relaxations, and subgradients of the convex/concave relax-
ations are calculated for each intermediate variable, in a recursive manner. To achieve
this, the algebra of real numbers is extended to a new arithmetic where 6 numbers
are now augmented to every intermediate variable v, hence, leading to the septu-
ple (v, vL, vU , vu, vo, su, so): the numbers vL, vU store lower and upper bounds on
the variable v; the numbers vu, vo store the values of the convex and concave re-
laxations; and the vectors su, so store subgradients of the convex and concave re-
laxations. The arithmetic operators are extended to the augmented algebra in the
following way:

• The rules to calculate lower and upper bounds for univariate functions and
binary sums and products are the same as those of natural interval extensions
[24].

• The rules to calculate convex and concave relaxations for univariate functions
and binary sums and products are given in Theorem 2.8 and Propositions 2.6
and 2.7, respectively. Moreover, convex/concave relaxations for a variety of
simple univariate functions, such as the exponential function or monomials,
can be found, e.g., in [1, 32, 35, 42].

• Finally, the rules to calculate subgradients for the aforementioned convex
and concave relaxations are those established earlier in Proposition 2.9 and
Theorems 3.2 and 3.3.

The recursive calculation of bounds, relaxations, and subgradients is illustrated by
the following example.

Example 4.2 (automatic relaxation and subgradient calculation). Consider the
same function g as in Example 4.1 for which a factorable representation has already
been given. The computations of bounds, relaxations, and subgradients are initialized
so as to reflect the choice of independent variables z1 and z2, their current values, and
their domain Z. We have vL

1 = −1, vU
1 = 3, vL

2 = −2, vU
2 = 3, vu

1 = vo
1 = z1,

vu
2 = vo

2 = z2, su
1 = so

1 = (1, 0), and su
2 = so

2 = (0, 1). Then the bounds, relaxations,
and subgradients are propagated as in the computational graph shown in Figure 4.2.
The details of this propagation are reported in Table 4.1.
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A convex relaxation and a concave relaxation of g on Z are obtained as gu(z) = vu
7

and go(z) = vo
7 , respectively. These relaxations are shown in the upper and lower left

plots of Figure 4.3. Moreover, a subgradient of gu and a subgradient of go at z ∈ Z
are given by su = su

7 and so = so
7, respectively.

Table 4.1

vL
1 = −1 vU

1 = 3
vu
1 = z1 vo

1 = z1
su
1 = (1, 0) so

1 = (1, 0)

vL
2 = −2 vU

2 = 3
vu
2 = z2 vo

2 = z2
su
2 = (0, 1) so

2 = (0, 1)

vL
3 = exp

(
vL
1

)
vU
3 = exp

(
vU
1

)
vu
3 = exp

(
mid

{
vu
1 , vo

1 , vL
1

})
vo
3 =

exp
(

vU
1

)
−exp

(
vL
1

)
vU
1 −vL

1

(
mid

{
vu
1 , vo

1 , vU
1

}
− vL

1

)
+ exp

(
vL
1

)
xmin
3 = vL

1 xmax
3 = vU

1
xu
3 = vu

1 xo
3 = vo

1
σuu
3 = exp (xu

3 ) σuo
3 = exp (xo

3)

σou
3 =

exp
(

vU
1

)
−exp

(
vL
1

)
vU
1 −vL

1
σoo
3 =

exp
(

vU
1

)
−exp

(
vL
1

)
vU
1 −vL

1

su
3 =

⎧⎪⎨
⎪⎩

0 if xu
3 ≤ xmin

3 ≤ xo
3,

σuo
3 so

1 if xo
3 < xmin

3 ,

σuo
3 su

1 otherwise.

so
3 =

⎧⎪⎨
⎪⎩

0 if xu
3 ≤ xmax

3 ≤ xo
3,

σoo
3 so

1 if xo
3 < xmax

3 ,

σou
3 su

1 otherwise.

xmin
4 =

{
vL
2 if

∣∣∣vL
2

∣∣∣ ≥
∣∣∣vU

2

∣∣∣ ,

vU
2 otherwise.

xmax
4 = mid

(
0, vL

2 , vU
2

)
vL
4 = −(xmin

4 )2 vU
4 = −(xmax

4 )2

vu
4 =

−
(

vU
2

)2+
(

vL
2

)2

vU
2 −vL

2

(
mid

{
vu
2 , vo

2 , xmax
4

}
− vL

2

)
vo
4 = −

(
mid

{
vu
2 , vo

2 , xmin
4

})2

−
(

vL
2

)2

xu
4 = vu

2 xo
4 = vo

2

σuu
4 =

−
(

vU
2

)2+
(

vL
2

)2

vU
2 −vL

2
σuo
4 =

−
(

vU
2

)2+
(

vL
2

)2

vU
2 −vL

2
σou
4 = −2 vu

2 σoo
4 = −2 vo

2

su
4 =

⎧⎪⎨
⎪⎩

0 if xu
4 ≤ xmin

4 ≤ xo
4,

σuo
4 so

2 if xo
4 < xmin

4 ,

σuo
4 su

2 otherwise,

so
4 =

⎧⎪⎨
⎪⎩

0 if xu
4 ≤ xmax

4 ≤ xo
4,

σoo
4 so

2 if xo
4 < xmax

4 ,

σou
4 su

2 otherwise.

vL
5 = vL

3 + vL
4 vU

5 = vU
3 + vU

4
vu
5 = vu

3 + vu
4 vo

5 = vo
3 + vo

4
su
5 = su

3 + su
4 so

5 = so
3 + so

4

a = vL
1 vL

5 b = vU
1 vU

5

c = vU
1 vL

5 d = vL
1 vU

5

vL
6 = min{a, b, c, d} vU

6 = max{a, b, c, d}
IF vL

5 ≥ 0 THEN α1 = vL
5 vu

1 , sα1 = vL
5 su

1 ELSE α1 = vL
5 vo

1 , sα1 = vL
5 so

1

IF vL
1 ≥ 0 THEN α2 = vL

1 vu
5 , sα2 = vL

1 su
5 ELSE α2 = vL

1 vo
5 , sα2 = vL

1 so
5

IF vU
5 ≥ 0 THEN β1 = vU

5 vu
1 , sβ1 = vU

5 su
1 ELSE β1 = vU

5 vo
1 , sβ1 = vU

5 so
1

IF vU
1 ≥ 0 THEN β2 = vU

1 vu
5 , sβ2 = vU

1 su
5 ELSE β2 = vU

1 vo
5 , sβ2 = vU

1 so
5

IF vL
5 ≥ 0 THEN γ1 = vL

5 vo
1 , sγ1 = vL

5 so
1 ELSE γ1 = vL

5 vu
1 , sγ1 = vL

5 su
1

IF vU
1 ≥ 0 THEN γ2 = vU

1 vo
5 , sγ2 = vU

1 so
5 ELSE γ2 = vU

1 vu
5 , sγ2 = vU

1 su
5

IF vU
5 ≥ 0 THEN δ1 = vU

5 vo
1 , sδ1 = vU

5 so
1 ELSE δ1 = vU

5 vu
1 , sδ1 = vU

5 su
1

IF vL
1 ≥ 0 THEN δ2 = vL

1 vo
5 , sδ2 = vL

1 su
5 ELSE δ2 = vL

1 vu
5 , sδ2 = vL

1 su
5

IF α1 + α2 − a ≥ β1 + β2 − b THEN vu
6 = α1 + α2 − a, su

6 = sα1 + sα2

ELSE vu
6 = β1 + β2 − b, su

6 = sβ1 + sβ2

IF γ1 + γ2 − c ≤ δ1 + δ2 − d THEN vo
6 = γ1 + γ2 − c, so

6 = sγ1 + sγ2

ELSE vo
6 = δ1 + δ2 − d, so

6 = sδ1 + sδ2
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Table 4.1

continued.

a = vL
2 vL

6 b = vU
2 vU

6

c = vU
2 vL

6 d = vL
2 vU

6

vL
7 = min{a, b, c, d} vU

7 = max{a, b, c, d}
IF vL

6 ≥ 0 THEN α1 = vL
6 vu

2 , sα1 = vL
6 su

2 ELSE α1 = vL
6 vo

2 , sα1 = vL
6 so

2

IF vL
2 ≥ 0 THEN α2 = vL

2 vu
6 , sα2 = vL

2 su
6 ELSE α2 = vL

2 vo
6 , sα1 = vL

2 so
6

IF vU
6 ≥ 0 THEN β1 = vU

6 vu
2 , sβ1 = vU

6 su
2 ELSE β1 = vU

6 vo
2 , sβ1 = vU

6 so
2

IF vU
2 ≥ 0 THEN β2 = vU

2 vu
6 , sβ2 = vU

2 su
6 ELSE β2 = vU

2 vo
6 , sβ2 = vU

2 so
6

IF vL
6 ≥ 0 THEN γ1 = vL

6 vo
2 , sγ1 = vL

6 so
2 ELSE γ1 = vL

6 vu
2 , sγ1 = vL

6 su
2

IF vU
2 ≥ 0 THEN γ2 = vU

2 vo
6 , sγ2 = vU

2 so
6 ELSE γ2 = vU

2 vu
6 , sγ2 = vU

2 su
6

IF vU
6 ≥ 0 THEN δ1 = vU

6 vo
2 , sδ1 = vU

6 so
2 ELSE δ1 = vU

6 vu
2 , sδ1 = vU

6 su
2

IF vL
2 ≥ 0 THEN δ2 = vL

2 vo
6 , sδ2 = vL

2 su
6 ELSE δ2 = vL

2 vu
6 , sδ2 = vL

2 su
6

IF α1 + α2 − a ≥ β1 + β2 − b THEN vu
7 = α1 + α2 − a, su

7 = sα1 + sα2

ELSE vu
7 = β1 + β2 − b, su

7 = sβ1 + sβ2

IF γ1 + γ2 − c ≤ δ1 + δ2 − d THEN vo
7 = γ1 + γ2 − c, so

7 = sγ1 + sγ2

ELSE vo
7 = δ1 + δ2 − d, so

7 = sδ1 + sδ2
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Fig. 4.3. Graphical illustration of Example 4.2.

Based on these relaxations and subgradients, an affine underestimator and an
affine overestimator of g can be constructed by linearization (see subsection 3.2.1).
One such affine underestimator and affine overestimator of g at z̄ = 0 are shown in
the upper and lower right plots of Figure 4.3. Observe, in particular, that neither the
convex relaxation gu nor the concave relaxation go are differentiable at z̄.

4.3. Implementation. From an implementation viewpoint, the evaluation of
relaxations and subgradients can be automated in two ways: operator overloading
and source code transformation [13]. In the source code transformation approach, a
compiler is used to transform the source code for a function into another source code
that includes statements for calculating the additional numbers (upper/lower bounds,
convex/concave relaxations, and subgradients) interleaved with the original instruc-
tions. Source code transformation can be implemented for all programming languages,
such as Fortran or C/C++. In the operator overloading approach, the implementer
defines class objects for which the assignment, standard operators of arithmetic, and
a collection of univariate intrinsic functions are overloaded via special language fa-
cilities to perform the desired calculation rules. The compiler is then responsible for
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applying the appropriate operations based on the runtime-type identification of the
objects participating in expressions coded by the user so that no change in the orig-
inal source code for the function is required. Overloading is, by nature, myopic in
the sense that it does one operation at a time without any regard for the calculations
occurring before and after. Normally, source code transformation can be smarter by
performing some optimizations, such as reusing common subexpressions, but this im-
proved efficiency comes at the expense of a much more sophisticated implementation.
Because the primary motivation of this paper is to explore new algorithms and see
whether they merit further investigation, the simpler-to-implement alternative of op-
erator overloading approach is chosen. It is worth pointing out that for many small-
to medium-size problems, particularly those where the relaxation calculation does
not account for a high proportion of the runtime requirements, a simple overloading
approach is perfectly adequate.

The implementation, libMC, is written in C++ and comes as an open source
library [8]. In libMC, a new data type (class) for the program variables, named
McCormick, is introduced that contains fields for storing the upper/lower bounds,
convex/concave relaxations, and subgradients of the relaxations:

Class McCormick{
double _x; // current value
double _l; // lower bound
double _u; // upper bound
double _cv; // convex relaxation
double _cc; // concave relaxation
int _np; // number of independent variables
double* _dcvdp; // subgradient of convex relaxation
double* _dccdp; // subgradient of concave relaxation
...

}
libMC calculates the values of these fields simultaneously with the function values, in
accordance with the operations in the program. The operators for addition, subtrac-
tion, multiplication, and division are supported, as well as the standard exponential,
logarithmic, power, square root, and absolute value intrinsic functions. Note, how-
ever, that monomials of odd degree, such as y2n+1, are treated as bilinear terms of
the form y × y2n. Note also that the function y → y ln y, which is convex on [0, +∞)
and differentiable on (0, +∞), is supported as an intrinsic function. As just one ex-
ample, the operator * for the multiplication of a McCormick variable with a scalar is
implemented as follows:

McCormick operator*( const double scal, const McCormick &MC ){
McCormick MCres;
if ( scal >= 0 ){
// lower/upper bounds
MCres._l = scal * MC._l;
MCres._u = scal * MC._u;
// convex/concave relaxations
MCres._cv = scal * MC._cv;
MCres._cc = scal * MC._cc;
// convex/concave relaxation subgradients
for( int ip=0; ip<MCres._np; ip++ ){
MCres._dcvdp[ip] = scal * MC._dcvdp[ip];
MCres._dccdp[ip] = scal * MC._dccdp[ip];
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}
}
else{
// lower/upper bounds
MCres._l = scal * MC._u;
MCres._u = scal * MC._l;
// convex/concave relaxations
MCres._cv = scal * MC._cc;
MCres._cc = scal * MC._cv;
// convex/concave relaxation subgradients
for( int ip=0; ip<MCres._np; ip++ ){
MCres._dcvdp[ip] = scal * MC._dccdp[ip];
MCres._dccdp[ip] = scal * MC._dcvdp[ip];

}
}
return MCres;

}
An example illustrating the use of libMC is presented subsequently.
Example 4.3 (use of libMC). Consider the same function g as in Examples 4.1

and 4.2, for which values of lower/upper bounds, convex/concave relaxations, and
subgradients are to be evaluated at the point z̄ = 0 for z ∈ Z. First, the number of
independent variables is specified, and each independent variable is initialized:

McCormick::np(2);
McCormick Z1( -1., 3., 0., 0 );
McCormick Z2( -2., 3., 0., 1 );

Essentially, the first line states that the function has two independent variables. The
independent variables are indexed in the range {0, 1, . . . , np− 1} for ease of access to
the elements of the subgradients of the function g. The second line states that Z1 is a
variable of class McCormick, with range [−1, 3], current value 0, and index 0. Similarly,
the third line defines the variable Z2 to have range [−2, 3], current value 0, and index 1.

Next, the bounds, relaxations, and subgradients for g at z̄ are simply calculated
as

McCormick G = (exp(Z1)-pow(Z2,2))*Z1*Z2;
The resulting values for the lower and upper bounds are retrieved as

double GL = G.l();
double GU = G.u();

convex and concave relaxations as
double Gu = G.cv();
double Go = G.cc();

and a subgradient of each of these relaxations as
double* Su = G.dcvdp();
double* So = G.dccdp();
The current implementation of libMC allows only the propagation of a single

subgradient for the convex relaxation and of another subgradient for the concave
relaxation. To illustrate this limitation, consider the bilinear term g(z) = z1z2 on
Z = [zL, zU ]. A convex relaxation of g on Z is gu(z) = max{z1z

L
2 +zL

1 z2−zL
1 zL

2 , z1z
U
2 +

zU
1 z2 − zU

1 zU
2 }, and the corresponding subdifferential of gu at a point z̄ such that

z̄1 = z̄2 is ∂gu(z̄) = conv{s1, s2}, with s1 = (zL
2 , zL

1 ) and s2 = (zU
2 , zU

1 ), where
conv denotes the convex hull. In this example, libMC returns either s1 or s2 as a
subgradient, depending on round-off errors.
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Fig. 4.4. Graphical illustration of Example 4.4.

A possible extension of libMC would be to propagate multiple subgradients at a
point whenever nonsmoothness is detected in the relaxations. In particular, Theo-
rem 3.2 provides three possible subgradients at a point where the convex or concave
relaxation of a univariate function term is nonsmooth; likewise, Theorem 3.3 pro-
vides two possible subgradients at a point where the convex or concave relaxation of
a binary product term is nonsmooth. Then, noting that any convex combination of
subgradients at a point of a relaxation yields another valid subgradient at that point,
the user would be given the ability to choose among multiple possible subgradients.
Due to round-off errors, however, there is little chance that a point of nonsmoothness
between two or more smooth parts is hit at a generic argument z whose components
have been perturbed away from special values such as 0, 1, etc. For this reason, even
though the theory allows to propagate several subgradients, only a subset of the entire
subdifferential can be obtained in most practical problems.

4.4. Illustrative example. The following illustrative example is based on libMC
for the bound, relaxation, and subgradient calculations.

Example 4.4 (univariate function). Let Z = [−1, 1], z̄ = 0, and g(z) = |z|+z3−z,
with the global minimum 0 attained at z = 0 and the global maximum 1.0886 attained
at z = −0.8165.

Natural interval extensions of this function give a lower bound of −2 and an upper
bound of 3. The McCormick relaxation gives a lower bound of −1 attained at z = 0
and an upper bound of 2 also attained at z = 0. The implemented code calculates
(0) as a subgradient to gu at z̄ and (−1) as a subgradient to go at z̄. The (constant)
affine underestimator described in section 3.2.1 gives a lower bound of −1 and an
upper bound of 3 attained at z = −1.

As is seen in Figure 4.4, the affine underestimator is a constant, which is tighter
than the lower bound provided by the natural interval extensions for all z ∈ Z.
The affine overestimator is tighter than the upper bound provided by the natural
interval extensions for all z > −1 and equally tight for z = −1. A different choice of
subgradient would have given a tighter affine overestimator; for instance, (0) would
have given 2 as the overestimator.
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5. Relaxations of algorithms. So far in all examples, the functions were ex-
plicitly known. However, the theoretical results developed here are directly applicable
also to functions calculated by algorithms. As discussed in the introduction, this prop-
agation of McCormick convex/concave relaxations and their subgradients allows the
relaxation and global optimization of certain algorithms. The class of algorithms con-
sidered here has two main restrictions. First, it is assumed that the algorithms take
a fixed number of iterations, known a priori. For instance, direct solvers for linear
equation systems satisfy this assumption, while the Newton–Raphson method for the
solution of nonlinear equation systems does not. The second restriction imposed is
that the algorithms consist of only addition/subtraction, multiplication/division, and
intrinsic functions (with known relaxations and enclosures). For instance, algorithms
with conditional statements (e.g., IF f < 0 THEN x = xL ELSE x = xU) are not yet
considered. An example of an algorithm that requires such conditional statements is
the bisection method for the solution of a nonlinear equation.

Building upon the theoretical framework described, libMC can be readily applied
to the relaxation of algorithms. To do so, the algorithm is encoded using the libMC
data structures (as opposed to the native data structures of common programming lan-
guages), and libMC evaluates the convex/concave relaxations as well as a subgradient.

5.1. Numerical examples. In this section the affine relaxation of two algo-
rithms with a fixed number of iterations is considered, namely, the solution of the
one-dimensional heat equation via finite differences and the solution of a nonlinear
ODE system via the explicit-Euler method. In both cases a nonconvex parameter
estimation problem is considered. Recall that efficient solvers for convex NLPs in-
volving nonsmooth functions have been recently developed, e.g., [20]. The results and
implementation presented here would facilitate global optimization using such solvers
in sophisticated global optimization algorithms such as branch-and-reduce. However,
this would raise several implementation issues. Therefore, the simpler case of affine
relaxations (see section 3.2.1) using function evaluations is, instead, considered in the
following using a simple branch-and-bound procedure.

The parameter estimations considered can be summarized as

min
p

nm∑
i=1

(y(p, qi) − ym(qi))
2

s.t. p ∈ [
pL,pU

]
,(5.1)

where the parameters p ∈ R
np are only subject to box constraints. The independent

variable q is time t or space x; qi refers to specific values of the independent variable at
which the measurements ym(qi) are obtained. The output variable y(p, qi) is evaluated
as a function of the parameters through an algorithm with a fixed number of iterations.
The dependence on the parameters is nonconvex and not known explicitly. The goal of
the parameter estimation is to find a parameter point that matches the measurements
in an optimal fashion. Here, for simplicity, the least-squares error objective function
is used as a metric of fit. Application to other objectives poses no theoretical or
algorithmic difficulties.

In both cases the state variables are given by the solution of an ODE system. The
state variables are discretized and calculated by a simple algorithm (i.e., an algorithm
with a fixed number of iterations). The output variable is a weighted sum of the state
variables. The procedures to calculate y(p, qi) are encoded in libMC, which evaluates
the convex/concave relaxations as well as a subgradient at a point p. The affine lower
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bound described in section 3.2.1 gives a lower bound to the optimal objective value
of (5.1). As a proof of concept, the lower bound is converged by a simple branch-and-
bound procedure in the parameters p with a best-bound node selection heuristic and
with bisection on the parameter range with the largest diameter. The midpoint of
each node is used for the linearization. Significant CPU savings could be achieved with
a more sophisticated branch-and-reduce algorithm. Also savings could be achieved if
a priori information on the state variable bounds were used, as is done in [30].

The commercial code BARON version 8.1.5 [28] available through GAMS version
22.8 [5] is used as a benchmark for the performance of the proposed algorithmic relax-
ations. The results are reproduced with BARON version 7.5 through GAMS version
22.2 and BARON version 8.1.1 through GAMS version 22.6, and no significant dif-
ferences between the three versions are found. BARON requires explicit functions,
and therefore, the discretized state variables are encoded as optimization variables
along with the equality constraints from the discretization of the ODEs relating them.
BARON implements a sophisticated branch-and-reduce algorithm based on the lin-
earization of a smooth convex relaxation using auxiliary variables [34]. By introducing
these auxiliary variables, the convex/concave relaxations can become tighter [34]. The
termination criteria of BARON are set to OPTCA = 10−6 and OPTCR = 10−6. This
ensures that the lower bound displayed is truly a lower bound. The resource limit is
set to 30 CPU minutes (RESLIM = 1800). Since BARON is largely a black-box solver
and the two methods are very different, the comparison is done in terms of the CPU
requirement (on a 64-bit Intel core2 DUO processor ULV7700 at 1.33GHz running
Linux 2.6.25). An obvious advantage of the lower bounding scheme proposed here
is the significantly smaller number of optimization variables. As shown by the re-
sults following, this advantage can result in drastically faster convergence of the lower
bound. BARON is a state-of-the-art deterministic global NLP solver, and therefore,
the comparison shows the promise of the proposed method. It should, however, be
noted that the problems have a special structure exploited by the proposed method;
no claim is made that the proposed affine relaxations outperform other approaches
such as the one implemented in BARON in general.

In addition, the proposed method is compared with BARON, using optimiza-
tion variables and equality constraints for the state variables, but without branch-
ing on the state variables. This can be interpreted as relaxation of algorithms with
auxiliary variables and to the best knowledge of the authors, it has not been pro-
posed in the literature. A validity proof of this approach follows similar arguments
as the proposed method and is omitted for brevity. The disadvantage compared to
the proposed method is that the size of the lower and upper bounding problems is
significantly larger. An advantage is potentially tighter relaxations. This selective
branching significantly reduces the computational requirements. Nevertheless, the
proposed method is significantly faster, in particular for the heat equation example.
The selective branching is implemented using the attribute .prior with a value of 0 for
the variables for which no branching should be performed; this attribute is specified
in the BARON options file.

The case studies have an imperfect match between model and measurement. In
both case studies finding a global minimum is relatively simple, e.g., through a mul-
tistart method, and the challenge for global optimization methods is to converge the
lower bound. Establishing that the lower bound is higher than the statistical test for
the fit proves that the mismatch is due to the model and not to a suboptimal pa-
rameter fit [31]. This is a major advantage of using global optimization techniques in
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parameter estimation problems. Note that, by construction, for both BARON and the
McCormick relaxations, the lower bounds are always nonnegative. As a consequence,
parameter estimation problems with a perfect match between model and experiment
are not interesting regarding the convergence of the lower bound.

5.1.1. Heat equation. The one-dimensional heat equation with an affine heat
source term

(5.2)
d2T

dx2
= −q0(x) + q1(x)T

p

is linear in the state variable T . The thermal conductivity p is taken as the (single)
unknown parameter in the range p ∈ [0.01, 10]. Note that dividing by the thermal
conductivity results in better numerical behavior. To determine the dependence on
the position x ∈ [0, 1], two boundary conditions are needed. Here, the simplest case
of known temperature at the boundary points is taken:

T (x = 0) = 500 and T (x = 1) = 600.

The temperature-dependent heat source term q1(x) is taken as constant, i.e., q1(x) =
−1, while the temperature-independent heat source term is taken as

q0(x) =

{
35, 000 if x ∈ [0.5, 0.6],
−5, 000 otherwise.

This boundary value problem can be approximated by a discretization of the inde-
pendent variable. Here, an equidistant discretization into n−1 intervals is considered,
with n = 101. The state variable is discretized on this mesh as Ti, i = 1, . . . , n and
so is the x-dependent heat-source term q1. The central-difference formula is used for
the second derivative:

d2Ti

dx2
≈ Ti−1 − 2Ti + Ti+1

Δx2
, i ∈ {2, 3, . . . , n − 1},

where Δx = 1/(n − 1).
By introducing auxiliary variables for the discretized state variable, the approxi-

mated problem can be encoded as a regular NLP. BARON requires all variables and
functions to be bounded, and therefore, the temperature is restricted to Ti ∈ [0, 2000].
With this addition, the NLP satisfies all assumptions of BARON and can (at least
in principle) be solved for an arbitrary n. The resulting NLP has n − 1 variables.
Note also that BARON has sophisticated rules to tighten the range of the variables,
including constraint propagation.

The alternative considered here is to exploit the linearity of (5.2) in the variables
Ti:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

1

(
−2 − q1

2
p Δx2

)
1

1

(
−2 − q1

3
p Δx2

)
1

. . . . . . . . .
. . . . . . . . .

1

(
−2 − q1

n−1
p Δx2

)
1

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

T1
T2
T3
. . .
. . .

Tn−1
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Fig. 5.1. Graphical illustration of heat equation example: data and best fit (left plot) and
convergence of lower bound (right plot). Note that in the right plot, both a semilogarithmic and a
linear plot are shown.

For a given value of p, this linear equation system can be solved by forward elimination
and back-substitution in O(n) operations. The storage requirement is less than 4n
intermediate variables. The solution vector T can then be used to calculate the
objective function in (5.1). This simple algorithm can be coded in libMC which, in
addition to the values of Ti, calculates their convex/concave relaxations on [pL,pU ].
This allows the global optimization of the algorithm. This optimization problem has
a single variable. The bounds for the state variables are not used here.

The measurements Tm are generated with a different heat source term to simulate
the case where the model is not correct. The (xi, T

m
i ) pairs used as data are given in

[8]: http://yoric.mit.edu/libMC/libmcheatexdata.txt. Finding a global minimum to
the parameter estimation is relatively simple. However, the fit is not satisfactory, as
can be seen in Figure 5.1. In a real-world application this would raise the question
if the fit is suboptimal or if the model cannot represent the data. A certificate of
optimality given by a global optimization algorithm can exclude the former case.

Figure 5.1 shows the ratio of lower bound to upper bound versus CPU time in
seconds for the three methods. Clearly, the relaxation of the algorithm is computa-
tionally far superior over introducing optimization variables for the discretized state.
In the proposed method the affine relaxation converges to the upper bound within 99%
in just 0.10 seconds and to 99.5% in just 0.12 seconds. In contrast BARON requires
95 seconds to reach 30.5% convergence and 87 seconds to reach 66% convergence.
After 1800 seconds BARON is still at 80% convergence. It should again be noted that
BARON is the state-of-the-art in general-purpose deterministic global optimization
algorithms, and therefore, this comparison shows the potential of algorithmic relax-
ation. The proposed method is significantly faster than selective branching, but the
difference is much smaller. When branching is not performed on the state variables,
BARON requires 3 seconds to reach 65% convergence and 16 seconds to reach 96%
convergence.

It should be noted that both the proposed method and BARON suffer from dis-
cretization error. To estimate the discretization error introduced, the heat conductiv-
ity p is fixed to its optimal value and the temperature predictions T (x) are compared
for n = 101 and n = 1001. The difference between the coarser and finer mesh are in
the order of 10%, which is much smaller than the error between the measurements
and model (more than 100%). Therefore, the discretization is deemed sufficiently fine,
especially in view of the high CPU requirement by BARON.
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Fig. 5.2. Graphical illustration of kinetic mechanism example: data and best fit (left plot) and
convergence of lower bound (right plot). Note that in the right plot, both a semilogarithmic and a
linear plot are shown.

5.1.2. Kinetic mechanism. Here, an example from chemical kinetics is con-
sidered based on [37, 31, 29]. Mathematically, it is a nonlinear ODE system:

dxA

dt
= k1 xZ xY − xO2 (k2f + k3f )xA +

k2f

K2
xD +

k3f

K3
xB − k5 x2

A,

dxZ

dt
= −k1 xZ xY ,

dxY

dt
= −k1s xZ xY ,

dxD

dt
= k2f xA xO2 −

k2f

K2
xD,

dxB

dt
= k3f xO2 xA −

(
k3f

K3
+ k4

)
xB ,

xA(t = 0) = 0, xB(t = 0) = 0, xD(t = 0) = 0, xY (t = 0) = 0.4, xZ(t = 0) = 140,

with the constants T = 273, K2 = 46 e
6500

T −18, K3 = 2K2, k1 = 53, k1s = k1 × 10−6,
k5 = 0.0012, and xO2 = 0.002. The unknown parameters are k2f ∈ [10, 1200], k3f ∈
[10, 1200], and k4 ∈ [0.001, 40]. After scaling, the measurements are given in terms of
xI = xA + 2

21 xB + 2
21 xD (without introducing an additional variable). The (ti, xm

I,i)
pairs used as data are given in [8]: http://yoric.mit.edu/libMC/libmckinexdata.txt.
Finding a global minimum to the parameter estimation is relatively simple. The fit
is reasonably good, but for initial times, there is a significant discrepancy, as can
be seen in Figure 5.2, raising the question if the fit is suboptimal or if the model
cannot represent the data. A certificate of optimality given by a global optimization
algorithm can exclude the former case.

The explicit-Euler method can be used to approximate the solution of this initial-
value problem. The time is discretized in n equidistant intervals, and the state vari-
ables are discretized on this mesh. Here, n = 200 is used.

By introducing auxiliary variables for the discretized state variable, the approxi-
mated problem can be encoded as a regular NLP. BARON requires all variables and
functions to be bounded, and therefore, the states are restricted to xi ∈ [0, 140], i �= Y ,
and xY ∈ [0, 0.4]. With this addition, the NLP satisfies all assumptions of BARON
and can (at least in principle) be solved for an arbitrary n. The resulting NLP has
5n + 3 variables. Recall that BARON has sophisticated rules to tighten the range of
the variables.

The alternative considered here is to encode the explicit-Euler method in libMC,
which calculates the convex/concave relaxations of the state variables. This allows the
global optimization of the algorithm. This optimization problem has only three vari-
ables (the unknown parameters). The bounds for the state variables are not used here.
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Recently, sophisticated global optimization algorithms for initial-value problems
have been proposed; see [9] for an overview. At this point it is, therefore, interesting
to compare these algorithms conceptually with the proposed relaxation of algorithms.
Both methods rely on discretization of the independent variable and on McCormick
relaxations. However, in the existing algorithms, relaxation is performed before the
discretization (done by the integrator), whereas here the relaxation is performed after
the discretization. Another difference is that here state bounds (via natural inter-
val extensions) and relaxations are obtained simultaneously, whereas in the existing
algorithms they are treated independently. An interesting observation is that the re-
laxation of algorithms provides a very simple alternative to the elaborate theory of [9].

Figure 5.2 shows the ratio of lower bound to upper bound versus CPU time in
seconds for the two methods. Again, the relaxation of the algorithm is computation-
ally superior over introducing optimization variables for the discretized state. In the
proposed method the affine relaxation converges to the upper bound within 75% in
just 0.012 seconds, to 80% in just 0.07 seconds, and to 90% in 11 seconds. In con-
trast BARON requires 37 seconds to furnish a positive lower bound (equal to 75% of
the upper bound) and 38 seconds to reach 90.5%. Moreover, the proposed method
shows continued (albeit slow) improvement, whereas BARON shows no improvement
between 44 and 1800 seconds. It should again be noted that BARON is the state-of-
the-art in general-purpose deterministic global optimization algorithms, and therefore,
this comparison shows the potential of algorithmic relaxation. The proposed method
is initially significantly faster than selective branching. When branching is not per-
formed on the state variables, BARON requires 19 seconds to reach 90% convergence.
After 557 seconds, BARON with selective branching reaches 95% convergence, which
is better than the proposed method. This is most likely due to the superior branching
strategy and range reduction implemented in BARON. Note also that the algorithm
used in [31] appears to be more efficient; this is expected, since it is a specialized
algorithm, uses a priori knowledge on the bounds, range reduction, and scaling of the
optimization variables.

It should be noted that both the proposed method and BARON suffer from dis-
cretization error. To estimate the discretization error introduced, the kinetic constants
k2f , k3f , and k4 are fixed to their optimal values, and xi(t) is compared with a back-
ward differentiation formula (BDF) method [38]. The difference between these two
integration methods is in the order of 10% for initial times and then falls very quickly
to approximately 1%. This difference is much smaller than the error between the mea-
surements and model (more than 100% for initial times). Therefore, the discretization
is deemed sufficiently fine, especially in view of the high CPU requirement.

6. Conclusions and future work. Theory, application, and implementation
for the computation of subgradients for McCormick relaxations were presented. This
systematic subgradient propagation allows the affine over- and underestimation of
factorable functions without the introduction of auxiliary variables. One potential
application is the calculation of very cheap lower bounds for box-constrained problems;
these bounds are often tighter than the bounds calculated by interval extensions with
a similar computational requirement. Moreover, the affine relaxations are quite tight
in the vicinity of the linearization points.

A limitation of the current implementation is that it cannot take advantage of the
tightest possible affine relaxation in the case of nonunique subgradients. In general,
it would be desirable to propagate the entire subdifferential or an easily character-
ized subset of it, as opposed to simply an element. This would facilitate a choice of



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

MCCORMICK-BASED RELAXATIONS OF ALGORITHMS 599

subgradients. Furthermore, it would be interesting to consider the option of code gen-
eration. Another possible extension of libMC would be to propagate the subgradients
of convex/concave relaxations via the reverse mode of AD (see, e.g., [13] for a general
introduction on the reverse mode of AD). In this approach, the calculation of sub-
gradients would be split into two steps: a forward sweep in which each intermediate
values along with the corresponding lower/upper bounds and convex/concave relax-
ations are computed, similar to the approach described in subsection 4.2; followed
by a reverse sweep in which the subgradients of the convex/concave relaxations are
computed. This approach would be particularly efficient for problems having many
independent variables and relatively few functions, e.g., in large-scale optimization
problems.

Additional future work of interest is the application of the subgradient computa-
tion presented to global optimization of NLPs with a branch-and-bound code; instead
of performing linearizations, it might be advantageous to directly solve the nons-
mooth nonlinear relaxation with nonsmooth NLP solvers, such as bundle methods,
e.g., [20, 15]; the proposed results provide the basis for the calculation of the sub-
gradients required by these solvers. Additional problems of interest are semi-infinite
programs and programs with differential equations embedded.

The proposed methodology sets the foundations for automatic convex relaxation
of any algorithm, enabling the global optimization of algorithms. This was demon-
strated on two simple algorithms with a fixed number of iterations. The computational
requirement was drastically smaller than the alternative of introducing auxiliary vari-
ables. The computational procedure described here can presumably be improved
significantly by using range reduction and employing nonlinear relaxations via nons-
mooth NLP solvers. The demonstrated potential of algorithmic relaxation motivates
future work in the relaxation of more general algorithms. In particular, it would be
interesting to consider algorithms with a problem-dependent number of iterations, not
known a priori. Such algorithms of interest include numerical integrators with error
control and nonlinear equation solvers. The relaxation of such algorithms can poten-
tially lead to global optimization of problems for which currently no algorithm exists,
e.g., dynamic optimization with differential-algebraic equation systems embedded.
There are several open challenges, including which algorithms can be sensibly relaxed
and how the convergence of the relaxation relates to the convergence of the algorithm.
It would be interesting to do a numerical and theoretical comparison of the proposed
relaxations with the relaxations obtained by the use of auxiliary variables for the global
optimization of general NLPs. No general claims can be made at this point, but the
proposed relaxations are expected to outperform existing methods for a subclass of
problems, e.g., those with many intermediate variables and few degrees of freedom.
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[16] J.-B. Hiriart-Urruty and C. Lemaréchal, Fundamentals of Convex Analysis, Grundlehren

Text Editions, Springer-Verlag, Berlin, 2001.
[17] R. Horst, A general class of branch-and-bound methods in global optimization with some new

approaches for concave minimization, J. Optim. Theory Appl., 51 (1986), pp. 271–291.
[18] R. Horst and H. Tuy, Global Optimization: Deterministic Approaches, 3rd ed., Springer-

Verlag, Berlin, 1996.
[19] P. Kesavan and P. I. Barton, Generalized branch-and-cut framework for mixed-integer non-

linear optimization problems, Comput. Chem. Eng., 24 (2000), pp. 1361–1366.
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