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The Dynamics of a Periodically Forced Cortical Microcircuit, With an
Application to Schizophrenia∗
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Abstract. Synchronous neural activity in the brain in the “gamma” and “beta” frequency bands (15–70 Hz) is
thought to be important for sensory processing and is altered in schizophrenia. In a previous study,
gamma/beta click-train auditory stimuli were used to probe cortical oscillatory activity in control
and schizophrenic subjects. We found that control subjects exhibited preferential 40 Hz responses to
both 20 and 40 Hz stimulations, while schizophrenic subjects had enhanced 20 Hz responses to the
same stimuli [D. Vierling-Claassen, P. Siekmeier, S. Stufflebeam, and N. Kopell, J. Neurophysiol.,
99 (2008), pp. 2656–2671]. High-dimensional computational network models constructed previously,
which were based on evidence of altered inhibition in schizophrenia, numerically generated the
entrainment behaviors observed experimentally. However, questions regarding the dynamic origin
of model behaviors remained. It was not clear that the 20 Hz response to 40 Hz drive in the
schizophrenic network was robust to parameter changes, which would be necessary for the predicted
mechanism to explain data from a heterogeneous subject population. In the schizophrenic network
we observed 30 Hz drive responses with a frequency component below 30 Hz, for which no analogue
appeared in experimental data, and wondered if these were dynamically distinct from the modeled
20 Hz response to 40 Hz drive. We also wished to explore the role of background noise in model
behavior. To address these questions, we consider a system of two mutually coupled oscillators
representative of neural cells, driven periodically in the gamma/beta frequency band. We show that
there is a one-parameter family of discontinuous discrete maps, whose dynamics clarifies issues of
robustness, classifies entrainment patterns, and provides insight into the role of excitatory noise.

Key words. discrete map, schizophrenia, inhibition, excitation, periodic drive, forced oscillator, cortex, audi-
tory, gamma, beta
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1. Introduction. In the nervous system, the 40 Hz “gamma” and 20 Hz “beta” rhythms
are thought to be important for early sensory processing [2, 12, 17]. There is also evidence
that gamma rhythms break down in the auditory system in schizophrenia [20, 22, 28]. The
current work is motivated by a previous experimental and computational study that used
click-train stimuli to compare gamma and beta band oscillatory activity in auditory cortex in
control and schizophrenic subjects. This work, reviewed more extensively in the discussion,
showed roughly that control subjects had an increased 40 Hz response to both 20 Hz and
40 Hz auditory stimulation, while schizophrenic subjects had a preference for 20 Hz response
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to the same frequencies [28].
The computational models constructed for this work were based on evidence of weakened,

and more importantly, temporally extended neural inhibition in schizophrenia [21]; included
both excitatory and inhibitory cells; and numerically generated the observed auditory entrain-
ment behavior. These numerical simulations showed “beat skipping” of the excitatory cells
relative to the 40 Hz click input in the schizophrenic network, which generated the 20 Hz
response, due to the presence of extended inhibition. However, several questions regarding
the dynamic origin of the different behaviors, in particular with regard to the beat skipping,
remained to be examined. It was not clear how robust this beat skipping response was, or
how dependent on fine-tuning of other network parameters. If the mechanism we proposed
was correct, the behavior would need to be extremely robust in order to be detectable in noisy
data from a highly heterogeneous patient population. In addition, while tuning the model,
particularly in the schizophrenic case with 30 Hz drive, we observed several alternate entrain-
ment patterns with less frequent skipping (for example, failing to respond to every third drive
input). No analogue for these behaviors appeared in the experimental data; thus we wished
to establish whether or not the desired beat skipping behavior was truly dynamically distinct
from these alternate entrainment patterns. We also found that the model was somewhat de-
pendent on excitatory background noise, particularly in the schizophrenic case with 30 Hz
drive, and it was not clear why this was so.

To address these questions we work in a more general analytical setting. We consider a
periodically driven system of two mutually coupled oscillators representative of neural cells,
one excitatory (E) and one inhibitory (I). The I cell inhibits both itself and the E cell, and
the E cell receives periodic excitatory drive in the gamma and beta bands. We investigate
how the pattern of oscillator entrainment to the drive depends on the time-course of inhibi-
tion. We show that there is a one-parameter family of discontinuous discrete maps, whose
dynamics clarifies the issues of robustness described above for the schizophrenic case, as well
as explaining much of the control entrainment behavior and the variety of entrainment pat-
terns observed, and for certain cases clarifies the importance of excitatory noise in the network
model.

We will consider network behavior in the cognitively important gamma and beta bands of
neural activity. Progress has been made in understanding the role of inhibition in maintaining
synchrony [1, 25], and in understanding the mechanisms and functional importance of gamma
rhythms in networks that contain both excitation and inhibition [3, 5, 6, 7, 11, 23]. Though
this work is motivated by a specific neuroscience application, the associated method has far
wider relevance. Unlike the larger literature that deals with forced oscillators [16], we describe
a forced circuit in which the circuit has internal degrees of freedom that are influenced by the
forcing. Thus the work represents a new methodological direction.

2. Model system and parameters. As in previous computational studies of gamma/beta-
range behavior in reduced cortical networks [4, 5], we implement our cortical microcircuit
using the “theta” model, in which a spiking cell is represented by a point traveling around
a circle with varying speed. Time is considered on the scale of milliseconds, as this is the
relevant timescale for consideration of neuronal spiking. Use of this simplified model, in which
each cell is governed by only three dynamic variables (one for the cell and two controlling
synaptic input), allows us to use intuitive techniques of qualitative dynamic analysis, while
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712 DOREA VIERLING-CLAASSEN AND NANCY KOPELL

still permitting focus on the most important parameters underlying the motivation for this
work: the frequency of periodic drive and the time-course of inhibition.

We consider two cells, each governed by the so-called theta equation

(2.1) θ′ = 1 − cos θ + B(1 + cos θ).

This model is closely related to the quadratic integrate-and-fire model [4] and Type I Hodgkin–
Huxley [14] analysis, and θ is the voltage variable, transformed, while parameter B is the
transformation of the applied current. When θ = π, we say that the cell fires.

When B < 0, there exist two fixed points at θ± = ± cos−1
(

1+B
1−B

)
. The negative fixed

point is stable; the positive fixed point is unstable, and the cell is silent. As B is increased,
the system undergoes a saddle node bifurcation, and there are no fixed points for B > 0. For
positive B the cell will fire repeatedly at a fixed period, moving more slowly near θ = 0 and
rapidly near θ = π.

In our case, B is time dependent, with

(2.2) B = b + gE − gI ,

where gE and gI are excitatory and inhibitory inputs, respectively, each governed by a decaying
exponential equation:

g′E = −τEgE ,(2.3)

g′I = −τIgI .(2.4)

In the equations for θE and θI we will distinguish between variables governing excitation
onto θE (gEE) and excitation onto θI (gEI), and similarly for inhibition (gIE and gII). Al-
though the equations for excitation and inhibition are identical between the cells (e.g., the
equation (2.3) governing gEI is identical to that governing gEE), the variables are nonetheless
dynamically distinct because they are subject to reset conditions that depend on network
activity. Thus, the full set of equations is (2.3), (2.4), and

θ′E = 1 − cos θE + (b + gEE − gIE)(1 + cos θE),(2.5)

θ′I = 1 − cos θI + (b + gEI − gII)(1 + cos θI).(2.6)

The full system has six dimensions (four synaptic variables and two cellular variables). Figure 1
shows network connectivity and the role of each variable.

Synaptic activity is modeled by instantaneous positive resets of the four synaptic variables.
Each time the E cell receives periodic drive (at times nT for n a positive integer), the variable
gEE, which decays exponentially between inputs (as in (2.3)), is reset to the constant kEE (as
shown in Figure 2). The reset of gEE directly models excitatory synaptic input by pushing the
cell towards the spiking regime, where B > 0. In addition, when periodic excitation arrives,
the variable θE is shifted positively by S radians.

This positive shift in θE is needed to account for a difference between the continuous
synapses used in the previous larger network model [28] and the simplified synapses with an
instantaneous reset used in this two-cell case. With the continuously defined synapse in the
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E Cell   I CellExcitatory
Drive

Figure 1. Figure showing network connectivity and relationships between the six model dimensions. See
(2.3)–(2.6). Excitatory synapses are shown in blue with pointed arrow heads. Inhibitory synapses are shown in
red with rounded arrow heads.

T 2T 3T
Time (ms)

g
E,E

k
E,E

Figure 2. Figure showing values of variable gEE in time (excitatory synaptic input to the E cell). The
value of gEE is reset to kEE with period T , and decays exponentially at rate τE between resets.

full system, the synaptic variables had a rapid rise time, and when the synapse was excitatory,
the θ variable changed a small amount in the positive direction during the rapid rise, as the
solution traveled quickly through a region of phase space where θ′ > 0. In this reduced system,
however, to facilitate further reduction to a map, we discretize the synaptic rise. In order to
maintain agreement between the simplified system considered here and the large continuous
network studied previously, when excitation is input into either cell, both the relevant gE

variables θ are reset. However, when a cell receives inhibition, only the relevant gI variable
is reset, with no corresponding shift in θ, because with the continuous synapses, the minimal
shift in θ due to the inhibitory rise time does not cause any discrepancy in behavior between
the previous larger network and this two-cell simplification. The reset in θ with excitation is
not essential for derivation of the map but is necessary to maintain agreement between the
previous data-driven network and the simplified case considered here.

If the E cell fires as a result of an excitatory input, then excitation is provided to the I
cell by way of a reset of gEI to kEI and a positive shift in θI by S radians. If the inhibitory
spikes as a result of this input, then gIE is reset to kIE , and simultaneously gII is reset to kII ,
where the latter corresponds to inhibition provided from the I cell to itself. No reset in θE or
θI takes place when the inhibitory synaptic variables are reset.

Though we consider a specific set of parameters here, the underlying structure of the map
that we derive remains applicable, provided we make the following assumptions about the
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Table 1
Parameter values used for simulations, unless otherwise stated.

Parameter Value Network function

τE 1/2 Excitatory decay

τI
1/8 (control)

Inhibitory decay
1/28 (schizophrenic)

kEE 0.3 Strength of excitatory drive
kEI 0.5 Strength of excitation from E to I cell
kIE 0.15 Strength of inhibition from I to E cell
kII 0.2 Strength of inhibition from I cell to itself

b −0.01 Ensures cells are silent in absence of input

S 0.285 radians Reset in θ with excitation

T 25–50 ms Timing of periodic excitatory drive at 20–40 Hz

system (all of which are satisfied by the specific parameter regime that we consider).
Assumption 2.1. Both cells are silent in the absence of excitatory input.
Assumption 2.2. Parameters are such that a spike in the E cell guarantees a spike in the I

cell (i.e., the reset value kEI is large enough to ensure spiking of the I cell).
Assumption 2.3. Both the drive input to the E cell and the excitatory input to the I cell

are such that only a single spike results from a single input (i.e., reset values kEI and kEE

are not so large that multiple spikes occur per excitatory input).
Assumption 2.4. The balance between excitatory decay time τE and period T is such that

the value of excitation in both the E cell and the I cell is negligible at times nT−. That is, we
assume that T is long enough and excitatory decay is fast enough that solutions are very near
the gE = 0 plane just prior to excitatory input from the drive.

Assumptions 2.1, 2.2, and 2.3 are necessary for the discrete map to be well defined. As-
sumption 2.4 is an approximation that permits localization of solutions prior to periodic input,
which permits derivation of the map. The impact of this assumption, as well as the related
Assumption 5.1 below, is discussed in section 8.

The specific parameters that we use here are taken directly from our previous work [28] and
are shown in Table 1. We take τE = 1/2, which is representative of fast (1–4 ms) exponential
decay of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)-type excitation in
cortical cells [18, 30]. The control inhibitory decay rate τI = 1/8 (8 ms decay) is selected to
be representative of gamma-aminobutyric acid, type A (GABAA) decay kinetics [26, 27, 29].
There is some debate about the biophysically relevant decay times for GABAA in cortex,
with both fairly short (3.71 ms) and extremely long (33.2 ms) decay times reported [15, 19],
though there is agreement that GABAA decay is generally longer than AMPA-type excitatory
currents. We choose 8 ms decay both because it is an intermediate value in the range of
reported values and because decay times in the 6 to 10 ms range are traditionally used in
the modeling literature [4, 5, 8, 29]. We believe that what is of primary importance for the
dynamic mechanisms presented here is that inhibitory decay be longer than excitatory decay
in the control, for which there is experimental agreement.

We also consider a longer inhibitory decay τI = 1/28, which models a possible extension
of inhibitory decay in schizophrenic cortical networks due to a reduction in the available
GABA transporter, GAT-1 [21]. Although there is evidence of extended decay times due to
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reduced GAT-1 [24], it is impossible to infer biophysically reasonable values for an extended
decay time, so this parameter is selected to generate the desired network behavior. As will
be discussed below, the model is not dependent on the exact selection of this parameter, but
rather the desired model behavior is present for a wide range of possible decay times.

In previous research with a larger network [28], strength of synaptic activity (here rep-
resented by the constants kEE, kEI , kIE , and kII controlling synaptic resets) was selected
to generate the control entrainment behavior. That is, with inhibitory decay rate τI = 1/8,
synaptic strength parameters were tuned to generate entrainment to 30 and 40 Hz drive and
a mixed-mode response to 20 Hz drive containing both 20 and 40 Hz components (where
the 40 Hz component depends on excitatory background noise not included in this reduced
model). The values of the synaptic strength parameters used in this two-cell network are
taken directly from the previous work, and are shown in Table 1.

3. Model behavior and motivating questions. Figures 3 and 4 show the behavior of the
two-cell network ((2.3)–(2.6), with synaptic resets described in section 2). With τI = 1/8
(control case), the system entrains in a one-to-one fashion to drives of 20, 30, and 40 Hz,
which correspond to T = 50, 33.33, and 25, respectively. For slower decay of τI = 1/28
(schizophrenic case), the network either entrains directly to the drive frequency, responding
to each drive input, or fails repeatedly to respond to some drive pulses in a fixed manner.
For period T = 50 ms (20 Hz drive), the network responds to every input from the drive
(Figure 4(C)). When the period is shortened to T = 33.33 ms (30 Hz), the network fails to
respond to every third input (Figure 4(B)). For an even shorter period of T = 25 ms (40 Hz),
the network fails to respond to alternate drive inputs (Figure 4(A)). It is the relationship
between the period of the drive and the time-course of inhibition that controls what form of
skipping behavior the network displays.

Table 2 summarizes the entrainment behaviors observed experimentally, in our computa-
tional model [28] and in this two-cell reduction. Figure 2 in [28] shows experimental behavior
of the auditory entrainment experiment, and Figures 4 and 5 in [28] show the behavior of the
full computational model. Note that the previous study also contains a much more detailed
biophysical model (called the GENESIS model) that we do not directly consider here. The
experimental results and full model with noise (columns 3 and 4 in Table 2) show identical
frequency content, as do the full model without noise and the two-cell model (columns 5 and 6
of Table 2).

However, the three behaviors labeled “Noise dependent” in the table are not identical in
the simplified two-cell model. For these three behaviors, noise in the network provides a back-
ground level of excitation that is then controlled by the deterministic network dynamics. We
will not discuss in detail the noise dependencies for 20 and 40 Hz drive, which are considered
in more detail in the previous work. We focus instead on the noise dependence for 30 Hz drive
with long inhibition (next to last row of Table 2), in which the two-cell network skips every
third input but the full model entrains.

Our previous study in larger networks left several questions unanswered regarding the
schizophrenic case of slow inhibitory decay (τI = 1/28). In particular, work with the simplified
two-cell model can address three questions that could not be satisfactorily answered in the
previous larger computational context:
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A. Control, 40 Hz drive
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B. Control, 30 Hz drive
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C. Control, 20 Hz Drive

Figure 3. Raster plots for τI = 1/8, control case. Parameters as as in Table 1. Vertical lines indicate
spike times for excitatory drive (black, top), E cell (blue, middle), and I cell (red, bottom). For the control case
with 40, 30, and 20 Hz excitatory drive (panels A, B, and C, respectively), both E and I cells respond to each
drive input, and the network entrains to the drive frequency.

1. Is the mechanism that leads to beat skipping robust enough that we should expect to
see evidence of this behavior in real data?

2. Less-frequent beat skipping patterns (e.g., skipping every third drive input) were ob-
served in the larger network model, but no evidence for such rhythms was observed
experimentally. Are these less-frequent beat skipping patterns dynamically distinct
from the alternate beat skipping response?

3. Why is the computational network dependent on the presence of excitatory background
noise to generate reliable 30 Hz entrainment for the schizophrenic case?
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A. Schizophrenic case, 40 Hz drive
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B. Schizophrenic case, 30 Hz drive
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E cell
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C. Schizophrenic case, 20 Hz drive

Figure 4. Raster plots for τI = 1/28, schizophrenic case. Parameters as as in Table 1. Vertical lines
indicate spike times for excitatory drive (black, top), E cell (blue, middle), and I cell (red, bottom). A: With
40 Hz excitatory drive, the E and I cells respond to alternate drive inputs due to extended inhibition, producing
a 20 Hz network response. B: For 30 Hz excitatory drive, the E and I cells fail to respond to every third drive
input. This is an example of a sensitive transitional network behavior, and is produced by a dynamic mechanism
distinct from that which produces the alternate beat skipping response to 40 Hz drive. (See section 7.2 for
details.) C: Both the E and I cells respond to every drive input at 20 Hz, producing 20 Hz network output.

In order to answer these questions, we numerically derive a family of discontinuous dis-
crete maps from the reduced ODE system (2.3)–(2.6). Although this family of maps is derived
without noise, we are still able to make conclusions about the role of noise in the full computa-
tional model, in part because in this simplified context we can clearly identify the mechanisms
underlying deterministic behaviors.
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Table 2
Summary of entrainment behaviors, comparing magnetoencephalography (MEG) data, previous full compu-

tational model [28], full computational model with noise removed, and the two-cell model described in detail in
this paper. Top three rows summarize network behaviors for short inhibition (control case, τI = 1/8). Bottom
three rows summarize network behaviors for extended inhibition (schizophrenic case, τI = 1/28). In the top
and bottom rows, where two frequencies are listed, the experimental data and full computational model produce
a mixed-mode response containing both frequencies. However, note that that in both such cases, the 40 Hz re-
sponse component is noise dependent and is thus not produced by the full model without noise or by the two-cell
model. Note also that the 30 Hz response to 30 Hz input with long inhibition (second to last row) is also noise
dependent and is thus distinct from the behavior of skipping every third input that is present in the full model
with noise removed and in the two-cell model.

Network params. Response to drive, Hz

Drive
τI

MEG Full Full model, Two-cell Behavior
freq. (Hz) data model no noise model classification

20 1/8
20 20 20 20 Entrainment
40 40 Noise dependent

30 1/8 30 30 30 30 Entrainment

40 1/8 40 40 40 40 Entrainment

20 1/28 20 20 20 20 Entrainment

30 1/28 30 30 skip every 3rd skip every 3rd Noise dependent

40 1/28
20 20 20 20 Alternate beat skipping
40 40 Noise dependent

4. Model phase space. The family of one-dimensional discontinuous discrete maps is
based on the continuous ODE system (2.3)–(2.6) outlined above, and knowledge of the struc-
tures in the continuous phase space is critical for understanding map construction.

Note that the cells are distinguished only in the strength and timing of their synaptic
input, so phase space for each, in the absence of any synaptic reset conditions, is identical.
For each cell the θ-nullcline is

(4.1) θ±(gE , gI) = ± cos−1

(
1 + (b + gE − gI)
1 − (b + gE − gI)

)
.

There are two fixed points of the continuous single-cell three-dimensional system at (θstab, 0, 0)
and (θsdl, 0, 0), where θstab = θ−(0, 0) and θsdl = θ+(0, 0). The fixed point at (θstab, 0, 0) is
stable, while the fixed point at (θsdl, 0, 0) is a saddle with a two-dimensional stable manifold
and a one-dimensional unstable manifold that is exactly the θ-axis. Figure 5 shows the phase
space (defined on S1×R

+×R
+) containing the θ-nullcline, critical points, and several solutions

to the system in the absence of reset in gE and gI . The variable gE is plotted vertically, and
the variable gI is plotted horizontally.

Figure 5 provides insight into the dynamic interactions between the gE and gI variables.
In order for a cell to fire, it must be reset above the stable manifold of the saddle fixed point
at (θsdl, 0, 0), which lies above the θ-nullcline. Positive change in gE can move solutions above
the stable manifold and permit spiking. However, when inhibitory input is received and the
gI value is increased, the solution moves into a region where much larger values of input to gE

are required to boost the solution above the θ-nullcline and further over the stable manifold.
When the system is restricted to the gI = 0 plane, the nullcline has two branches that cross

the gE = 0 axis and meet when gE = −b, as in Figure 6(A). In the gE = 0 plane, there are
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Figure 5. Flow for a single cell receiving excitatory and inhibitory input with parameters τE = 1/2 and
τI = 1/8. Additional parameters are as in Table 1. Several solutions and the θ-nullcline are shown. The stable
fixed point (θstab, 0, 0), the saddle fixed point (θsdl, 0, 0), and θ−(0, gI) are labeled.

two points on the θ-nullcline for every value of gI . Figure 6(B) shows the intersection of the
θ-nullcline and the gE = 0 plane. The solution curves in Figures 5 and 6(B) also indicate the
presence of another important dynamic structure. A dominant feature of the phase space is
the presence of a strongly attracting trajectory of solutions near the intersection of the stable
branch of the θ-nullcline and the gE = 0 plane, at θ−(0, gI). Such attracting trajectories have
been studied previously in systems of ODEs and are referred to as rivers [9, 10]. A similar
river has been previously described specifically in the context of the “theta” model [5]. In the
system considered here, the river exists because the time scale for the inhibitory variable gI

is significantly slower than that for the gE or θ variables. We later approximate values on the
river by the corresponding value on this branch of the θ-nullcline, at θ−(0, gI ).

5. Discrete map development and computation. We develop a map F : (0, T ] → (0, T ]
with input Δt, the length of time between the arrival of excitatory drive and the arrival of
disynaptic inhibition to the E cell, where we assume that inhibition is triggered on that drive
cycle. The output value, F (Δt), is the time interval between drive input and inhibitory input
to the E cell on the next cycle in which the I cell is triggered. Since excitatory input to the
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Figure 6. A: Phase plane for a single cell with zero inhibition (gI = 0). The peak of the θ-nullcline in this
plane occurs at θ = 0 and gE = −b = −0.1. B: Phase plane for a single cell with zero excitation (gE = 0).
Several solutions shown in blue are for τI = 1/28, and approach a stable river of solutions very near the stable
branch of the θ-nullcline.

0 T

I cell

E cell

Drive
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Δ t F(Δ t)

Δ t
E

Δ t
I

Figure 7. Raster plot showing two drive cycles and the relationship of Δt and F (Δt) to network firing
times. ΔtE and ΔtI denote the contributions of the E cell firing time and the I cell firing time to the total
value of Δt. The map F outputs the value of Δt for the next drive cycle to which the network responds.

E cell is periodic with period T , and map output is measured as a distance in time that must
be less than T , we can regard F as a map from S1 to S1. However, we use interval notation
in defining the map to emphasize dependence on the period T . Figure 7 shows the relation
of Δt and F (Δt) to network firing times. In order to derive this map, we make the following
critical assumption.

Assumption 5.1. We assume that, prior to excitatory input, solutions lie at the intersection
of the stable branch of the θ-nullcline and the gE = 0 plane, denoted θ−(0, gI).

This assumption is based on the strength of attraction to the stable river of solutions
near the intersection of the θ-nullcline and the gE = 0 plane, denoted θ−(0, gI ) (as is shown in
Figure 6(B)), as well as Assumption 2.4 that variable gE is negligible prior to excitatory input.
The validity of this assumption will be discussed in section 8 below. In the discussion that
follows we suppress the second E and I subscripts on gE and gI variables when statements
apply generally to either recipient cell type.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PERIODICALLY FORCED CORTICAL MICROCIRCUIT 721

Because inhibition may be such that the network fails to respond to one or more drive
inputs, we construct F using a family of curves, {F1, F2, . . . , Fn}, in which each curve corre-
sponds to a different number of missed drive responses, but no individual curve will necessarily
cover the entire domain of F . We first consider the curve F1 associated with the response to
every drive input. By selecting an initial Δt ∈ (0, T ), it is implied that both excitatory and
inhibitory response to the first drive input occurs prior to the second drive input. The larger
the initial Δt, the later the inhibition arrives in that drive cycle, and the less inhibition has
decayed by the time the next drive input arrives. It is possible for Δt to be large enough that
the E cell is sufficiently inhibited as to not spike in response to the second drive input, and
thus not trigger inhibition. In this case we say that the map F1 is undefined for that value of
Δt. For such values, we consider F2.

The second curve, F2, is valid for values of Δt for which the network (both the E cell and
I cell) is silent in response to the second drive input but responds to a third input with time
interval F2(Δt). The map F3 and further Fi are defined analogously, and the domains of the
Fi are mutually exclusive. Note that the output of any Fi is in (0, T ] and hence is an input
to one of the curves Fj . It is in this way that multiple curves can belong to the same map F
even though each curve is associated with additional information regarding skipped beats.

The map F can be calculated using Assumption 5.1. Since we assume that solutions in
both cell types are in the gE = 0 plane and on the stable branch of the θ-nullcline prior to
excitatory input, we need only know the level of inhibition in the cell at the time of excitatory
input to locate the appropriate solution with which to numerically calculate spike times.

When an initial value of Δt is selected, this determines the amount of time T − Δt that
the inhibitory variable in the E cell (gIE) has in which to decay before the next drive input
arrives. Thus we can calculate the amount of inhibition present when the next input arrives,
which we denote by g∗IE(Δt) to emphasize the dependence of this value on the initial selection
of Δt. Recall here that gI is defined using simple exponential decay, so

(5.1) g∗IE(Δt) = kIEe−τI (T−Δt).

The relationship of time, kIE , and g∗IE(Δt) are shown in Figure 8(A). Now define θ∗−,E =
θ−(0, g∗IE(Δt)), which by Assumption 5.1 is the θ− value for the point along the stable branch
of the θ-nullcline where solutions reside prior to the second excitatory input to the E cell.
This point is shown in the gE = 0 plane in Figure 8(B).

Recall from section 2 that we include a shift of S radians in θ and a reset of the variable
gE,E to kE,E after drive input to the E cell. Thus, just after excitatory input, E cell solutions
have the coordinates θ = θ∗−,E + S, gEE = kEE, and gIE = g∗IE(Δt), as in (5.1). This initial
condition is used to numerically calculate the length of time it takes the E cell to fire after
excitatory drive input. The calculation of this escape time for the E cell, which we denote
as ΔtE (see Figure 7), is performed using a numeric ODE solver implemented in MATLAB
(ode113). Note that ΔtE may not exist if the reset solution is trapped beneath the θ-nullcline
surface (shown in Figure 5) and thus the E cell does not produce a spike. If the input value
of Δt is such that this occurs, then F1 is not defined for this value of Δt.

Once ΔtE is calculated, the length of time it takes the I cell to fire, ΔtI , must also be
calculated (see Figure 7 for schematic). This calculation is identical to that for ΔtE, with
the exception that both excitatory and inhibitory input sizes are different for the I cell (see
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at time T−, solutions in the gE = 0 plane are located at θ = θ∗
−,E and gI = g∗

IE , under the assumption that
solutions lie directly on θ−(0, gI) (Assumption 5.1).
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Figure 9. The curve F1 for the case of 40 Hz drive with short inhibitory decay (τI = 1/8). Note that ΔtI

remains fairly constant, and thus ΔtE controls the shape of curve F1. The dashed vertical line indicates the
boundary of the domain of F1.

Table 1), and the length of time for decay is longer by ΔtE. Thus we have

(5.2) g∗II(Δt) = kIIe
−τI (T−Δt+ΔtE).

To solve for ΔtI we use the initial condition θ = θ∗−,I + S, where θ∗−,I = θ−(0, g∗II(Δt)),
gEI = kEI , and gII = g∗II(Δt), as in (5.2). Recall from Assumption 2.2 that parameters are
such that if the E cell fires, the I cell will fire. Thus, if ΔtE exists, so does ΔtI . We take
F (Δt) = ΔtE + ΔtI . The resulting curve F1(Δt) is labeled in Figure 9 for short inhibitory
decay (τI = 1/8) and T = 25.
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For this parameter regime, ΔtE controls the more interesting dynamics. By this we mean
that ΔtI remains fairly constant over the interval where the curve F1 is defined and that ΔtE
controls the shape of the curve F1. Figure 9 shows the contribution of ΔtI to the curve F1 for
T = 25 and τI = 1/8. The importance of ΔtE stems from our assumption that parameters
are such that any spike in the E cell guarantees a response in the I cell (Assumption 2.2). In
order to meet this assumption, the excitatory input to the I cell is fairly strong, which causes
more uniformity in the I cell spike time.

In the regions where F1 is not defined, we must establish whether or not F2 exists. This is
done in the same manner except that, since no inhibitory input is received in response to the
second drive pulse, both the E and I cells have an additional period of length T for inhibition
to decay. Thus, when we calculate the curve F2, for the E cell we have

g∗IE(Δt) = kIEe−τI (2T−Δt),

and for the I cell we have
g∗II(Δt) = kEIe

−τI (2T−Δt+ΔtE).

Because inhibitory variables have an additional period T in which to decay, the map value
for the lower end of the domain of F2 is much smaller than for the upper end of the domain
of curve F1. This results in a jump discontinuity in the map F taken as a whole, as can be
seen in Figure 9. If the domains of F1 and F2 together are not sufficient to cover the interval
on which the map F is defined, (0, T ], then a third curve F3 can be calculated analogously.
For drive in the 20–40 Hz range and parameters considered here (see Table 1), in most cases
F1 and F2 are sufficient to cover the map domain. However, for a limited range with drive
near 40 Hz and longer inhibitory decay, F2 and F3 cover the domain. Because we generate
this map computationally, we cannot know precisely the analytic domains for each curve. We
do know, however, that since any solution corresponding to an initial condition reset from
the stable river must either spike or be silent in response to excitatory input in finite time,
the domains of the relevant Fn will cover the entire interval (0, T ] and that the domains are
mutually exclusive.

6. Maps F (Δt) for different values of τI . We now examine the numerically derived
maps F for fast (τI = 1/8) and slow (τI = 1/28) inhibitory decay, which correspond to
the control and schizophrenic conditions in the previous work [28]. Parameters for these
simulations are as in Table 1.

6.1. Maps F (Δt) for τI = 1/8. Consider the case with T = 25 and τI = 1/8. Figure
10(A) shows the map F where F1 and F2 are labeled separately, calculated as described in
section 5. Note that only F1 and F2 are necessary in order to define a map on the entire
interval (0, T ].

This figure shows that there is a single stable fixed point of the map F on the curve F1.
This implies that after a transient, the system will quickly settle into a pattern where the I
cell fires at a fixed time Δt ≈ 6.8578 ms after each drive input. Because the fixed point occurs
on the curve F1 and not on the curve F2, we also know that any beat skipping that may occur
is transitory.

A similar structure is seen for the cases with T = 33.33 ms (30 Hz drive) and T = 50 ms
(20 Hz drive), shown in Figures 10(B) and 10(C), respectively. For the case of 30 Hz drive,
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Figure 10. The map F (Δt) generated computationally for control conditions (τi = 1/8, parameters as in
Table 1). The dashed vertical lines indicate the boundary between the domain of F1 and the domain of F2. A:
40 Hz drive, fixed point on F1 located at Δt ≈ 6.8578. B: 30 Hz drive, fixed point on F1 located at Δt ≈ 6.2636.
C: 20 Hz drive, fixed point on F1 located at Δt ≈ 6.0003.

the discrete map settles into a fixed point at Δt ≈ 6.2636. Similarly, for the case of 20 Hz
drive, the map has a fixed point at Δt ≈ 6.0003.

For all three of these cases, the fixed point is located on F1, which indicates entrainment
of the network to the frequency in a one-to-one manner. As the period increases, Δt gets
smaller, because a long period provides more time for inhibitory decay, which leads to faster
spike times in both the E cell and the I cell.

6.2. Maps F (Δt) for τI = 1/28. We now consider cases where inhibition decays much
more slowly, with τI = 1/28. Under this condition, the curve F2 gains a much larger domain
in the interval (0, T ]. The map for slow inhibitory decay with 40 Hz drive is shown in Figure
11(A). The curve F1 does not exist for these parameters, and the fixed point is now deep
within the F2 curve at Δt ≈ 8.3798. This corresponds to the beat skipping behavior in which
the network fails to respond to alternate drive inputs in an extremely stable fashion.
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Figure 11. The map F (Δt) generated computationally for schizophrenic conditions (τi = 1/28, parameters
as in Table 1). The dashed vertical lines indicate the boundary between the domains of F1, F2, and F3. A:
40 Hz drive, fixed point on F2 located at Δt ≈ 8.3798. B: 30 Hz drive, no fixed point due to discontinuity.
Stable 2-cycle indicated by rectangle. C: 20 Hz drive, fixed point on F1 located at Δt ≈ 8.3798.

Figure 11(B) shows the map F with 30 Hz drive and τI = 1/28. There is no fixed point
for the system because of the jump discontinuity between the curves F1 and F2. Instead of a
fixed point, there is a stable 2-cycle with one point on F1 and the other point on F2, which
corresponds to a network that fails to respond to every third drive input (behavior shown in
Figure 4(B)). Figure 11(C) shows the map F (Δt) with τI = 1/28 and 20 Hz drive. The map
has a fixed point on F1 at Δt ≈ 8.3798, which corresponds to entrainment to drive frequency.

7. Answers to motivating questions. Our previous study in larger networks left several
questions unanswered regarding the schizophrenic case of slow inhibitory decay (τI = 1/28),
as outlined above in section 3. The map F provides insight into all of these questions.

7.1. The “beat skipping” response to 40 Hz drive is robust. With τI = 1/28, the fixed
point on F2 explains the 20 Hz beat skipping component of the schizophrenic response to
40 Hz drive. The fixed point on F2 implies that the network will fire at half of the drive
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Figure 12. For 40 Hz drive with extended inhibition, a broad range of inhibitory parameters still produce a
fixed point on F2 and thus generate a 20 Hz response to 40 Hz drive. In all panels, only the parameter indicated
in the caption is varied from original settings (see Table 1). A: Faster inhibitory decay, τI = 1/21. B: Slower
inhibitory decay, τI = 1/38. Note the presence of two fixed points. The fixed point with a smaller value is
stable. C: Weaker inhibition, kIE = 0.115. D: Stronger inhibition, kIE = 0.21.

frequency, responding in a stable fashion to alternate drive inputs (Figure 11(A)), producing
a 20 Hz response to 40 Hz drive. The map F provides a way to visualize the robustness of
this mechanism. In Figure 12, maps near the extreme values of both inhibitory decay and
inhibitory strength for which beat skipping occurs are shown. In Figure 12(A), the map with
τI = 1/21 is shown, which is somewhat faster than in the original simulations but still produces
the fixed point on F2. In Figure 12(B), we take τI = 1/38, which is a much slower decay than
that used for the computations above but still produces a fixed point on the F2 curve, and thus
beat skipping persists. Similarly, values kIE = 0.115 and 0.21, which represent the strength
of inhibition provided to the excitatory cell, are shown in Figures 12(C) and 12(D). Both
have a fixed point on F2 and produce the same overall network behavior of skipping alternate
drive inputs. This is in contrast to the transitional behavior, where network entrainment is
extremely sensitive to even very small parameter changes.
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7.2. Less-frequent beat skipping patterns are generated by the discontinuity in F and
are dynamically distinct from the alternate beat skipping in the case of 40 Hz drive. One
motivation for study of this map was that, when examining the computational model for the
schizophrenic case with 30 Hz drive for various parameters, we observed model behavior of
skipping beats, but less frequently than alternate beats. There was some concern that this
might be a problem with the computational model: if such alternate behaviors were robust and
the hypothesis about extended inhibition was correct, why was only alternate beat skipping
indicated in the experimental results?

From Figures 11(B) and 11(C) we can discern that, under the slow inhibition condition
(τI = 1/28), the map F transitions from locked response to every drive pulse to beat skipping
somewhere between T = 50 ms and T = 25 ms as the period T is reduced. The discontinuity in
F leads to a rich transitional behavior as the period T is varied. Because of the discontinuity,
there is a range of values in T such that the map F does not have a fixed point, such as the
case above when T = 33.33, shown in Figure 11(B). Instead of a fixed point, the map F
contains a limit cycle, indicated by the black box connecting a point on F1 to a point on F2,
which corresponds to the network skipping every third drive input. As long as the map F has
no fixed points, the network will skip beats, but less frequently than alternate beat skipping.
All simulations indicate that the behavior reflects a stable limit cycle in that the pattern of
beat skipping appears very regular, possibly after an initial transient.

As T is increased further and nears the regime where the network responds to every drive
pulse, the network responds more times to the drive before beat skipping. For T = 39 the
map F is drawn in Figure 13(A). Note how close the curve F1 is to the diagonal at Δt = Δt.
This narrow region between the diagonal line and the curve F1 produces a long limit cycle
before the solution escapes to the F2 curve and skips an input pulse.

The network enters the locking regime via a saddle node bifurcation as T is increased. The
resulting two fixed points can be seen in Figure 14 for T = 40, but the unstable fixed point
is present only in a very small range of parameter space. No chaotic behavior was observed
in simulations for this transitional regime, though it is likely present, particularly near the
saddle node bifurcation on F1.

These less frequent beat skipping patterns are generated by the lack of a fixed point for
the map F , due to the discontinuity between curves F1 and F2, and are extremely sensitive
to even very slight parameter changes. This mechanism is in stark contrast to the fixed point
on F2 that generates the alternate beat skipping mechanism seen for 40 Hz drive (see sec-
tion 7.1), which exists for a broad range of inhibitory parameters. The sensitive nature of this
transitional regime indicates that less-frequent skipping behavior, if present experimentally,
would be rendered invisible by the process of data processing, in which there is averaging
across subjects who would likely have highly variable skipping patterns due to the sensitivity
of this transitional regime.

7.3. Presence of excitatory background noise favors 30 Hz entrainment due to sensi-
tivity of network behavior in the transitional regime. In previous work with larger networks,
we noticed that the presence of excitatory background noise strongly favored one-to-one en-
trainment for the schizophrenic case with 30 Hz drive. Although noise is not included in the
reduced system used to generate the map F , the map structure provides insight into this
sensitivity. For the 30 Hz case with τI = 1/28, the map F has no fixed point due to the
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Figure 13. The discrete map F (Δt) for long inhibitory decay and T = 39 ms displays infrequent beat
skipping. A: The map F (Δt) for T = 39 ms with slow inhibitory decay (τI = 1/28). Curves F1 and F2

are indicated. The dashed vertical line indicates the boundary between the domain of F1 and the domain of
F2. There is no fixed point on either F1 or F2, though there is a nine-point stable limit cycle indicated by
the cobwebbing linking points on the cycle. B: Raster plot for two-cell model with T = 39 ms and no noise
input. Note that skipping is more frequent in the raster than would be indicated by the limit cycle (skips every
6th input, analogous to a five-point limit cycle). This discrepancy is due to an effect of Assumption 5.1. See
section 8 for further discussion.

discontinuity between F1 and F2 and is such that there is a stable 2-cycle. This corresponds
to a network that fails to respond to every third pulse of the drive, as shown in Figure 15(A)
for the two-cell system, with the coordinate values of the map points labeled. Figure 15(B)
shows how the map values a and b correspond to the timing of the two-cell network response
to 30 Hz drive. This behavior is identical to that seen without noise in the full system studied
previously (see Figure 14 in [28]). Because the transitional regime where this case falls is very
sensitive, small amounts of additional excitation can have large effects. For the larger model,
excitatory background noise breaks this skipping into a less predictable pattern, with the net-
work responding to almost all drive cycles, though somewhat inconsistently (see Figure 15B
in [28]). Response to all drive cycles corresponds to 30 Hz entrainment.

8. Validity of the assumption that solutions lie on a stable branch of the θ-nullcline
prior to excitatory input. Recall that, in the construction of the map F , we assume that
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Figure 14. The map F (Δt) for τI = 1/28 and T = 40 ms with curves F1 and F2 indicated. The dashed
vertical line indicates the boundary between the domain of F1 and the domain of F2. Two fixed points due to a
saddle node bifurcation are indicated by black dots.

in both cells, solutions lie on the intersection of the stable branch of the θ-nullcline and the
gE = 0 plane prior to excitatory input (Assumption 5.1). This assumption is possible because
of the presence of a strongly attracting river of solutions in very close proximity to θ−(0, gI )
(see section 4, Figures 5 and 6(B)), as well as because of Assumption 2.4 that τE and T
are such that the value of gE is negligible prior to excitatory input in both cells. While
Assumption 5.1 is largely reasonable and produces a map that describes the most important
qualitative network behaviors, it is not exact and does produce some minor discrepancies
between the behavior of the ODE system (2.3)–(2.6) and map behaviors.

For the schizophrenic case, both the map and the dynamically defined system (2.3)–(2.6)
transition out of locked one-to-one entrainment at T = 41 and into beat skipping at T = 32
as the period is decreased, to a resolution of 1 ms in T . These values also agree with the
transitional values of the full computational model when noise is removed (data not shown;
see [28]). Although there is excellent qualitative agreement for these important behaviors,
Assumption 5.1 does cause slight overestimates of the value of θ prior to excitatory input.
This overestimate encourages slightly more spiking in the transitional regime and predicts
slightly smaller fixed point values of Δt than are present in the continuous two-cell dynamical
system. The effects of this discrepancy are most obvious in the sensitive transitional regime,
particularly near the saddle node bifurcation, as in Figure 13, with slow decay (τI = 1/28) and
T = 39. Note that the map produces a nine-point limit cycle (Figure 13(A)), which predicts
that the system will skip every tenth drive input, but the raster plot produced dynamically
from the ODE system (2.3)–(2.6) actually skips every sixth input (Figure 13(B)).

Assumption 5.1 also has implications for consideration of the map F in response to other
frequencies. In particular, for very fast frequencies, where excitatory inputs arrive in quick
succession, there may not be sufficient time for solutions to approach the stable branch of
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Figure 15. 30 Hz case for slow decay (τI = 1/28), schizophrenic case. A: The map F (Δt), with the
limiting two-cycle indicated by the box; a and b are the two values taken by the map F on this limit cycle. B:
Portion of raster plot for the 30 Hz case, after the system has closely approached the limiting 2-cycle, showing
how values a and b correspond to model entrainment behavior.

the θ-nullcline. However, if this is the case, it is probable that Assumption 2.4 is violated.
In addition, parameter regimes with faster inhibitory decay will cause this assumption to
generate a greater overestimate in θ, and thus will reduce agreement between the dynamical
system and the map F . Conversely, if inhibition is slowed further, the assumption will become
even more accurate, and discrepancies between the map F and the ODE system behavior will
be minimized.

9. Conclusions and future directions. The map F provides insight into the dynamic
impact of extended inhibition in E-I neural networks driven in the gamma/beta range. As
discussed in the introduction, this work was originally inspired by study of altered auditory
entrainment in schizophrenia [28]. That previous work examined whether extended inhibition
caused by reduction in an available transporter (GAT-1) for the inhibitory neural transmitter
GABA [21] might be sufficient to cause a preference for 20 Hz entrainment to gamma and
beta range auditory click trains in schizophrenic subjects.

Work using the discrete map F addresses several questions that could not be answered in
our previous computational framework. In particular, we have now established the following:
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1. The “beat skipping” response to 40 Hz drive with slow inhibitory decay is extremely
robust. The mechanism that generates this behavior (a fixed point on curve F2 for
T = 25) is present for a wide range of parameters, which increases the likelihood that
such a mechanism underlies network behavior in a living brain, where true biophysical
parameters are likely to vary substantially, both within and between subjects.

2. Less-frequent skipping patterns in the model (e.g., skipping every third drive input),
which were not observed experimentally, are dynamically distinct from the alternate
beat skipping response. Such patterns are extremely sensitive to even slight parameter
alterations, and would thus be expected to vary markedly from subject to subject,
rendering such behavior invisible in averaged data.

3. With 30 Hz drive and slow inhibitory decay, the simplified two-cell network is in the
transitional regime where the network fails to respond to every third drive input. This
corresponds exactly with the behavior seen in the previous larger network when noise
is removed (see Table 2). We see from the map F that in this transitional regime,
any skipping behavior will be extremely fragile and sensitive to outside excitation,
which explains the particular dependence of the schizophrenic case with 30 Hz drive
on excitatory background noise for pure 30 Hz entrainment in our previous work.

The previous model contained several features that have been eliminated in this reduced
two-cell system, namely excitatory background noise, weak E-to-E connectivity, and weak
drive to the I cells. Despite these reductions, the map F clearly illustrates the dynamics
underlying the most important entrainment behaviors. The presence of a fixed point on
the curve F1 under control parameters clearly illuminates the mechanism by which the full
computational model entrains to 30 and 40 Hz drive, even in the presence of noise. For these
cases, the fixed point on F1 is extremely stable (see Figures 10(A) and 10(B)). Because these
fixed points are deep within the F1 curve, and located where the slope of F1 is only slightly
positive, attraction to the fixed point is very rapid, and one-to-one entrainment begins almost
immediately. Perturbations due to noise or moderate network parameter modifications are
unlikely to disrupt such a stable entrainment pattern. For the control case of 20 Hz drive, in
which the full model shows a mixed 20 Hz and 40 Hz response, the fixed point on F1 (Figure
10(C)) explains the 20 Hz response, but does not explain the presence of 40 Hz activity. Here,
the inclusion of excitatory background noise is essential to generate the 40 Hz component,
and was examined in previous work, but is not included in this simplified case. When noise is
present in the full model, inhibition triggered by the 20 Hz excitatory drive gates the excitatory
background noise, generating a 40 Hz component to the signal.

Although we considered a specific parameter regime here, the same general analysis can
be applied to other parameter regimes, provided that the initial assumptions in section 2 are
met. Similar techniques might prove useful throughout study of the nervous system, where
rhythmically driven networks are ubiquitous, though not necessarily with so clock-like a drive
as the one considered here. Indeed, map families like the one developed here may prove useful
for study of forced circuits in applications beyond neuroscience. Entrainment behavior seen
in this small periodically driven network is similar to the n : m locking described for weakly
coupled oscillators [13], which has proven quite amenable to analytic study. However, to our
knowledge, no analogous analytic framework has been developed for small forced circuits.
Such an analytical framework may prove to be both accessible and powerful.
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