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Abstract. We introduce a modification to the standard spherical harmonic closure used
with linear kinetic equations of particle transport. While the standard closure is known to
produce negative particle concentrations, the modification corrects this defect by requiring
that the ansatz used to the close the equations is itself a non-negative function. We impose
this requirement via explicit constraints in a quadratic optimization problem.
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1. Introduction

Linear transport problems arise in many areas of computational physics. Classic ex-
amples include the migration of neutrons in a nuclear reactor [22] or in an oil well [35],
radiative heat transfer [30,34], neutrinos in supernovae [29], and charged particle transport
in semiconductors [23]. Although described by linear equations, transport problems are
difficult from a computational perspective as a result of the rich phase space required to
describe the kinetic distribution. In general the phase space for a linear transport prob-
lem is seven-dimensional with one temporal, three spatial, one energy, and two angular
variables.

A well-known approach for discretizing the transport equation in angle is to use moment
equations based on a truncated spherical harmonic expansion in the angular variable. The
result is that, for an order N expansion, a single linear equation in seven variables is
replaced by a linear system of (N + 1)2 unknowns in five variables.1 The equations in this
system are often referred to colloquially as the PN equations.

The PN equations possess several desireable properties. For instance, the PN equations
are, like the transport equation, rotationally invariant.2 This is in contrast to a discrete or-
dinates (SN ) treatment of the angular component, which is not rotationally invariant and,
as a consequence, suffers from asymmetries in the solution known as ray effects [22, 24].
Moreover, the PN equations converge formall converge in an L2 setting to the solution of
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1This is for three-dimensional geometries. In two-dimensional geometries, a single linear equation in six

variables is replaced by a linear system of
`

N+2
2

´
unknowns in five variables. In one-dimensional geometries,

a single linear equation in four variables is replaced by a linear system of N +1 unknowns in three variables.
2The definition of rotational invariance will be made more precise in the next section.
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the transport equation as N → ∞. (For a sampling of rigorours results, see [7, 17, 37].)
Nevertheless, like reduced models in many other applications that are derived from linear
approximations, the PN equations tend to suffer from undesirable artifacts of the linear ex-
pansion that defines them. Chief among these artifacts is the existence of solutions that are
inconsistent with a positive particle concentration. Indeed, in multi-dimensional geome-
tries or curvilinear geometries, the particle concentration produced by the PN equations
can be negative for any finite order of N [5, 28]. Besides being a distasteful nonphysical
artifact, these negative particle concentrations can cause difficulties for the simulation of
coupled physics operators.

There are other drawbacks to the PN equations. For instance, they treat particles as a
series of linear waves that travel at speeds slower than the true particle speed. The effects
of this reduced propagation speed are most noticeable with low order expansions and low
collision rates [27, 32]. Another issue is that the steady-state equations are ill-posed. In
particular, the steady-state operator has a non-trivial nullspace, so that the steady-state
solution is not unique [22]. In addition, there is no general theory to prescribe boundary
conditions for PN , although some progress has been made [11,19–21,33]. A consequence of
these problems is that spherical harmonic approximations are less popular in practice than
other methods such as implicit Monte Carlo [8] and discrete ordinates discretizations [22].

The motivation for our current work is the onset of negative particle concentrations
produced by the PN equations. To this end, we introduce a modification of the PN closure
that enforces positivity3 of the ansatz which approximates the kinetic distribution and
its angular average. We do so by first reformulating the PN closure as the solution to a
quadratic optimization problem with equality constraints. We then enforce positivity of
the ansatz via the addition of inequality constraints. In practice, the new optimization
problem must be solved on a discrete set of points in the angular variable.

Solving this new optimization problem is more computationally expensive than using
the standard PN closure. Moreover, solutions must be realized locally at each point in
space, time, and energy. Thus, in most cases, the new closure is not practical for serial
computations. However, two mitigating factors make the closure a reasonable alternative
for large-scale simulation. First, reconstructions can be performed in parallel across the
spatial grid, and for a first-order scheme, the amount of data that is transferred between lo-
cal computational cells is the same as for the standard closure. Thus, the closure procedure
falls squarely into the emerging paradigm of data-parallel computing, since the extra work
needed to solve the optimization can be handled by local processing units. The second
point to make is that, in regions where the PN approximation to the transport solution
is positive, the modified closure reduces to the standard PN closure. Thus the modifica-
tion is really only needed in regions with strong discontinuities, boundary layers, or strong
transient solutions.

The remainder of the paper is organized as follows. In section 2, we briefly recall the PN

equations for a system of mono-energetic particles. In section 3, we discuss the problem of
negative scalar fluxes inherent to the multi-dimensional setting, but also present a detailed

3In the context of this paper, positive is synonymous with positive, as opposed to strictly positive.
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analysis in the one-dimensional setting. In section 4, we give a variational formulation for
the standard PN closure and, based on this formulation, introduce the new optimization
problem which enforces positivity of the kinetic density. We also give implementation
details in one and two dimensions. In section 5 we present numerical results for two
benchmark problems. Concluding remarks and discussion for further work are given in
section 6.

2. The PN Equations

The PN equations are used to approximate the evolution of a kinetic distribution F that
is a function of position r = (x, y, z) ∈ Γ ⊂ Rd, angle Ω ⊂ S2, and time t ≥ 0. For any
measurable set D ⊂ Γ× S2

(1)
∫

D
F (r,Ω, t) dΩdr

gives the number of particles at time t that are characterized by a state (r,Ω) ∈ D. We
assume that F is governed by a kinetic transport equation of the form

(2) ∂tF + Ω · ∇rF + σF =
σ

4π
〈F 〉 ,

where angled brackets denote integration with respect to the Lebesgue measure dΩ on the
unit sphere S2. Note that the description provided by F and the form of the governing
kinetic equations assumes that particles are mono-energetic with speed one (otherwise the
time derivative in (2) is divided by the speed) and that particle interactions are restricted
to isotropic scattering events characterized by the cross-section σ = σ(r).

Derivation of any moment system begins with a the choice of a vector-valued function
p : S2 → Rs, whose s components are linearly independent functions of Ω. Exact equations
for the moments u(r, t) := 〈pF (r,Ω, t)〉 are found by multiplying the transport equation
by p and integrating over all angles. This gives the system

(3) ∂tu +∇r · 〈ΩpF 〉+ σ 〈pF 〉 =
σ

4π
ρ 〈p〉 ,

where ρ = 〈F 〉 is the particle concentration. This system is closed by approximating

(4) F (r,Ω, t) ' F(u(r, t),p(Ω)) ,

in (3). At this level, the only requirement on the the ansatz F that satisfies the consistency
relation

(5) 〈pF(u,p)〉 = u .

Standard PN equations are derived in this abstract framework by selecting spherical
harmonics as the components of p and expressing the ansatz F as a linear expansion of
these components:

(6) F(u(r, t),Ω) = cTp , c =
〈
ppT

〉−1
u ,
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where the expansion coefficients in the vector c are determined by the consistency relation
(5).The form of this reconstruction ensures that rotational invariance of the transport
operator is maintained.4

3. Negative Solutions

Solutions of the transport equation (2) are known to be positive as long as the initial
condition and cross-section are also positive [6]. Unfortunately, this fundamental property
is not retained by the PN system. In this section, we discuss the onset of negative scalar
concentrations to the PN solutions in multi-dimensional settings, and then provide a more
detailed analsis for the one-dimensional problem.

3.1. Multi-D. The negative particle concentrations produced by the PN equations in
multi-dimensional settings are a consequence of the moment-based reconstruction in (6),
which is spectral in the angular variable. Thus no mechanism exists to ensure pointwise
bounds when discontinuities in the kinetic density lead to oscillations in the reconstruction.

One common example of a discontinuity is a shadow: at the edge of the shadow the
particle density suffers a jump. For instance, in radiative transfer applications a negative
particle concentration can lead to negative material energy densities and temperatures [28].
Such a result is given in Figure 3.1, where a simplified 2D hohlraum problem [3] is solved
with P11. This problem has discontinuities (shadows) behind the block as radiation flows
from the source on the left of the problem. The P11 equations reconstruct the solution
near this discontinuity with a negative particle concentration.

4It is straight-forward to show that the transport operator T : f 7→ Ω ·∇rf + σ(f −〈f〉) commutes with
the rotation operator R : f(r, Ω, t) 7→ f(OT r, OT Ω, t) for any orthogonal matrix O. The PN approximation
maintains this property. In particular, if P is the project onto the expansion defined in (6), then the
operator P ◦ T also commutes with R.
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(a) Layout for the 2-D hohlraum problem:
blue regions have σa = 100 and white regions
have σa = 0.

 

 

0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b) Radiation temperature from a P11 solu-
tion at t = 1 nanosecond. Black denotes
negative values

Figure 1. Example of negative particle concentrations in a PN solution
for a radiative transfer problem.

The canonical benchmark problem which exemplifies negative particle concentrations for
the PN equations is the so-called linesource problem [5,10,27], in which particles are emitted
into a weakly scattering medium by a pulsed, infinite line of particles. As a consequence of
symmetry, the problem can be formulated in two dimensions with a source represented by
a Dirac delta at the origin. Several profiles of the particle concentration for the linesource
problem are given in Figure 2. These include a semi-analytic solution to the transport
equation [9, 10, 12], along with numerical approximations of P1 and P3 that are computed
with a discontinuous Galerkin code [14, 25, 26]. The transport solution has a singularity
at a distance t from the origin which at t = 1.0 requires that we cut the solution off at
ρ = 1.0. The inability of the P1 and P3 equations to preserve the nonnegative property of
the transport solution at short times (Figures 2(a) - 2(c)) is generic. However, this defect
subsides at later times (Figures 2(d) - 2(f)), as more and more collisions occur and the PN

expansion becomes more faithful approximation of the exact transport solution.
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(a) Exact transport solution, t = 1.0
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(b) Exact transport solution, t = 10.0
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(c) P1, t = 1.0
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(f) P3, t = 10.0

Figure 2. The linesource in two dimensions.
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.

3.2. 1-D. Negative particle concentrations produced by the densities PN equations are
an inherently multidimensional issue. Indeed, if initialized properly, solutions of the PN

equations in one dimension give a positive particle concentration. Even so, valuable insight
is gained by an analysis of the one-dimensional setting (i.e. for slab geometry), where F is
independent of the x and y variables. In such cases, the function

(7) F̄ (z, µ, t) :=
∫ 2π

0
F (r,Ω, t) dφ ,

where µ is the z-component of Ω and φ ∈ [0, 2π) is the azimuthal angle, satisfies a reduced
equation

(8) ∂tF̄ + µ∂zF̄ + σF̄ =
σ

2
ρ

and the spherical harmonic components of the vector p reduce to the the first N + 1
Legendre polynomials in the variable µ. The PN system derived from (8) takes the form

(9) ∂tu + A∂zu = −σQu ,

where the flux matrix A and the relaxation matrix Q are given by

(10) Aαβ =
α + 1
2α + 1

δα+1,β +
α

2α + 1
δα−1,β and Qαβ = δαβ(1−δα,0) , α, β = 0, . . . , N .

The matrix A is diagonalizable; its eigenvalues {λ0, . . . , λN} are the zeros of the Legendre
polynomial pN+1 and form the (N +1)-point Gauss-Legendre quadrature set on the interval
[-1,1].

A particular choice of right and left eigenvectors diagonalizes the PN equations into an
equivalent discrete ordinate form. To define this transformation, we let

(11) Λ = Diag(λ0, ..., λN ) , P = [p(λ0), . . . ,p(λN )] , w = [w0, . . . , wN ] ,

where wα is the quadrature weight associated with λα. Then the (N +1)×(N +1) matrices

(12) R = P Diag(w) and L = P T
〈
ppT

〉−1

contain the right (column) and left (row) eigenvectors of A, so that LR = RL = I and
A = LΛR. The vector v = (v0, . . . , vN ) := Lu = P Tc satisfies the discrete ordinate
equation

(13) ∂tv + Λ∂zv + σv = σ
(ρ

2

)
,

where ρ = [ρ, . . . , ρ]T . In particular, each vα is a solution of (8) along the direction µ = λα,
but with initial condition

(14) F(z, λα, 0) = cT (z, 0)p(λn) =
〈
ppT

〉−1 〈
pT F (z, ·, 0)

〉
p(λn) .

If initially positive, then these solutions will remain so for all time [6]. Thus the particle
concentration, which is given by ρ = wTv, is also positive.
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In some cases, positivity of the vα and of ρ can be preserved by a numerical scheme.
One such scheme is the following first order, semi-implicit, upwind (SIU) method for the
spatial averages vn

i on a uniform mesh:

(15) vn+1
i = vn

i −
∆t

∆z

[
Λ+(vn

i − vn
i−1) + Λ−(vn

i+1 − vn
j )

]−∆tσ
(
vn+1

i − ρn+1
i

)

or, in terms of the moments,

(16) un+1
i = un

i −
∆t

2∆z

[
A(un

i+1 − un
i−1)− |A|(un

i+1 − 2un
j + un

i−1)
]−∆tσun+1

i

where |A| = L|Λ|R and Λ± = (Λ± |Λ|)/2.

Proposition 1. The numerical scheme (15)-(16) preserves the positivity of the components
of v under the CFL condition ∆t < ∆z.

Proof. We write the scheme as

(17) vn+1
i = γ[Cvn

i + C−vn
i−1 + C+vn

i+1] + (1− γ)ρn+1
i ,

where the scalar

(18) γ :=
1

1 + σ∆t

and the components of the diagonal matrices

(19) C :=
(

I − ∆t

∆z
|Λ|

)
and C± :=

∆t

∆z
Λ±

are all positive under the assumed CFL condition. It remains only to show that ρn+1
i is

positive. However, this fact is trivial, since

(20) ρn+1
i = wT [Cvn

i + C−vn
i−1 + C+vn

i+1]

and the components of v are positive. ¤

Even though the reconstruction F is positive at the quadrature points λn, the same is
not true for all values of µ. Consider the following example.

Example 1. We apply SIU algorithm to a test problem with periodic boundary conditions.
The initial condition for ρ is a delta function at the origin (the so-called plane source); all
other moments are initially zero, and σ = 1.

In Figure 3, we plot results after time t = 1.0. Figure 3(a) shows the profiles of the four
discrete ordinate components of v, which are all positive. Figure 3(b) shows the profile of
ρ, which is just a weighted sum of these components and hence also positive. In Figure
3(c), we plot the minimum value of the reconstruction F at each point in space:

(21) F∗ := min
µ∈[−1,1]

F(u(z, 1), µ) .
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It is clear that the angular reconstruction goes very negative near the peaks of the char-
acterstic waves. Indeed, in the worst case, the ratio of |F∗| to the corresponding isotropic
distribution is greater than one—that is,

(22) max
z∈[0,2]

|F∗|
ρ/2

> 1 .
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(d) P3 reconstruction at z = 0.68. Cir-
cles highlight quadrature points.

Figure 3. Results at time t = 1.0 for the SIU scheme (15)-(16), applied to
the P3 equations and computed with 1000 spatial cells (∆z = 0.002).

In Figure 3(d), we give a plot of the reconstructed angular flux at the second peak,
near z = 0.68. The reconstruction is (just barely) positive at the quadrature points
{±0.33998...,±0.86114...}, but is negative near µ = −1.0 and again around µ = 0.5. The
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fact that the PN reconstruction so strongly violates the positivity property of F raises se-
rious questions as to whether the PN equations can provide a faithful representation of the
transport equation. It also motivates our work in the next section to introduce corrections
which enforce positivity of the reconstruction in an explicit fashion.

4. The Positive PN (PPN) Closure

In this section, we introduce a closure which guarantees positivity of the reconstruction
F of the kinetic density and, consequently, the particle concentration ρ. The ansatz for
this closure is the solution to a constrained, convex optimization problem that is motivated
by a variational formulation of the standard PN closure.

4.1. The Optimization Problem. While the PN equations are usually derived by a
straight-forward spherical harmonic expansion [34], the PN reconstruction itself can be
formulated as the solution to the following optimization problem:

minimize
1
2

〈|f |2〉(23)

subject to f ∈ L2(S2) , 〈pf〉 = 〈u〉 ,

where the components of p are spherical harmonics. The Lagrangian L : L2(S2)×Rs×Rs →
R corresponding to (23) is

(24) L(f,d;u) =
1
2

〈|f |2〉− dT (〈pf〉 − 〈u〉)) .

For a fixed value of u, the solution of (23) corresponds to the saddle point of L at (F , c),
where c ∈ Rs solves the dual problem

(25) minimize
1
2

〈|cTp|2〉− cTu .

First order conditions at the saddle point of L imply that

(26)
δL
δf

(F , c;u) = 0 and
∂L

∂d
(F , c;u) = 0 .

These two relations recover exactly the PN reconstruction given in (6).
To ensure positivity of F , we modify the above prescription for the PN reconstruction

by adding an inequality constraint as follows:

minimize
1
2

〈|f |2〉(27)

subject to f ∈ L2(S2) , 〈pf〉 = 〈u〉 , f ≥ 0 .

Of course, enforcing such a constraint everywhere is generally not possible. In practice,
we enforce the constraint on a finite quadrature set Q which is used to approximate the
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integrals in (27) and provides higher resolution of the angular variable of phase space than
the components of p. This leads to the following discrete version of (27):

minimize
1
2

∑

Ωk∈Q
wk|f(Ωk)|2(28)

subject to
∑

Ωk∈Q
wkp(Ωk)f(Ωk) = 〈u〉 , f(Ωk) > 0 ∀ Ωk ∈ Q ,

where wk is the weight corresponding to each quadrature point Ωk. A natural choice for Q
is to use a standard discrete ordinate quadrature set [15, 22, 31, 36]. Two examples of the
optimization output are given in Figure 4.
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(a) P1 vs PP1
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(b) P3 vs PP3

Figure 4. Example optimization output. The underlying quadrature set
Q is 10-point Gauss-Legendre. Circles are original function values on Q for
f(µ) = 0.1 exp(4.0µ). Stars are the standard PN reconstruction. Pluses are
the PPN reconstruction.

.

4.2. Implementation. Our implementation of the PPN closure follows in two basic steps.
First, given moment data at time tn, we solve the optimization problem in (27) to define an
ansatz on each spatial cell. Each ansatz is then used to compute the numerical flux for an
appropriate hyperbolic solver. The main challenge of this implementation is to ensure that
the constraints in the optimization problem define a non-empty feasible set. In particular,
the hyperbolic solver should not destroy feasibility at the next time level—that is, the
values of the moments at tn+1 must be consistent with a positive kinetic distribution. To
ensure that this is indeed the case, we use a first-order, semi-implicit kinetic scheme.
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4.2.1. One Space Dimension. In one dimension, our semi-implicit algorithm is based on
the one-dimensional transport equation (8). Let {zi}i∈Z be a set of uniformly spaced
points that are centers of cells Ci = [zi−1/2, zi+1/2] of width ∆z and let {tn}n∈Z be a set of
uniformly spaced time intervals. Define

(29) F̄n
i,k =

1
∆z

∫

Ci

F̄ (z, µk, t
n) dz .

A semi-implicit, upwind approximation of (8) is

(30)
F̄n+1

i,k − F̄n
i,k

∆t
+max(µk, 0)

F̄n
i,k − F̄n

i−1,k

∆z
+min(µk, 0)

F̄n
i+1,k − F̄n

i,k

∆z
+σiF̄

n+1
i,k =

σi

2
ρn+1

i ,

where σi is an appropriately averaged value of σ on Ci. (For the numerical results in the
next section, σ is a constant.) It is easy to show that the statement of Proposition 1
applies to this scheme, so that F̄n+1

i,k is positive under a CFL condition ∆z ≤ ∆t. To derive
a scheme for moments, define the spatial averages

(31) un
i =

1
∆z

∫

Ci

u(z, tn) dz ≡ 1
∆z

∫

Ci

∫ 1

−1
p(µ)F̄ (z, µ, tn) dµdz ,

and apply the quadrature rule associated with Q to (30), using the equality constraints
in (28) to evaluate the moments and the source and loss terms. This gives the following
kinetic scheme for the moments:

(32)
un+1

i − un
i

∆t
+

∑

µk>0

wkµkpk

F̄n
i,k − F̄n

i−1,k

∆z
+

∑

µk<0

wkµkpk

F̄n
i+1,k − F̄n

i,k

∆z
= −σiQun+1

i ,

where pk := p(µk) and the components of p are the Legendre polynomials [2] on the
interval [−1, 1]:

(33) Pl(µ) =

{
0 , l = 0
1

2ll!
∂l

∂µl (µ2 − 1)l , l > 0
.

This kinetic scheme (32) is valid for any closure. To select a particular closure, one
need only select an angular reconstruction for F̄ in (29). For PPN , this is done using the
ansatz defined via the optimization problem in (28), where the quadrature set Q is the
M -point Gauss-Legendre quadrature set on [−1, 1] and M ≥ N + 1. We implement (32)
in MATLAB, using the program quadprog to solve (28).

4.2.2. Two Space Dimensions. The implementation of the scheme in higher dimensions is
straightforward. In two dimensions, we can write F = F (x, y,Ω, t). The transport equation
for F in this case is

(34) ∂tF + ξ∂xF + η∂yF + σF =
σ

4π
ρ ,

where ξ and η are the x and y components of Ω, respectively.
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Let {(xi, yj)}(i,j)∈Z2 be a mesh of evenly spaced points that are centers of rectangular
cells Cij = [xi−1/2, xi+1/2]× [yj−1/2, yj+1/2] with dimensions ∆x and ∆y. Let {tn}n∈Z be a
set of evenly spaced time intervals. Define

(35) Fn
i,j,k :=

1
∆x∆y

∫

Ci

F (x, y,Ωk, t
n) dx ,

where Ωk is a element of the quadrature set Q. The semi-implicit upwind scheme for (34)
is

Fn+1
i,j,k − Fn

i,j,k

∆t
+ max(ξk, 0)

Fn
i,j,k − Fn

i−1,j,k

∆x
+ min(ξk, 0)

Fn
i+1,j,k − Fn

i,j,k

∆x
(36)

+ max(ηk, 0)
Fn

i,j,k − Fn
i,j−1,k

∆y
+ min(ηk, 0)

Fn
i,j+1,k − Fn

i,j,k

∆y

= −σi,j

(
Fn+1

i,j,k −
1
4π

ρn+1
ij

)
,

where σi,j is an appropriately averaged value of σ on Cij . Integrating this discrete equation
against p and applying the constraints in (28) gives

un+1
i,j − un

i,j

∆t
+

∑

ξk>0,ηk

wkpkξk

Fn
i,j,k − Fn

i−1,j,k

∆x
+

∑

ξk<0,ηk

wkpkξk

Fn
i+1,j,k − Fn

i,j,k

∆x

(37)

+
∑

ξk,ηk>0

wkpkηk

Fn
i,j,k − Fn

i,j−1,k

∆y
+

∑

ξk,ηk<0

wkpkηk

Fn
i,j+1,k − Fn

i,j,k

∆y
= −σi,jQun+1

i,j ,

where pk := p(Ωk). As in the one-dimensional case, the closure is implemented by finding
an ansatz to approximate Fn

i,j,k. The two-dimensional algorithm is also implemented in
MATLAB, using quadprog to solve the optimization problem (28).

In general, the spherical harmonics components of p take the form [2]

(38) Y m
l (θ, φ) =

√
2l + 1

4π

(l −m)!
(l + m)!

Pm
l (cos θ)eimφ.

Here, θ and φ are the polar and azimuthal angles, respectively, associated to Ω, so that

(39) Ω = (ξ, η, µ) = (sin θ cosφ, sin θ sinφ, cos θ) .

The degree l and order m are integers such that 0 ≤ l ≤ N and −l ≤ m ≤ l.5 The
associated Legendre functions are denoted by Pm

l and are defined for l ≥ 0 in terms of

5Using standard trigonometric identities, one can show that Y m
l is a polynomial in Ω of degree l.
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Legendre polynomials:6

(40) Pm
l (x) =

{
(−1)m(1− x2)m/2 ∂mPl(x)

∂xm , m ≥ 0
(−1)m (l−|m|)!

(l+|m|)!P
|m|
l , m < 0

.

It is easy to show that if F is a solution of (34), then the function F̂ given by

(41) F̂ (x, y, ξ, η, µ) := F (x, y, ξ, η,−µ)

is also a solution. From symmetry considerations, one can further show that moments with
respect the Y m

l are identically zero when l+m is odd. We therefore consider only moments
for which l + m is even.

For the quadrature set Q, we use Chebyshev-Legendre product quadrature set [36]. For
a even integer M , points in the set have the form

(42) Ωk1,k2 = (ξ, η, µ)k1,k2 = (µk1 cosφk2 , µk1 sinφk2 , µk1)

where µk1 , 1 ≤ k ≤ M/2, are the positive elements of the M -point, one-dimensional
Gauss-Legendre quadrature set 7 over the interval [−1, 1] and

(43) φk2 =
π

2M
(2k2 + 1) , k2 = 1, . . . , M.

We choose this quadrature because it evaluates the polynomials in Ω up to degree 2M − 1
exactly (up to roundoff). In particular, when the PN and PPN reconstructions agree—that
is, when the PN reconstruction is positive on Q—the half fluxes in the kinetic scheme (37),
which involve polynomials degree 2N +1, are computed exactly (up to roundoff) whenever
M ≥ 2N .

4.3. Properties of the Closure and Its Implementation. The current implementation
of the PPN closure has two main benefits. First, it is local in space. Thus, even though
the optimization algorithm (28) must be solved in each spatial cell at each successive time
level, the solution procedure can be performed in parallel. Moreover, sharing of flux data
between cells is only at the moment level, not at the kinetic level. For example, the fluxes
in the one-dimensional scheme (32) are computed in the following way

∑

µk>0

wkµkpk

Fn
i,k − Fn

i−1,k

∆x
=

1
∆x






 ∑

µk>0

wkµkpkF
n
i,k


−


 ∑

µk>0

wkµkpkF
n
i−1,k






(44)

∑

µk<0

wkµkpk

Fn
i+1,k − Fn

i,k

∆x
=

1
∆x






 ∑

µk<0

wkµkpkF
n
i+1,k


−


 ∑

µk<0

wkµkpkF
n
i,k






 ,(45)

where the sums are calculated in each cell first before taking differences. (Note also that
the products wkµkpk are all precomputed.) The same strategy applies to implementations

6The spherical harmonics and associated Legendre functions have various normalizations and sign con-
ventions. Our choice of constants is such that the harmonics form an orthonormal basis on S2. This choice
has no effect on the results.

7Integration over negative values is determined by symmetry.
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in higher dimensions, such as (37). The fact that the algorithm requires relatively large
numbers of local function evaluations, but a relatively small amount of data transfer means
that it is well-suited to large scale implementation on massively parallel architectures, where
memory transfer and latency are the bottlenecks to overall performance.

Another important benefit of the closure, which is not restricted to the numerical imple-
mentation given here, is the fact that it reduces to the standard PN closure whenever the
reconstruction of the latter does not violate the positivity condition in (28). Thus, in our
implementation, we can simply check whether or not the positivity condition is violated
on the given quadrature set. If not, then we use the standard PN closure, for which the
fluxes in (32) and (37) can be computed using the PN reconstruction (6).8 Typically the
PN reconstruction will need to be corrected only around initial and boundary layers and
regions of strong discontinuities.

The drawbacks to the current implementation are: (i) it is only first-order; and (ii)
it is not asymptotic-preserving, in the sense of [16]. In particular it does not capture
the diffusion limit of the transport equation [18]. This is the price to be paid for ensuring
positivity of the underlying discrete solution to the kinetic equation. One could improve the
formal accuracy to second order and still maintain positivity by using linear reconstructions
with slope limiters for each quadrature angle in underlying kinetic discretizations (30) and
(36). However, the use of limiters introduces nonlinearities and requires communication
between spatial cells at the kinetic level, a complication we would like to avoid.

Efforts to develop a second-order AP scheme for the PPN system are currently underway,
but no implementation exists at present. One idea is to use one of many possible AP
schemes [1, 13, 14, 18, 26] in regimes where the PN reconstruction is positive and then
switch to the first-order scheme in regions where the PN reconstruction becomes negative,
where the diffusion limit is not expected to be valid anyway.

5. Numerical Results

5.1. One-Dimension. We again consider the plane source problem from Example 1. Re-
sults for the particle concentration are plotted in Figures 5-7 for several values of N and
at several times. For each N , the PPN solution is computed using a 2(N + 1)-point
Gauss-Legendre quadrature set9 and are thus denoted PPN -S2(N+1). For comparison, a
PN solution and a semi-analytic solution, taken from [10], is provided. In order to make
a fair comparison, the PN solution is computed with the same kinetic scheme as the PPN

solution. The only difference is that the PPN reconstruction is replaced by the usual PN

ansatz (6). We make several observations about these results:

8This can be done efficiently by noting that the flux integrand in (3) can be written as

(46) ΩpF = ΩppT 〈pT p〉−1u

Thus matrices needed to computed half-fluxes in the kinetic scheme are fixed integrals that can be precom-
puted. Only matrix-vector products with u need to be computed at run time. The necessary integrals can
be done analytically or with the given quadrature rule associated to Q.

9The (N + 1)-point quadrature set corresponds to the standard PN solution.
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• The PPN closure propagates information from the initial condition faster than the
PN closure.

• The wave behavior in the PPN closures is less pronounced than it is in the PN

closure.
• The differences between PN and PPN decrease as N and t increase.
• The qualitative behavior of the PP1 solution is similar to that of the maximum

entropy solution in [4].
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Figure 5. Numerical results for the plane source at t = 1.0. Solid Line:
Semi-analytic solution; circles: PN ; crosses: PPN .
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Figure 6. Numerical results for the plane source at t = 2.0. Solid Line:
Semi-analytic solution; circles: PN ; crosses: PPN .
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Figure 7. Numerical results for the plane source at t = 5.0. Solid Line:
Semi-analytic solution; circles: PN ; crosses: PPN .

5.2. Two Dimensions. We consider the pulsed line-source problem with σ = 1 and initial
particle concentration ρ(x, y, 0) = δ(x, y) + b, where the background b is a small, positive
constant. All other moments intially zero. The reason for adding b to the linesource is that
quadprog sometimes fails to find a feasible solution to (27), due to (i) tolerances in the
stopping criteria and in the constraints and also (ii) round-off error in the kinetic scheme
itself. Adding the background is simply a quick fix to this problem. To ensure a robust
algorithm, we make a conservative choice of b = 1.0−6, even though much smaller values
often work. Future efforts will involve development of our own optimization algorithm
which, among other things, will allow us to remove the background.

Plots of ρ for a variety of simulations are given in Figures 8-13. In Figure 8, we compare
the PPN quadrature with the underlying discrete ordinate solution. The only difference
between the two calculations in that the discrete ordinate solution maintains values for
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each ordinate in memory and therefore does not need to reconstruct an ansatz. For a small
quadrature set (S2), the PPN solution is quite similar to the discrete ordinate solution. In
particular, rays effects are quite noticeable. However, for the larger S8 quadrature set, the
solutions are quite different.

Figure 9 compares PP1 with the standard P1 closure. As in the one-dimensional case,
both closures are computed with the same kinetic scheme, but each with a different ansatz.
Unlike the P1 particle concentration, the PP1 particle concentration remains positive at
small times. In addition, the information from the pulse in the PP1 solution moves faster
than it does for the P1 solution. However, at larger times, the two solutions are very
similar. Figure 10 is a set of snapshots for the PP1-S8 closure.

Figures 11-13 repeat Figures 8-10, but with N = 3. In these figures we note that there
is a noticeable lack of rotational symmetry in the PPN solutions. Part of this phenomenon
is due at least in part to the numerical grid. The P3 solution shown in Figure 12 also has
these artifacts at directions diagonal to the rectangular grid. Some part of the artifacts
may be a ray effects from the underlying S8 quadrature in the PP3 solution. Nevertheless,
the magnitude of these artifacts in the PP3 solution is much smaller than the SN ray
effects.
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Figure 8. Comparison of PP1 and the underlying discrete ordinate simu-
lation t = 1.0 for the line source problem.
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Figure 9. Comparison of P1 and PP1 for the line source problem.
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Figure 10. Snapshots of PP1 for the line source problem.
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Figure 11. Comparison of PP3 and the underlying discrete ordinate sim-
ulation t = 1.0 for the line source problem.
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Figure 12. Comparison of P3 and PP3 for the line source problem.
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Figure 13. Snapshots of PP3 for the line source problem.

6. Discussion and Conclusions

We have motivated the development of a positive closure for the PN equations by showing
that the kinetic reconstruction in the standard truncation closure can be negative, even
in one-dimensional problems. We developed a closure for the PN equations, the PPN

closure, that is based on the solution of a quadratic optimization problem. The new closure
enforces positivity of the reconstruction at the points of a highly resolving quadrature set
and reduces to the standard PN closure in regions where the standard reconstruction is
positive.

In comparison with the standard PN truncation, our closure eliminates unphysical, neg-
ative particle concentrations while mitigating wave effects and slow particle speeds. Ad-
ditionally, the PPN solutions are not plagued by ray effects found in discrete ordinates
solutions.
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While we believe that the PPN method shows potential for solving large-scale transport
problems, there is still a need for future work. Chiefly, the fact that our implementation is
not asymptotic preserving needs to be addressed. Indeed, kinetic discretizations like (30)
and (36) were long ago abandoned by the transport community for there lack of accuracy,
especially in the diffusion limit. Implicit implementations are also needed for steady-state
and stiff multi-physics problems. Finally, parallelization is required in order to make any
implementation of the PPN system practical and computationally competitive.
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