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CONVERGENCE ANALYSIS OF THE DEFECT-CORRECTION ITERATION FOR 
HYPERBOLIC PROBLEMS* 

J.-A. DEsIDERit AND P. W. HEMKERi 

Abstract. This paper explains some of the convergence behaviour of iterative implicit and defect-correction 
schemes for the solution of the discrete steady Euler equations. Such equations are also commonly solved by 
(pseudo) time integration, the steady solution being achieved as the limit (fort ~ oo) of the solution of a time­
dependent problem. Implicit schemes are then often chosen for their favourable stability properties, permitting large 
timesteps for efficiency. An important class of implicit schemes involving first- and second-order accurate upwind 
discretisations is considered. In the limit of an infinite timestep, these implicit schemes approach defect-correction 
algorithms. Thus our analysis is informative for both types of construction. 

Simple scalar linear model problems are introduced for the one-dimensional and two-dimensional cases. These 
model problems are analyzed in detail by both Fourier and matrix analyses. The convergence behaviour appears to be 
strongly dependent on a parameter f3 that determines the amount ofupwinding in the discretisation of the second-order 
scheme. 

In general, in the convergence behaviour of the iteration, after an impulsive initial phase a slower pseudo­
convective (or Fourier) phase can be distinguished, and then a faster asymptotic phase. The extreme parameter 
values f3 = 0 (no upwinding) and f3 = I (full second-order upwinding) both appear as special cases for which the 
convergence behaviour degenerates. They are not recommended for practical use. For the intermediate values of 
f3 the pseudo-convection phase is less significant. Fromm's scheme ({J = 1/2) or van Leer's third-order scheme 
(/3 = 1/3) show quite satisfactory convergence behaviour. 

In the last section experiments for the steady Euler equations are discussed. Comments are given on how well 
phenomena, understood for the scalar linear model problem, are recognised for this system of more complex nonlinear 
equations. 
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1. Introduction. The Euler equations govern the motion of inviscid compressible flow. 
When the flow is supersonic, the steady Euler equations are hyperbolic, and they can be i.nte­
grated by a "space-marching" procedure that sweeps the domain starting from one boundary 
where it is appropriate to specify the data. These methods are very efficient because they are 
noniterative. However, for many situations of practical interest, the flow is not supersonic 
throughout the domain. For example, when a blunt body is in supersonic motion, a shock 
wave forms in front of the body and it is well known in aerodynamics that in such a flow there 
always exists a subsonic pocket between the shock wave and the body. There the steady Euler 
equations are elliptic in nature, and a direct space-marching procedure is not applicable. (In 
addition, the boundaries of the elliptic region are usually not known a priori.) The solution 
method is then necessarily iterative. The efficiency of the iterative method is then of crucial 
importance, since the discretisation may yield a large number of unknowns. 

One way to construct an iteration that yields the solution to the steady Euler equations 
at convergence is to integrate forward in time the time-dependent Euler equations which are 
hyperbolic, regardless of the flow regime. The initial solution is then arbitrary and the timestep 
is viewed as a relaxation parameter. This paper focuses on the iterative properties of a certain 
class of implicit (pseudo-)time-integration methods commonly employed in compressible flow 
computations to solve, at convergence, the steady Euler equations. 
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In order to perform a theoretical analysis of the rate of convergence, a very simple model 
is introduced. For this, recall that in two dimensions the Euler equations can be written in the 
following quasi-linear form: 

(1) Wr + Awx + Bwy = 0, 

in which A = A(w) and B = B(w) are the usual 4 x 4 Jacobian matrices, which can be 
diagonalised explicitly. To allow a linear analysis of numerical schemes, one may construct 
a hyperbolic model equation by setting A and B to constant matrices, subject to the condition 
that any linear combination of A and B should be diagonalisable. 

In one dimension, and after diagonalisation, the above system reduces to a set of convection 
equations, and an appropriate model is given by the following quarter-plane problem: 

(2) { 

Ur+ CUx = 0 

u(x,0)=0 

u(O,t)=l 

(c > O; t > 0, x > 0), 

(x > 0), 

(t > 0). 

This is a purely convective problem, in which information travels without dissipation along 
characteristics. The process of convergence (to steady state, on a fixed spatial interval (0, X]) 
is therefore distinct from that of a dissipative phenomenon. However, in discrete models, 
dissipation may exist in the form of artificial dissipation. 

For the model problem, various differencing schemes may be employed to represent the 
spatial derivative u x: central differencing, 8~; first-order backward differencing, 8~. 1; second­
order backward differencing, 8~. 2 • 1 The matrix analogues of these operators can be written 
down in a precise way that accounts for the left-boundary condition, and assumes that the 
central difference operator is replaced by backward differencing at the right boundary. These 
matrix models differ only by a small number of elements from those one would construct to 
study a similar linear, hyperbolic, purely initial value model problem obtained from the above 
by replacing the boundary condition with the assumption of a spatially periodic solution. It 
is emphasised that these models are very distinct in nature. In the periodic case, one usually 
avoids the matrix notation, in which linear operators are represented by circulant matrices that 
are all simultaneously diagonalised by the discrete Fourier transform. Hence, the analysis is 
directly carried in terms of eigenvalues (discrete Fourier analysis). The periodic model, which 
does not contain the effect of boundary conditions, is adequate to yield L2-stability conditions, 
phase-error, and wavespeed evaluations. On the other hand, the nonperiodic model, (2), is 
more appropriate for (asymptotic) iterative convergence rate estimations. 

For both discrete equations the following general statements can be made. 
(1) All the eigenvalues Am of any acceptable differencing scheme fall on the same half­

plane 

(3) 

(2) The central-difference operator can be diagonalised. In the periodic case, the eigenval­
ues are purely imaginary, which indicates the absence of artificial viscosity. In the nonperiodic 
case, with N equations, all but one eigenvalue can be shown to satisfym(),m) = O(log(N)/ N). 

(3) In the nonperiodic case, pure upwind schemes are represented by defective (i.e., 
nondiagonalisable) matrices with multiple eigenvalues, whose real parts are of order I. 

1 Backward differences are considered in the definition of upwind schemes since c > 0 has been assumed. 
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We observe that in the case of the Euler equations, upwind schemes satisfying state­
ment (1) are constructed via flux or flux-difference splitting, which isolates the contributions 
from the positive and the negative eigenvalues prior to applying a backward- or forward-type 
differencing scheme. 

1.1. Implicit schemes. We now examine more closely the time-discretisation method, 
sometimes referred to as the solver, when only the converged, steady-state solution is of 
interest. Then implicit schemes are attractive because they are not limited by the CFL stability 
condition, and therefore allow rapid convergence to steady state when large timesteps are 
employed. Here we concentrate on the linearised backward Euler scheme for the solution of 
the semidiscrete system u1 + Dh (u) = 0: 

(4) 

where t:..t is the timestep and the operator Mh, which is defined by 

(5) 

involves the Jacobian of the discrete set of equations to be solved, D1z (un) = 0. To evaluate 
the stability of this method we consider again the linear hyperbolic model, for which D1i and 
Mh can be thought of as matrices constant during the iteration and satisfying 

(6) 

so that an amplification matrix G t:.c can be defined by un+I = G t:.rU" +b. Here bis a constant 
vector containing prescribed boundary terms, and G t:.c turns out to be 

(7) 

Thus, if the eigenvalues of D1i are denoted as before by A.m (m = I, 2, ... , N), those of G t:.r 
are given by 

At Am 
8m (At) = 1 - = -- , 

I + At Am Zm + 1 
(8) 

where Zm =Am At. Since for all m, m(zm) ::: 0, it follows that for all At 

(9) 

thus proving that the method is unconditionally stable for the associated linear hyperbolic 
problem. Furthermore, 

(10) lim 8m(At) = 0. 
!::.1-HXJ 

Of course these results, valid for a linear model, may not entirely extend to the nonlinear 
case. However, the Euler implicit method is stable for values of At that are not limited 
by the CFL condition. It becomes more dissipative with larger timesteps while the steady­
state solution, which is independent of At, is only determined by the differencing operator 
D1i appearing explicitly on the right-hand side. (This in contrast to the Lax-Wendroff type 
schemes, for example, for which the steady state depends on the timestep used.) If one lets 
At ~ oo, we recognise Newton's method.2 

2For a linear problem, the amplification matrix G00 is then equal to the null matrix and the process converges in 
one iteration step. This confirms that the ability to use stable, very large timesteps is a highly desirable feature for 
the solver. This property does not hold for factored implicit schemes. 
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We now examine the algorithmic standpoint. The application of the algorithm defined in 
eq. ( 4) is usually performed in three steps: (i) the explicit or physical phase: evaluation of the 
right-hand side vector R = -6.t D1iun; (ii) the implicit or mathematical phase: solution of 
the system Mh.6.un = R, in which the unknown is the vector .6.un; (iii) the update: u"+1 = 
u" + .6.un. 

The implicit phase preconditions the system in a way that enhances the stability of the 
method but has no effect on steady-state accuracy. The physical phase alone defines the 
converged solution. Therefore we require that the operator D1i be at least second-order accurate 
in regions where the solution is smooth. This is achieved either by a central differencing scheme 
[l], [12] or a second-order upwind scheme. The latter alternative has gained some popularity 
in recent papers (10], (11], (13], [14] because it yields schemes that have better monotonicity 
properties and thus produce more physically relevant solutions near discontinuities. Another 
alternative is to combine a central discretisation with an upwind discretisation [9], [15]. In any 
case, the evaluation of a second-order accurate space discretised operator is generally attained 
with moderate difficulty. 

Constructing a second-order accurate preconditioner is a much more complex task, how­
ever. Partly for this reason it is interesting to consider the case of a first-order approxima­
tion of the Jacobian in the preconditioner. This alternative is also attractive because for a 
constant-coefficient hyperbolic model problem, the system of linear equations to be solved 
at each timestep is diagonally dominant. Hence its solution can be carried by relaxation 
(e.g., Gauss-Seidel or Jacobi iteration). However, with a first-order implicit preconditioner, 
some inconsistency is introduced in the formulation, and the efficiency of the method at large 
timesteps can no longer be that of Newton's method. The rate of convergence to steady state 
is the main subject of the present article, in particular for a class of implicit schemes in which 
a parameter f3 (0 < f3 < 1) controls the degree of upwinding introduced in the second-order 
differencing scheme of the implicit part. 

1.2. The model implicit upwind schemes. Here we introduce some notation to analyze 
the convergence of the iterative implicit scheme applied to the model problem. A second-order 
difference operator of adjustable upwinding is employed in the explicit phase 

c fJ 
Dh = -8x 2· .6.x , 

(11) 

Here 8~ 2, (0 ~ f3 < 1), combines the second-order backward differencing scheme with the 
central differencing scheme 

(12) 8~.2 = /38~.2 + (1 - /3)8~. 

As mentioned before, this discretisation gained considerable popularity since it was introduced 
in aerodynamics (15]. A first-order upwind scheme is applied in the implicit phase 

( 13) 
c .6.t u 

Mh =I+ -8x 1 • 6.x , 

With these expressions for Mh and D1,, the amplification matrix, G t:.t• is completely determined 
(eq. (7)). When .6.t -+ oo, the amplification matrix G t:.t approaches 

(14) 

Thus, although the timestep is infinite and the problem linear, the amplification matrix is 
nonzero. Thus, the iteration is not equivalent to Newton's method, and the asymptotic con­
vergence can at best be linear. 
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1.3. The defect-correction method. The iteration (4), derived in the previous section, 
can be seen as an application of the defect-correction method [2]. In a defect-correction 
iteration the solution u* of a linear or nonlinear equation, 

(15) c:t>2(u) = f, 
is found by iteration with a simpler, approximate equation for the same problem. For example, 
let <l> 1 (u) and <1>2 (u) be a first-order and a second-order discrete approximation, respectively, 
to the same equation. Then the iterative process starts by first solving 

(16) 

for the unknown u 1, and then solving, for n = I, 2, ... , the equation 

(17) 

In this way only "simple" equations of the type c:t> 1 (un+I) =~are solved, andit it is immediate 
that a fixed point of the iteration yields a solution of (15). Such a construction is common 
also when a steady problem is accurately approximated by a spectral method denoted by <1>2 
(associated with a full matrix), while an approximation of simpler type, e.g., finite-difference 
type, denoted by <1> 1 (associated with a band matrix), is introduced to construct a simple 
iteration. 

If the operators et> 1 and c:t>2 are differentiable, with nonsingular Jacobian matrices D<l> 1 
and D<l>2, then a small error en = un - u* approximately satisfies the relation 

(18) 

Hence, the linear error amplification operator is given by 

(19) 

In this way, accurate discrete operators are evaluated only to form right-hand sides in (17). 
Inversions only involve the simpler first-order discrete operator. In our case, for the steady 
state (i.e., /::;.t -+ oo) we have 

(20) 
c fJ 

<l>2 = -;;:-0x 2• uX . 

and the identification is obvious. In a similar way, for finite M, the fully implicit method is 
identified with a defect-correction iteration for which <1> 1 = Mh, <l>2 = 6.t Dh. 

Defect-correction iteration has interesting implications from the point of view of stability 
and accuracy. In the linear case, because only the operator <l> 1 is inverted, for a stable approx­
imate solution un (n = l, 2, ... , ) only stability of the operator <I> 1 is required (see e.g. [2] or 
[6, § 14.2.2]). This is true for any fixed n, but the stability bound degenerates for n -+ oo. On 
the other hand, it is simply verified that if c:t> 1 is stable, and if <l>k is a Pkth-order discretisation 
ofa continuous operator <l>, (k =I, 2), p1 < p2, then un is an O(hmin(npi.P2>) approximation 
to the true solution of the continuous problem. This implies that smooth components in the 
discretisation error of u 1 converge rapidly. In our case, there is a factor 0 (h) per iteration 
step. It is interesting to know that the high{requency components, which are slowly converg­
ing to the solution of <l>2 (u) = f, are essentially the same error components that give a poor 
approximation to the continuous problem. This is illustrated by the results of Koren ((9, Fig. 
5.7]). 

Although these arguments suggest that a small number of iterations is sufficient to obtain 
accurate results, and that, in general, it is unwise to iterate ( 17) until convergence is observed, 
in this paper we study the general convergence behaviour of the above iteration procedure. 
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2. One-dimensional analysis. 

2.1. Fourier type analysis. 
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2.1.1. The interior domain. In this section we first give the analysis of the defect­
correction iteration, neglecting the effect of the boundaries. In m¥any cases this gives a good 
impression of the convergence behaviour in the initial phase of the iteration. We consider the 
operators 8x,I and 8~.2 working on a uniform discretisation of the line (-oo, +oo) . Then 8x.1 

and 8~. 2 can be represented by infinite Toeplitz matrices of the form (in stencil notation) 

(21) 

and 

(22) 

8x, I = Trid [ -1, l, 0], 

8~.2 = (1 - {3) Trid [-4, 0, 41 + f3 Pentad [4, -2, ~. 0, O] 

= 4 Pentad [{3, -3{3 - l, 3{3, 1 - {3, O]. 

Any discrete 12-function uh, defined on( ... , -2h, -h, 0, h, 2h, .. . ) can be decomposed in 
its Fourier modes ull), with ull)(hj) = eillJhj, by 

(23) 

where F(uh)eL2(-I, I), such that F(uh)(w) = Jin 'E~oo e-illJhj uh (j h) is the Fourier trans­

form of u,,. It is easily shown that F(8 •. 1u1i)(w) = F(ox,i)(w)F(uh)(w), where 

(24) F(8x, 1)(w) = -e-illJh + 1 = 2ie-il1Jhf2sin(wh/2). 

Similarly 

(25) 
F(8 13 )(w) = 2i e-il1Jhf2 [sin(wh/2) + 

x,2 

i cos(wh/2)sin2 (wh/2) + (2{3 - l)sin3 (wh/2)]. 

The amplification operator of the defect correction is given by G00 = I - (Sx,1)- 1 8~. 2 and, 
hence, 

(26) 
F(G00 )(w) = 1 - (F(8x.1Hw))- 1 F(8~.2 )(w) 

= i sin(wh/2)cos(wh/2) + Ksin2(wh/2), 

where K = 1 - 2{3. Thus we find 

(27) 

and as the upperbound 

(28) sup !F(G00 )(w)! = { 
llJE(-rr/h,rr/h) 

\K\ 

I I 

2~ 

Special cases are 

(29) 

supllJE(-rr/h.rr/hl!F(Goo)(w)! =I 

SUPwE(-rr/h,rr/hl!F(Goo)(w)I = 1/2 

SUPwE(-rr/h,rr/h)\F(G00 )(w)I = ~.J2 ~ 0.530 

for K2 ::: 1/2, 

for 1 /2 ::: K2 ::: 1. 

for f3 = 0 or f3 = 1, 

for f3 = 1/2, 

for f3 = 1/3. 
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We can use supwE( _" 1h·"1 h) I F (Goo)( w) I as an estimate of the convergence factor of the defect­
correction iteration, in the case that there is no significant influence of any of the two bound­
aries. In Fig. 1 we give a picture of this amplification operator (28), as a function of {3 . 

. 8 

.6 

F(G .. Xw) 
.4 

.2 

0 .5 

~ 

FIG. 1. Fourier amplification factor (one-dimensional). 

From this analysis we see that convergence can be expected for /3E(0, 1). However, for 
11 - 2fJ 12 > 1 /2 convergence can be slow, and the high frequencies, for which sin2 (wh /2) ~ 
1, are the slowly damped components responsible for this behaviour. 

2.1.2. The infiuence of the boundary. In general, computations are made in a bounded 
domain and the influence of the inflow boundary cannot be neglected. Therefore the above 
Fourier analysis can only be of limited value. Nevertheless, as we shall see in §2.3, in many 
cases the results give a reasonable impression of the iterative behaviour in the initial phase of 
the iteration. As can be expected, this initial phase of the iteration takes longer if the number 
of points in the domain gets larger. 

To obtain an impression of the influence of the inflow Dirichlet boundary, we consider 
grid functions on a uniform partition {x; = i h, i = 0, 1, 2, ... , } of the half-line [0, oo) and 
we restrict ourselves to error components that vanish for large x;. The operators ox. I and 8~.2 
are again described by (21), (22), except for the first two equations in the system, which are 
determined by the boundary discretisation. 

The amplification operator G00 of the defect-correction iteration is given by (14) and 
we are interested in the behaviour of its eigenvalues. The eigenfunctions u;.. of G00 and the 
corresponding eigenvalues A. satisfy the relation 

(30) 

and from (21), (22) it follows that u,_ has the form 

(31) 

where µ 1 and J.l2 are roots of the equation 

(32) (1 - /3)J.L2 + (2fJ + 2A. - l)J.,l - fJ = 0. 

The constants A;, i = 0, 1, 2 are determined by the boundary condition and the two equations 
used near the boundary. Since we are only interested in real errors that lie in the neighbourhood 
of the boundary, the relevant eigenfunctions are restricted to those with lµI :;:: 1. Further, 
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because the eigenfunctions should be real, we see from (31) that either µ i, µ 2 elR or Iµ ii = 
1µ21. µi =I- µ2 if µi. µ2e<C. 

In the case of realµ, only those A.elR for which lµtl :::: 1 and IJL21 :::: 1 are acceptable. 
Eigenfunctions vanishing at infinity (i.e., as x; ~ oo) are such that Ao = 0, and the eigen­
functions satisfy the Dirichlet condition u>.(Xo) = 0 if, in addition, A1 + A2 = O holds. This 
combines to 

(33) U>.(Xk) =Aiµ~ - Aiµ~. k = 0, I, 2, ... ' 

which implies 

(34) U>.(X2)/U>.(X1) = µ1 + µ2 = -(2{3 + 2.A - 1)/(1 - {3) E JR. 

However, this leads to a contradiction because the discretisation near the boundary requires 

(35) (I - {3) U>.(X2) = (2(1 -A,) - 2{3) U>.(Xi). 

This implies that real .A are only possible for .A = l /2 - f3. 
In the case of complexµ we have lµtl = 1µ21. µ 1 =j:. µ 2. This implies µ2 = µie2i8, e =j:. 

0 mod(rr). Now, forO < f3 < 1 we know -/3/(1 -{J) = µ1µ 2 =µI e2i9 , and we obtain 
µi,2 = i .JfJ/(l - {J) e±ie. Further, the relation µi + J.l2 = (1 - 2{3 - 2.A)/(l - {3) yields the 
following expression for the eigenvalue: 

(36) .A = 1/2 - {J ± i J {3(1 - f3) cos(O), e =f:. 0 mod(rr). 

This expression describes the location of the eigenvalues in the complex plane. It follows that 
I.Al ::: J0/2 - /3)2 + {3(1 - /3) = 1/2, which is a bound for the spectral radius, independent 
of {3. As we shall see in the next section, a similar result is obtained for a finite interval, 
provided the matrix models account for the proper left-boundary specification and assume 
backward differencing at the right boundary. 

2.2. Matrix analysis. 

2.2.1. Standard schemes. For 0 < f3 < 1, the eigenvalues of the amplification operator 
for the discrete system with N + 1 nodal points (x; = ih; i = 0, 1, ... , N) approximating 
the model problem (2) are similar to those obtained in (36), provided backward differencing 
is used at the right boundary: 

(37) ( .Ao =0, 

A.,,,=! - f3 + i.JfJ(l - f3)cos '";, (m = 1, 2, .. ., N - I). 

A diagram of these eigenvalues, in which f3 is a parameter, is given in Fig. 2. The eigenvectors 
can be expressed explicitly, each one being a simple function of the corresponding eigenvalue; 
the matrix G 00 is diagonalisable3 and the convergence is (immediately) dissipative, at a rate 
slightly more rapid than that of the sequence 2-n, since the spectral radius is given by 

p(fJ) = IA.1(/3)1 
(38) 

= 4J1 - 4{J(l - /3) sin2 1J < ~. and hence~!· 
This result is remarkable since it implies that the iterative convergence rate is independent 
of meshsize. The best separation of the eigenvalues and the best condition for the system of 
eigenvectors are realised by the Fromm scheme (/3 = 1/2). 

3For f3 = 1/2 we are discarding the case where N is even, for which the eigenvalue J.. = 0 is double and the 
matrix defective; however, this has no severe effect on the convergence rate since only one eigenvector is missing, as 
it will be explained in the next section. 
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F10. 2. locus of the eigenvalues of the amplification operator in the complex plane relative to the circle of 
radius 1/2;for the one-dimensional nonperiodic model problem and infinite timestep with the second-order /3-upwind 
scheme and, for preconditioning, the first-order upwind scheme. 

2.2.2. Pathological schemes. We start this section by examining the application of the 
simple explicit first-order upwind scheme to (2): 

u'? - u'? 1 
u'?+I = u'? - c6..t 1 J-
1 J 6..x 

With a Courant number, v = c 6..t / t..x, equal to 1, the method reduces to the method of 
h • . ( h" h . ) n+I n If 1 n ( n n n )T h N c aractenstics w IC IS exact: uj = uj_1. we et u = u" u2 , •.. , uN , w ere 

denotes the number of mesh intervals, we have 

(39) 

where 

G= 

0 

(40) 0 
h= ( il 

0 

0 

The amplification matrix G is defective, and although the spectral radius p = 0, the steady­
state solution is not found in one iteration only, but in N - 1 iterations. The matrix G is a 
Jordan block of order N x N; N - 1 eigenvectors are missing, and the convergence process 
begins with a phase of transfer of the components of the error-vector, un - u00 (u00 denotes the 
steady-state solution),from one generalised eigenvector to the next. This phase extends over 
N - I iterations. Only then, after the error content is "flipped" into the only true eigenvector, 
does the dissipative phase begin.4 

The pattern of convergence that exhibits a phase of significant extent during which the 
norm of the residual (expressed in the basis of the generalised eigenvectors) is not reduced 
can be observed any time the iteration is defective and the number of missing eigenvectors is 
large. In an analogy to the convergence of the simple explicit method, we refer to this phase 
as one of pseudo- or artificial convection. 

4Here this phase reduces to immediate annihilation (in one iteration) since p = 0. 
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In particular, this is the case for the implicit methods under study when the timestep 
is infinite and the upwinding parameter f3 is set to either limit 0 or 1. To see this, return 
to Fig. 2. In either limit, the spectral radius is equal to l /2. However, N - 1 eigenvalues 
are identical and the corresponding eigenvectors coalesce because they all can be expressed 
in closed-form as vm = x ()..m) for the same known vector-valued function x (A.). Hence the 
matrix is defective, and the number of missing eigenvectors, N - 2, is large. Consequently 
the pseudo-convection phase extends over a number of iterations equivalent to, for N large, 
N / ( 1 - p) = 2N (for a detailed analysis see [5]). Here, the propagation speed has no physical 
meaning, the wave travels one mesh interval every two iterations, and the Courant number is 
infinite. The phenomenon is therefore a numerical pathology. 

2.3. Numerical experiments. 

2.3.1. Iteration with a regular scheme. To illustrate the above results, we show some 
experiments made for the simple linear model problem (16), (17), (20). In Fig. 3 we show 
results for iterations applied with f3 = 1 /3 or f3 = 1 /2 on a mesh with 100 intervals. We 
notice that the asymptotic rate is p = limn--?oo Pn = 0.5, where p" = lle11 i1 00 /Jlen-1 lloo and en 
is the error after n iterations. For these examples all components of the initial error eo were 
chosen randomly from the interval (0, 1) with a uniform distribution. The convergence rate 
corresponds to what is expected from the analysis. 

" 100 

Case a: N = 100, {3 = 1/3, 
random initial error. 

Case b: N = 100, (3 = 1/2, 
random initial error. 

FIG. 3. Convergence history of standard methods. 

2.3.2. Iteration with the central scheme. In Fig. 4 we show results for an iteration 
with f3 = 0. The discretisation is on N = 100 nodes, and an oscillating or random initial 
error is used. The oscillating initial error e0 is defined by the element values eo,; = (-1 ); , 
i = 1, 2, ... , ; in the random initial error the error at all nodes is randomly chosen, uniformly 
distributed in the interval (0, 1). 

The oscillating error, for which sin(wh /2) ~ 1, is the most persistent error component: 
the convergence factor is approximately 1.0 for the first 2N iteration steps. Only after the 
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Case b: N = 100, (3 = 0, 
random initial error. 

FIG. 4. Convergence histories of iteration with central scheme. 

lOO 

2Nth iteration does the spectral radius of the amplification operator start to determine the 
convergence rate. The asymptotic convergence rate is again 0.5. This is in agreement with 
the theoretical findings. 

2.3.3. Iteration with the fully upwind scheme. For the fully upwind scheme (f3 = 1 ), 
we observe in Fig. 5 a behaviour very much similar to that for the central scheme ({J = 0). 

As an example of the evolution of the error during the iteration process, in Fig. 6 we show 
the behaviour of an initially oscillating error for fJ = 0, fJ = I /2, and fJ = 1 on N = 10 
nodes. The Dirichlet boundary condition was taken at the left-hand side. We see that for 
f3 = 0 or 1 it takes 2N iterations before the error has moved out of the domain. For fJ = 0 the 
error moves to the left, for f3 = 1 to the right. Further, for f3 = 1 we see that the error changes 
sign at each iteration, which can be related to the corresponding eigenvalue being -1. 

2.3.4. Iteration with a near-pathological scheme. In Fig. 7 we show the convergence 
of the defect-correction iteration for different values of fJ that are close to either f3 = 0 
or f3 = 1. For these near-pathological cases, we clearly distinguish the pseudo-convection 
phase, in which the convergence rate p,, = 11 - 2/31 is predicted by Fourier analysis. After 2N 
iterations, the convergence behaviour is dominated by the asymptotic convergence rate 1/2. 

Summary. For the one-dimensional problem we distinguish different phases in the con­
vergence of the iterated defect correction. Generally, we first observe an impulsive start, where 
all components corresponding to small eigenvalues are damped. For the regular schemes (/3 
different from 0 or I) soon an asymptotic rate of 112 is obtained. For the (near) pathological 
cases (/3 close to 0 or I), after the impulsive start, we distinguish first a Fourier (or pseudo­
convection) phase for about 2N iterations, in which the convergence is described by the Fourier 
analysis. After 2N iterations the asymptotic rate 1/2 is found. In the real degenerate cases 
({3 = 0 or f3 = I) we recognise a Fourier (pseudo-convection) phase, where the error does 
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FIG. 6. Evolution of the error on a mesh with N = 10 points. The solutions are shown after i iteration cycles 

(i = I, ... , 24.from top to bottom). 

not decrease for 2N iterations, and the logarithmic asymptotic rate is due to the large Jordan 
block in the eigenvalue decomposition. 

3. 1\vo-dimensional analysis. 

3.1. Fourier analysis. Analogous to the treatment of the one-dimensional problem, here 
we give the Fourier analysis for the discretisation of a steady problem of the form 

(41) u, + aux +buy = f, 
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FIG. 7. Convergence histories of near-pathological methods. Oscillating initial error. 

in which a > 0, b > 0. Because we are only interested in steady solutions, the time derivative 
solely serves to define the "direction" of the flow, described by u. The stencils for the discrete 
central and upwind operators are given by 

o; ~ [ -a 

0 

l a+b 0 
-b 

(42) 

' I [ 
b 

al 82:::: 2 -a 0 
-b 

(43) 

0 

8" _ ! 
0 

2 - a -4a 3(a + b) 0 0 2 
(44) 

-4b 

b 

Similar to the previous section, we define 

0 

(1 - /3)b 
(45) of 

2 
f3a -(1 + 3f3)a 3f3(a+b) (1 - f3)a 0 

-(1 + 3/3)b 

/3b 

Without loss of generality we may take a + b = 1. 

5 
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The Fourier transfonns of these difference operators are introduced, analogous to the 
one-dimensional case. If we define the Fourier modes by uw(hj) = ei(wihih+wih 2hl, where 
the subscripts 1 and 2 refer to the x- and y-directions, respectively, we find 

(46) 

and 

(47) 
F (of) = 2iae-iwihi/Z S1 (Cf + i S1 C, + 2/3 Sf) 

+2ibe-i~h212 S2(CJ_ + i S2C2 + 2/3SJ,) , 

where, for brevity, we have used S1 = sin(w1hi/2), S2 = sin(w2h2/2), C1 = cos(w1hi/2), 
and C2 = cos(w2h2/2), and for symmetry, a1 =a, a1 = b, h1 = ~x, h2 = .6.y, so that 

(48) 
F(81) - F(of) _ a1e-iwihil2Sf[KS1 - iCi] + a1e-i~h2 12 SJ_[KS2 - iC2] 

F(oi) - a1e-iw1hif2S1 + a1e-i~h2/2S2 
where K = 1 - 2{3. As the amplification factor we find 

(49) g(w) = II F(/ii)-F(8~) II = 
F(li1) 

(a1 s;o-2ps; >+a2Si0-2tis; ))2+4/J2(<11 s;c, +a2SiC2J2 . 
(a1 s;+a2SiJ'+(alJ1 C1 +a2S2C2)2 

This expression can be used to determine the convergence rate for the separate modes. 
In the neighbourhood of the origin, for small w1 and w2 , we can set S1 ~ (w1h1/2), 

S2 ~ (w2h2/2), C 1 ~ 1, C2 ~ 1 and obtain 

(50) g(w) ~ 

From this expression we see that the amplification factor becomes one in the neighbourhood 
of the origin where a1w 1hf + a2w2h~ = 0. Therefore, introducing new coordinates z = 
(a1w1h1 + a2w2h2)/2 and w = .jii!lii (w 1h 1 - w2h2)/2, we obtain in the neighbourhood of 
the origin 

(51) g(w) ~ 

This implies that the level curves for g(w) are a family of circles through the origin that are 
all tangent to the line z = 0 (see Fig. 8). This means that the origin is a singular point for the 
function g(w), and 

(52) 

and 

(53) 

This shows that for the hyperbolic problem there are always low-frequency modes u01 for which 
g(w) = l. These modes, associated with low frequencies w for which a 1w1 + a2w 2 ~ 0, 
are related with functions that are constant in the characteristic direction of the hyperbolic 
equation. Such modes form the null-space of the differential operator, and the corresponding 
solution components are determined by the boundary condition. The zero eigenvalue for 
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these eigenmodes is inherited (to some order of accuracy) by all consistent discrete operators 
(hence also by 81 and of). Consequently, to quantify the convergence behaviour in the two­
dimensional case, we cannot use sup"'·"'~o g(w). This is a fundamental difference between 
the one- and the two-dimensional cases. For further remarks associated with this problem 
see [3]. Nevertheless, the function g(w), of which level curves are shown in Fig. 8, gives a 
good qualitative impression about the convergence behaviour. In Fig. 8 we show g(w) for 
some special cases. We take a convection direction of 45°, h 1a1 = h2a 2 = 1, and f3 = 0, ~. 
or 1. It is observed that for f3 = 0 only low-frequency modes that are perpendicular to the 
characteristic modes are damped. For f3 = 1 we observe many high-frequency modes that 
will not converge, and for f3 = 1/2 we see that all modes converge except the low-frequency 
characteristic modes. 

·-
·-
··-
_,_ 

I 
I 

I 

·• I _, 

.,_) 

.,_ J 
I _, 

Case a: f3 = 0 Case b: (3 = 1/2 Case c: /3 = 1 

FIG. 8. Level curves of Fourieramplijicationfactor (a= b). 

3.2. Matrix analysis. 

3.2.1. General remarks. To a certain extent, the one-dimensional matrix analysis can 
be extended to two dimensions in the case of the following model problem: 

(54) l Ur +aux +buy= 0, 

u(x, y, 0) = u0(x, y), 

u(O, y, t) = u(x, 0, t) = 0 

a > 0, b > 0 ; x, y, t ::=: O; 

Vx,y,t::=:O. 

Assuming a mesh of Nx x Ny gridpoints, and employing the Kronecker product notation, a 
finite-difference analogue of the operator 

(55) 
a a 

'D=a-+b-ox ay 
can be represented by an N x Ny x N x Ny matrix having the following Kronecker sum structure: 

(56) 

in which Dx and Dy are Nx x Nx and Ny x Ny matrix representations of finite-difference 
analogues of the operators a ft and b ~,respectively (assuming specified data along the axes). 
In particular, if first-order backward differences are employed we can form 

(57) 
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(vx =a/ .6.x, Vy = b/ b..y), whereas second-order partially upwind differences yield 

(58) 

if the same value of the upwinding parameter f3 is used in the two directions. From these 
definitions the expression of the amplification matrix G 00 follows: 

(59) 

Again we are led to examine the eigenproblem associated with the matrix G00 • One seeks 
AEC such that there exists a nonzero vector uECN (N = NxNy) satisfying 

(60) vh,2 u = o - .A.) Dh,1 u. 

Replacing these operators by their respective expressions as Kronecker sums and rearranging 
yields 

(61) 

where 

(62) 
Ax(A) = Vx (8~.2 + ().. - 1) o~.1), 

Ay(A.) = vy ( 8i. 2 + o. - 1) o.~. 1 ) • 

We were not able to solve this (generalised) eigenproblem analytically; however, several 
conclusions can readily be drawn. 

Remark 1. Let Nx/ Ny= p/q (p < Nx and q <Ny) and f3 be arbitrary. This is the case 
in particular if Nx = Ny and p = q = 1, 2, ... , Nx - 1. According to (37), 

(63) Ax,p = 'Ay,q =).. 

if Ax,p and Ay.q are, respectively, the pth and qth eigenvalues of one-dimensional problems 
defined over meshes of Nx and Ny gridpoints. Then let Ux and Uy be Nx x 1 and Ny x 1 
associated eigenvectors, so that 

(64) 
Ax(A) Ux = 0, 

Ay(A) Uy = 0; 

then (61) holds for u = Ux 0 Uy. This proves that any eigenvalue common to the x- and y­

associated one-dimensional problems is also an eigenvalue of the two-dimensional problem. 

In the mesh-refinement limit Nx, Ny ---+ oo, the spectra of these one-dimensional problems 

identify to the same continuum (since f3 is assumed to be the same in both directions), and 

all the eigenvalues of the one-dimensional problems can be considered common to the x 
and y directions; thus, they also are eigenvalues of the two-dimensional problem. Hence, 

when Nx, Ny --+ oo, the spectral radius of the iteration matrix G00 is greater or equal to the 
one-dimensional value for the same f3 (given by (38)): 

(65) V {3, P2D(f3) 2: p(f3). 

One can expect that for some values of {3, the critical eigenvector is the discrete form 

in two dimensions of the highest-frequency mode, and that it is the tensor product of the 
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highest-frequency modes of the associated one-dimensional problems. If so, the eigenvalue 
and the spectral radius assume the same values as in one dimension. In fact, we will observe 
by numerical experiment that when 1/2 ::: f3 ::: 1 the equality sign holds in (65). Before this, 
we observe the following fact. 

Remark 2. With varying A., let the eigenvalues of the matrices Ax(A.) and Ay (A.) be denoted 
by (ax (A.)) j' j = 1, 2, ... , Nx, and ( ay (A.)) k' k = 1, 2, ... , Ny, respectively. The eigenvalues 
of the Kronecker sum Ax(A.) EB Ay(A.) are the numbers 

(66) 

for all possible couples (j, k). Therefore, the eigenvalues of the two-dimensional problem are 
the solutions of the following set of equations: 

(67) j= 1,2, ... ,Nx, k= 1,2, ... ,Ny. 

This result allows us to treat the case f3 = 1 analytically. 
Remark 3. When .B = 1, the matrices Ax (A.) and Ay (A.) are lower triangular and defective. 

The corresponding eigenvalues are directly found in the main diagonal 

(68) 
(axCA.)) 1 =A, (ax(A.))2 = (ax(A.))3 = · · · = (ax(A.))N, =A+!, 

(ay(A.))1 =)..' (ay(A.))2 = (ay(A.))3 = ... = (ay(A.))N, =A.+~. 

This gives the following equations for A.: 

(69) 

Thus one finds only three distinct eigenvalues: A. 1 = 0 (simple), A. 2 = -1 /4 (multiplicity 
Nx +Ny - 2), and A. 3 = -1/2 (multiplicity (Nx - l)(Ny - 1)). Consequently, the spectral 
radius is 

(70) 

as in one dimension. 

1 
P200) = p(l) = 2' 

We now return to the general case ({3 -:f. 1 ). Since we were not able to obtain an an­
alytic expression for the eigenvalues, we instead computed them numerically for different 
combinations of the parameters (Nx, Ny), (vx, vy), and f3. 

The results are reported in Fig. 9, where the locus of the eigenvalues of the amplification 
matrix G 00 is represented in the complex plane relatively to the circle of radius 1/2, assuming 
a 9 x 9 mesh, for increasing values of the upwinding parameter fJ and convection directions 
corresponding to Vx = Vy and Vx = 100vy. 

Recall that for the one-dimensional model problem, all the eigenvalues other than 0 lie 
on the chord of the circle parallel to the imaginary axis at the abscissa corresponding to 
D1(A.) = 1/2 - {3. For Nx = N_,., these complex numbers also are eigenvalues of the two­
dimensional model problem, but some other eigenvalues appear, forming a cloud. The chord 
reduces to a point when f3 = 0 or I. 
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FIG. 9. Locus of the eigenvalues of the amplification matrix G00 of the two-dimensional model problem relative 

to the circle of radius l /2. 



106 J.-A. DESIDERI AND P. W. HEMKER 

In the case most different from the one-dimensional case, a convection direction of 45° 
with the grid (vx = vy), the cloud of new eigenvalues appears around the one-dimensional 
eigenvalue spectrum mostly to the right, and it shifts with it to the left as f3 increases. For 
small values of {3, the eigenvalue of largest modulus is real positive and exterior to the disk 
of radius 112. For f3 larger than some value between 1/3 and 1/2, the cloud lies entirely in 
the disk; for some fi < I /2, the eigenvalue of largest modulus is, for all f3 ::: fi, that of 
the largest imaginary part, and since it belongs to the one-dimensional spectrum, the spectral 
radius assumes the same value (less than and close to 112) as in one dimension. For f3 = l, as 
previously established, only three distinct eigenvalues are found: 0, -1/4, and -1 /2. Finally 
we observe that in contrast to the one-dimensional case, the eigenvalue spectra of two schemes 
defined by values of f3 symmetrical with respect to 1/2 are not symmetrical with respect to the 
origin, and the corresponding spectral radii are different. 

For the cases shown on the right side of Fig. 9, (vx = lOOvy). convection in the x direction 
dominates convection in they direction. As a result, with E = vy /vn 

(71) 
G00 =Ix® ly - (o\',x ® ly + Elx ® 8f,y )-I (.sf..r ® ly + Elx ® 8f,y) 

= (Goo)x ® ly + O(E). 

Hence, the two-dimensional algebraic problem is close to the repetition of Ny identical one­
dimensional algebraic subproblems of Nx unknowns. Consequently, as is seen in Fig. 9, the 
eigenvalue spectrum is found much closer to the one-dimensional spectrum, particularly for 
values of /3 different from 0. For f3 = 0, the matrix (G00 )x ® ly is defective; hence, as E--+ 0, 
the eigenvalue problem may be viewed as a non-standard perturbation problem, and this may 
be the reason why the cloud is more diffuse. However, for f3 = I, the same matrix is also 
defective, but this obviously does not have the same effect. 

3.2.2. Spectral radius. We now examine more closely the behaviour of the spectral 
radius p, which is given in Tables 1to4 for various combinations of the parameters. In Tables 
I and 2, all possible situations with respect to the parities of the numbers Nx and Ny are 
examined; evidently, these parities have no significant effect on the spectral radius. Tables l 
and 2 give the results of experiments with equal, comparable, and very different parameters 
Vx, Vy, and for meshes of comparable sizes. 

The first major observation is that for Nx = Ny, there exists a value fi < 1/2 and~ 1 /2 
such that 

(72) I > p(/3) 
P2D (f3) = p (/3) 

if f3 < fi < 1 /2, 

if /3 ::: fi, 
i.e., the spectral radius equals the theoretical spectral radius for the one-dimensional case. 

TABLE l 
Spectral radius ( v, = Vy). 

Nx x Ny 9x9 10 x 9 10 x 10 

f3 = 0 0.98693 0.98866 0.99040 
0.1 0.87353 0.87549 0.87746 
1/3 0.56854 0.57045 0.57235 
1/2 0.46985* 0.47270 0.47553* 
2/3 0.47329* 0.47581 0.47831* 
0.9 0.48936* 0.49034 0.49133* 

1 0.5* 0.5* 0.5* 
0.49 0.46986* 0.47271 0.47554* 
0.51 0.46986* 0.47271 0.47554* 

*One-dimensional theoretical vulue. 
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In the case of Table 2, Vx = lOOvy, convection is preponderant in the x directi_~:m. As a 
result, the algebraic system behaves more like that in one dimension. For 0 s f3 < {J, since E 

is small but finite the spectral radius, although different from the one-dimensional theoretical 
value, is found closer to it than the analogous value in the first column of Table 1 or 2. 

N_, x Ny 9x9 

fJ = 0 0.93387 
0.1 0.83216 
1/3 0.56350 
1/2 0.46985* 
2/3 0.47329* 
0.9 0.48936* 

1 0.5* 
0.49 0.46986* 
0.51 0.46986* 

TABLE2 

Spectral radius. 

Vx = 2vy 
9 x 10 10 x 9 

0.93596 0.93750 
0.83417 0.83346 
0.56456 0.56635 
0.47175 0.47364 
0.47497 0.47665 
0.49001 0.49067 

0.5* 0.5* 
0.47176 0.47365 
0.47176 0.47365 

*One~dimensional theoretical value. 

Vx = lOOvy 
10 x 10 9x9 

0.939380 0.64278 
0.83548 0.49869 
0.567413 0.47653 
0.47553* 0.46985* 
0.47831 * 0.47329* 
0.49133* 0.48936* 

0.5* 0.5* 
0.47554* 0.46986* 
0.47554* 0.46986* 

In the one-dimensional case, we have found that as Nx ~ oo, the spectral radius p tends 
to 1/2 for all f3. In contrast to this, in the two-dimensional case and for the same limit, the third­
order upwind-biased method (fJ = 1 /3) is less efficient than Fromm's scheme (fJ = I /2). For 
example, in Table 3, as Nx and Ny increase, the spectral radius for f3 = 1/2 remains equal to 
the one-dimensional theoretical value which is bounded by 1/2, while this bound is violated 
by the third-order method. 

TABLE 3 
Spectral radius (vx =Vy). 

Nx x N,. f3 = 1/3 f3 = 1/2 
5x5 0.52253 0.40451* 

10 x 10 0.57235 0.47553* 
20 x 20 0.58423 0.49384* 
30 x 30 0.58633 0.49726* 

•one~dimensiona1 theoretical value. 

3.2.3. Condition number. In the last set of experiments of this section, an attempt was 
made to compute, along with the spectral radius p, the condition number K of the eigenvector 
matrix U: 

(73) K =Ku = II u 11211 u-1 112-

This parameter becomes infinite when approaching a case where the matrix G00 is defective. 
Hence we expect that such cases can be detected by the increase of this parameter. The results 
in Table 4 are given for a case of convection across the grid (vx = vy) and a case of convection 
almost along the grid ( Vx = 1 OOvy ). 

The symbol "oo" indicates that the smallest eigenvalue found is either 0 or a very small 
number due to loss of precision. In the two cases (vx = vy and Vx = lOOvy). the number 
Nx = Ny = 9 is odd5 and the results tend to indicate that only f3 = 0 and fJ = 1 result in a 

5For the one-dimensional problem, it was observed that for Nx even and /J = 1/2, the matrix G00 was defective 
(A. = 0 double) with no serious consequence since only one eigenvector was missing. In two dimensions, with 
Nx =Ny even and Vx/vy sufficiently large, the same situation should be approached, according to (71), for /J = 1/2 
(this was verified experimentally for Nx = Ny = 10) with no more consequence on the iterative process. Only the 

2 x 2 sub-block (~ g) appears Ny times in the Jordan reduced form of the matrix G00 • 
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TABLE4 

Spectral radius and condition number (Nx x Ny = 9 x 9). 

V,\' =Vy \Jx = 100\Jy 

f3 p K p K 

0 0.98693 oo* 0.64278 oo* 
0.1 0.87353 O.lOx l09-0.12x 109 0.49869 0.59x 107 

1/3 0.56854 0.37x ta5 0.47653 0.41x105 

1/2 0.46985* 0.3x l04 -0.9x 104 0.46985* 0.13x 105 

2/3 0.47329* 0.61x105 0.47329* 0.41x105 
0.9 0.48936* 0.1xI08-0.6x108 0.48936* 0.49x 108 

I 0.5* oo* 0.5* oo* 
0.45 0.47016* 0.612x 10* 0.47016* 0.795xl0" 
0.46 0.47005* 0.598x 104 0.47005* 0.779x ID4 
0.47 0.46996* 0.601 xl04 0.46996* 0.799x ID4 
•One--dimensional theoretical value 

defective amplification matrix. A minimum condition number is achieved near f3 = 1 /2, at 
f3 ~ 0.46. 

3.3. Numerical experiments for the two-dimensional wave equation. Numerical ex­
periments were made for the two-dimensional linear wave equation ( 41 ), for a range of angles 
for the convection direction arctan(b/a), and for a range of differently shaped rectangular 
meshes. No major differences were seen for the different skew angles and for the different 
(not degenerate) shapes of the domain. 

In this section we show the convergence behaviour for the linear wave equation for which 
the convection direction is skew to the grid, a = b = 1 (convection angle 45°). We use a 
square grid with N x N (N = 10, 20, 40, 80) gridpoints. Similar initial errors were used 
as for the one-dimensional case. The oscillating initial error is defined by eiJ = (-l)i+j, 
i, j = 1, 2, .... In the random initial error the error at all nodes is randomly chosen and 
uniformly distributed in the interval (0, 1). 

First, in Fig. 10 we show results for an iteration applied with the central scheme (/3 = 0). 
We see that the iteration does not converge. For a random initial error we see that some 
error components are rapidly damped in the first few steps, but after a couple of iterations 
the convergence hampers. As was seen by the Fourier theory, there are error components 
(both with low and high frequencies and in a large range of different directions) that cannot be 
damped. Also the matrix analysis shows that some eigenvalues may tend to 1.0 in this case. 

For the nonpathological cases in Figs. 11 and 12, for f3 = I /2 and f3 = 1 /3, respectively, 
we observe an asymptotic rate of convergence corresponding with the values as given in §3.2.2, 
Table 3. For f3 = 1/2 (Fig. 11) the true rate is hard to observe on finer meshes because an 
additional effect is seen. Therefore it appears that for all nets there is a secondary phenomenon. 
This looks like the effect of a large Jordan box, corresponding to an eigenvalue that is close 
to (but definitely smaller than) the largest eigenvalue. For the coarser grids we see that this 
effect has disappeared after 2N iterations. 

For the fully upwind scheme (/3 = 1), in Fig. 13 we see that there is again a pseudo­
convection phase for O(N) iterations, but the situation is much more complex than in the 
one-dimensional case. 

4. Euler flow experiments. 

4.1. Introduction. Several illustrative experiments have been carried out in a much more 
complex context than that of the analysis. In this section, the (steady) Euler equations are solved 
in two dimensions by the defect-correction method of Hemker, Spekreijse, and Koren[?], [8]. 
It is a finite volume method on a structured quadrilateral grid. It uses Osher's approximate 
Riemann solver for the numerical flux function, both in the first-order and the second-order 
method. The second-order approximation is computed by the MUSCL approach (without 



DEFECT CORRECTION FOR HYPERBOLIC PROBLEMS 109 

" 

•• 

""' ... ... ... ... 
Case a: oscillating initial error Case b: random initial error 

F10. 10. Convergence histories of iteration with central scheme. f3 = 0, two-dimensional computation over 
80 x 80mesh. 

limiters). In this setting a parameter f3 can be introduced that is completely analogous to the 
f3 used in the previous sections. For details about the method we refer to [9]. 

The first-order discrete equations are solved by a nonlinear multigrid method. It employs 
a nonlinear symmetric Point-Gauss-Seidel relaxation as a smoother and a nested sequence 
of Galerkin discretisations for the coarse grid corrections. Experience has shown that a small 
number of iteration cycles of this multigrid method solve the discrete system to a high degree 
of accuracy. In the experiments shown, three FAS V-cycles were applied for each single 
defect-correction step. It was shown by experiments that the same results were obtained for 
multigrid iteration with two through five FAS V-cycles. All initial estimates were obtained by 
interpolation from a first-order accurate solution on a coarser grid. 

In §§4.2 through 4.4 we show results for flow over the standard NACAOO 12 airfoil. Section 
4.2 treats a subsonic flow with the Mach number at infinity M 00 = 0.63 and the angle of attack 
a = 2.0°. This is a smooth flow where no special effects are to be expected except that, 
in contrast to the linear problem treated before, now the problem is described by a complex 
nonlinear system of equations and the domain is not simply connected. 

The problem solved in §4.3 is an artificial problem that simulates an Euler flow with a pure 
contact discontinuity on a simply connected domain. This domain is the square [0, 1] x [0, 1 ], 
on which the boundary conditions are specified so that the contact discontinuity exists along 
the line x = y. The flow is from the bottom left to the top right and the boundary conditions 
are at left (inflow) u = v = 0.5, c = .,/2; at bottom (inflow) u = v = 1.0, c = ./2; at outflow 
(right and top) p = 1.0 (p: presure, c: speed of sound, u, v: velocity components). The 
problems in §4.4 describe more or less standard transonic flow problems. 

It will be clear that the problems solved in these sections deviate to a large extent from the 
linear model problems treated in the previous sections. The present examples use a non-linear 
system of equations and, moreover, the subsonic and transonic problems are not even fully 
hyperbolic. Nevertheless we show some of these results because we find that some of our 
experiences with such complex problems still sufficiently resemble the problems analysed. 
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FIG. 11. Convergence histories of iteration with Fromm's scheme. The dashed line corresponds to a convergence 

rate of 1/2 (/3 = 1/2, random initial error). 

4.2. Subsonic flow over an NACA0012 airfoil. In Fig. 14 we see the convergence of 

the defect-correction iteration for subsonic flow and for different values of {3. We see that the 

iteration does not converge for f3 = 0, as it does not for f3 = I (not shown). We obtain slow 

convergence for f3 = 0.1 and f3 = 0.9. Good convergence with a rate of approximately 0.5 

per iteration step is obtained for f3 = I /3, I /2, and 2/3. The precise asymptotic rate cannot 

be observed because rounding error accuracy is obtained after approximately 40 iterations. 
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FIG. 12. Convergence histories of iteration with upwind-biased scheme. The dashed line corresponds to a 

convergence rate of I /2 (/3 = I /3, random initial error). 

For f3 = l /3 and f3 = 2/3 we see that after an initial phase with p ~ 0.5, we obtain another 

phase with a slightly slower convergence rate. Such effect is not (yet) seen for [3 = 1 /2. 

4.3. Flow with a contact discontinuity. For this flow with a contact discontinuity, con­

vergence results are shown in Fig. 15: f3 = 0 gives a diverging process (not shown), and 

f3 = 0.1 shows worse convergence than f3 = 0.9. The asymmetry in the convergence be­

haviour with respect to f3 > 1/2 (better) and f3 < 1/2 (worse convergence) might be under-
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stood by the location of the eigenvalues in the complex plane (as shown in Fig. 9). There 
we see that more eigenvalues are located in the neighbourhood of the origin for f3 > 1 /2 
than for f3 < 1 /2. This may be of greater importance for the nonlinear equations, where 
the corresponding eigenvectors are excited again and again, than for the linear problems, 
where the effect of these eigenvalues is no longer seen after a sufficient number of itera­
tions. 
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corresponds to a convergence rate of I /2. 

4.4. Transonic flow over an NACA0012 airfoil. In Fig. 16 we give results for a sym­

metric transonic flow, M00 = 0.85 and a = 0.0°. The flow in this problem has two shocks. 

In Fig. 17 we give results for an asymmetric transonic flow, M00 = 0.85 and a = 1.0°, in 

which problem we encounter an additional contact discontinuity. This last problem is also 

known from the GAMM workshop on the numerical simulation of compressible Euler flows 

(1986) [4]. The mesh used for the NACA airfoil is a 20 x 32 mesh (i.e., a level three mesh in 

a sequence of which the coarsest is a 5 x 8). Similar results, however, were obtained on the 
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40 x 64 mesh, with the only differences being that (i) some convergence effects were seen 
after a larger number of defect-correction iteration cycles, and (ii) some defect-correction 
convergence rates were slightly faster(!). 

Conclusions. When very large timesteps are used, implicit time integration methods ap­
plied to the time-dependent Euler equations are identical to defect-correction methods applied 
to the steady discrete system. The convergence of such iterations was examined. Fourier and 
matrix analysis were applied for a linear model problem, both for the one- and two-dimensional 
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FIG. 16. Symmetrical transonic flow over an NACAOOJ 2 airfoil. Defect-correction method, 20 x 32 mesh. The 
dashed line corresponds to a convergence rate of 1/2. 

cases. The convergence rate was evaluated, depending on a parameter ,Be[O, l]that determines 
the amount of upwinding present in the second-order discrete operator. The values f3 = 0 and 
f3 = I were shown to yield defective error amplification matrices. 

The matrix analysis allowed us to understand the pathology of the schemes that were 
characterised by such defective amplification matrices. For the linear model problems, these 
schemes, before they achieved their asymptotic convergence, exhibited a pseudo-convection 
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FIG. 17. Asymmetrical transonic flow over an NACA00/2 aiifoil. Defect-correction method, 20 x 32 mesh. The 
dashed line corresponds to a convergence rate ofl/2. 

phase during which the norm of the residual may not have been reduced. The error, prior 
to being dissipated, was transferred over the mesh at a completely unphysical speed. This 
phase extended over a number of iterations equal to N / (1 - p) in which N was the size of 
the largest defective Jordan block of the amplification matrix and p was its spectral radius; 
thus this extent could have been very large. In one dimension, the non-pathological schemes 
asymptotically converged at the rate of the sequence 2-n. In two dimensions, schemes for 
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which the upwinding parameter satisfied f3 ::;: 1 /2 also obeyed this, as a rule. However, after 
the initial impulsive start and before the asymptotic rate was reached, those schemes that were 
close to the pathological ones showed a Fourier phase during which the effect of boundary 
conditions was not yet felt. In this phase the spectral radius given by Fourier analysis did 
control the convergence rate. 

In the last section, computations of two-dimensional Euler flows were presented. Calcu­
lations were shown for both smooth flows and flows with shocks and contact discontinuities. 
Several theoretical results for the model problem were confirmed in these more complex situ­
ations: (i) the recommended half-upwind scheme (fJ = 1/2) is shown to converge roughly6 at 
a rate comparable with the sequence 2-n, whereas (ii) the upwind-biased scheme ({3 = 1 /3) 
is slightly less efficient; (iii) the central scheme ({3 = 0) and the fully upwind scheme ({3 = 1) 
do not converge; and (iv) the schemes with f3 close to 0 or I converge badly. 

In summary, when using the implicit upwind scheme, in which the preconditioner is 
based on only first-order differencing while a second-order partially upwind approximation 
is constructed explicitly, use of the central-differencing scheme ({3 = 0), or the fully upwind 
scheme ({3 = 1) explicitly is not recommended because both result in defective methods with 
pathological iterative convergence. Preferably, one should use the Fromm scheme (/3 = 1 /2) 
to realise the best separation of the eigenvalues. The more accurate upwind-biased scheme 
({3 = 1/3) may be slightly less robust. 
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