arXiv:2308.10160v1 [cs.DS] 20 Aug 2023

Higher-Order Cheeger Inequality for Partitioning with Buffers

Konstantin Makarychev* Yury Makarychev' Liren Shan!
Northwestern TTIC Northwestern
Aravindan Vijayaraghavan®
Northwestern
Abstract

We prove a new generalization of the higher-order Cheeger inequality for partitioning with
buffers. Consider a graph G = (V, E). The buffered expansion of a set S C V with a buffer
B C V'\ S is the edge expansion of S after removing all the edges from set S to its buffer B. An
e-buffered k-partitioning is a partitioning of a graph into disjoint components P; and buffers B;,
in which the size of buffer B; for P; is small relative to the size of P;: |B;| < ¢|P;|. The buffered
expansion of a buffered partition is the maximum of buffered expansions of the k sets P; with
buffers B;. Let h’é’e be the buffered expansion of the optimal e-buffered k-partitioning, then for

every 0 > 0,
log k

hes® < 05(1) - (

where A|(145)%) is the [(1 4 §)k]-th smallest eigenvalue of the normalized Laplacian of G.

Our inequality is constructive and avoids the “square-root loss” that is present in the standard
Cheeger inequalities (even for k = 2). We also provide a complementary lower bound, and a
novel generalization to the setting with arbitrary vertex weights and edge costs. Moreover our
result implies and generalizes the standard higher-order Cheeger inequalities and another recent
Cheeger-type inequality by Kwok, Lau, and Lee (2017) involving robust vertex expansion.
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1 Introduction

Cheeger’s inequality is a fundamental result in spectral graph theory that relates the connectivity of
a graph to the eigenvalues of the Laplacian matrix associated with the graph. Consider an undirected
d-regular graph G = (V, E) on n vertices. Let Lg be the normalized Laplacian of the graph defined
by Lg = I—éA, where A is the adjacency matrix of the graph G. Let 0 = A\; < Ay < Az--- <\, <2
be the eigenvalues of Lg. For every vector z € RV with coordinates z(u) (where u € V),

Lz = é Z (z(u) — z(v))% (1)

For aset S C V| let 6¢(S,V '\ S) denote the number of edges in the graph crossing the cut (S, V'\ S).
The Cheeger constant or expansion of the graph G is

)
¢ (S), where ¢g(S) = C’(‘5;2|‘;|\S),

a = min
SCV:|S|<|V]/2

is called the expansion of the cut S, V'\ S. Cheeger’s inequality by Alon and Milman [AMS85, Alo86,

Che69] states that
A
?2 < he < V2. (2)

Similar inequalities also hold for graph partitioning into k parts [LRTV12, LGT14]. Here is a higher
order Cheeger inequality by Lee, Oveis-Gharan and Trevisan [LGT14] (see also the paper [LRTV12]
by Louis, Raghavendra, Tetali and Vempala): For every 6 > 0, !

A
7’“ < ¢ < Os(V1ogk) - /A (146085 (3)

where \; is the i-th smallest eigenvalue of the normalized Laplacian L¢, and

hf, =  min max ¢ (B;).
partitions i€[k]
Pr.....Py of V

The upper bounds in (2) and (3) are constructive, which means that there is a polynomial-time
algorithm that finds a partitioning Pi,..., P, using a spectral embedding of G, an embedding
of the graph vertices into R* based on the first ¥ = |[(1+4 )]k eigenvectors of the Laplacian.
Similar spectral algorithms are commonly used in practice [NJWO01, McS01]. We refer the reader to
examples of applications of Cheeger’s inequality to spectral clustering [KVV04, ST07, Spi07], image
segmentation [SMO00], random sampling and approximate counting [SJ89]. Cheeger’s inequality
is widely used in combinatorics and graph theory. Higher-order Cheeger inequalities also have
connections to the small-set expansion conjecture [RS10, RST12], an important problem in the area
of approximation algorithms.

The objective of abovementioned k-way graph partitioning algorithms is to find the Sparsest
k-Partition of the graph i.e., a partition P1,..., P that minimizes the value of max;c oG (P;).
Together the lower and upper bounds (3) give a bound on the cost of the algorithmic solution in

terms of the optimal solution: max;e/y] oq(P;) < Og(\/ logk - thé)kJ). This bound may be good

for large values of thJW but can also be really bad for small values of hLG(Hé)kJ. In fact, the

approximation factor of such k-way partitioning algorithm may be as large as Q(n) even for k = 2.

!The upper bound on A in [LRTV12] is O(y/Iog k)y/Acr, where ¢ > 1 is an absolute constant.



It can be so large because the upper bound is non-linear — it has a “square-root loss”. To address
this problem, several improved Cheeger inequalities under additional structural assumptions on the
graph G have been presented in the literature [KLL13, KLL17].

In this work, we introduce a new type of graph partitioning — partitioning with buffers — and
prove a higher-order Cheeger inequality for them. Our inequality avoids the “square-root loss” and
provides a constant bi-criteria approximation algorithm for the problems (see below for details).
While being a natural problem, in and of itself, our results for buffered partitioning also imply the
standard higher-order Cheeger inequality (3) and a Cheeger-type inequality by Kwok, Lau, and
Lee [KLL17] for robust vertex expansion (see Section 1.5). Finally, these Cheeger inequalities can
also be extended to a more general setting with arbitrary vertex weights and edge costs: in contrast,
we are not aware of such a generalization for the standard Cheeger inequalities i.e., without buffers.

1.1 Cheeger inequality for Buffered Partitions

To simplify the exposition, we first present and discuss the setting where G is a d-regular graph.
Then, in Section 1.2, we consider non-regular graphs G with arbitrary positive vertex weights and
edge costs.

Multi-way Partitioning with Buffers. For every € € [0,1), an e-buffered k-partitioning of an
undirected graph G = (V, E) is a collection of subsets Pi, Ps,...,P, C V and B1,Bs,..., B, CV
that satisfy the following conditions:
1. All sets P; and B; are pairwise disjoint (i.e., P,NP; =@, B;NB; = &, and P, N Bj = & for
alli,7 € {1,...,k});

2. U (P UB) =V;

3. Sets P; are nonempty;

4. |B;| <e|P;| for alli e {1,...,k}.
We say that B; is the buffer for P;. We denote this buffered partition by (Pi,..., P || Bi,..., Bk).
Now we define the buffered expansion of a set P with buffer B for d-regular graphs. Later, we
will extend this definition to graphs with arbitrary vertex weights and edge costs. The buffered
expansion of a set P with buffer B
5G(P7V\(PUB))

d|P|

The definition is similar to that of the standard set expansion except we do not count edges from
set S to its buffer B. Define the cost ¢g (P, ..., Py || B1,..., Bg) of a buffered partition:

(Z)G(Plvvpk || Bl7)Bk): max ¢G(-PZ || Bl) (4)
1€{1,....k}

¢a(P || B) =

See Figure 5 on page 44 for an illustration of the edges that contribute towards the expansion
¢ (P; || B;). The e-buffered expansion of the graph G = (V| E) is defined as the minimum value
among all e-buffered partitions:

hi = ¢G(Pi,..., Py || Bi,...,By). (5)

min
e-buffered k—partition
(PLy.os Pl B1,.., Br)
Our main result is a new Cheeger-type inequality that relates buffered expansion to the eigen-
values of the Laplacian. We first state it for regular graphs. Consider a d-regular graph G. Let Lg
be its normalized Laplacian and 0 = A\; < Ao < --- < A, be its eigenvalues.



Theorem 1.1. For every ¢ € (0,1),

ke _ c(0)logk
hg < — ALk (6)
where ¢(9) is a function that depends only on 6. Furthermore, there is a randomized polynomial-time
algorithm that given G finds an e-buffered k-partitioning (Py, ..., Py || By,..., B) with ¢c(P1, ..., Py ||

By,..., Bk) < C(é)aﬂ)\t(pﬂ;)]ﬂ .

As in the standard Cheeger-type inequality (3), we upper bound expansion for k-way partitioning
in terms of Ay, where ¥’ = [(1 + d)k] may be larger than k (depending on the value of § > 0).
However, for every fixed k, we can let § = 1/(k + 1) and get the following result.

Corollary 1.2. For every k, h’é’g < %’“ - Mg, where ci depends only on k. Furthermore, there is a

randomized polynomial-time algorithm that given G finds an e-buffered k-partitioning
(Pi,..., Py | Bi,...,By) with ¢a(P,..., P | Bu,...,By) < %\,

Theorem 1.3 presented later is a novel generalization of Theorem 1.1 to graphs with vertex
weights and edge costs.

Approximation results The spectral graph partitioning algorithm provided by Theorem 1.1
1

can be seen as an O (7 log k) -pseudo-approximation algorithm for the k-way sparsest partitioning
€

problem. It finds an e-buffered k-partitioning (P4, ..., Py, B1, ..., Bi) with the maximum expansion
bounded by O 5(log k) times the cost of the true optimum solution of the non-buffered | (1 + 6)k|-
way partitioning problem. That is, the solution produced by our algorithm has an approximation
factor of O, s5(log k) but (1) uses e buffers around each set P;, and (2) has fewer sets than the true
optimal solution. This pseudo-approximation algorithm also works for non-regular graphs with
vertex weights and edge costs. See Theorem C.2 for details. Applying this pseudo-approximation
algorithm recursively, we get an O(1/e)-pseudo-approximation algorithm for the Buffered Balanced
Cut problem (see Theorem D.1) and an O(log? k) pseudo-approximation algorithm for a buffered
variant of the balanced k-partitioning problem (see Corollary D.2).
Let us examine some applications of buffered partitioning and our techniques.

Applications Spectral algorithms are widely used across several application domains because
they are very fast and scalable in practice [PSLI0, vL.O7]. For example, a standard off-the-shelf
package finds the first 100 eigenvectors of the Twitter graph [LM12] in less than half a minute.
This graph has 81 thousand nodes and 1.3 million edges. In contrast, linear programming and
semidefinite programming based methods do not scale well and cannot handle such large graphs
at the present time. This motivates the design of spectral algorithms for graph partitioning with
stronger guarantees. Our work demonstrates that one can achieve very good theoretical guarantees
for Buffered Sparsest k-Partitioning.

As mentioned earlier, the algorithms we present in this paper give an O, s(log k)-pseudo-appro-
ximation for the Buffered Sparsest k-Partitioning problem, and a O(1/¢)-pseudo-approximation for
the Buffered Balanced Cut problem (see Section D). For constant e, this corresponds to a constant
factor approximation with buffers. For comparison, the best known approximation guarantees for
Balanced Cut or Sparsest k-Cut without buffers incur logarithmic factors in the number of vertices
n.2 Similarly, the best known approximation for Sparsest k-Partitioning is Os(v/lognlog k) [LM14].

2For Balanced Cut without buffers, the best true approximation factor is O(logn) [AR04, Riic08], and the best
pseudo-approximation is O(y/logn) [ARV09].



The caveat is, of course, that our algorithm produces an e-buffered partitioning but we compare its
cost with the cost of the optimal non-buffered partitioning.

In applications of graph partitioning and clustering, relaxing the partitioning using buffers is
often benign and even natural. Let us consider the following application of graph partitioning.
Suppose we have a graph whose nodes represent user profiles in a social network (like the Twitter
graph we mentioned earlier) and edges represent connections between them (friends, followers, etc).
We would like to assign these profiles to two machines so that each machine is assigned about the
same number of profiles and the number of separated connections is minimized. These are common
requirement for graph processing systems. In other words, we need to solve the Balanced Cut
problem for the given graph. If we run our algorithm on this graph, we will get two parts .S, T" and
buffer B. We can store S and T on the first and second machines, respectively, and replicate nodes
in B on both machines. This way we will separate only nodes located in S and 7. Partitioning
with buffers can be useful to obtain better solutions for several other applications such as resource
allocation and scheduling, where graph partitioning is used.

Moreover, in applications like community detection, it is common for the communities to have
small overlaps [YL14, YL12]. Vertices belonging to multiple communities may correspond to influ-
ential or well-connected nodes, that would disproportionately affect the cost in a disjoint partition.
While there has been much recent interest in detecting overlapping communities, it is challenging
to obtain algorithmic guarantees in the overlapping setting (see [KBL16, OATT22] for different
formulations and results on this problem); in particular, there are very few theoretical results for
spectral algorithms even in average-case models. An e-buffered partitioning with sets S, T and
buffer B can be viewed as two overlapping communities S’ = S U B and T’ = T U B with small
overlap |SNT| < emin{|S|, |T|}. Hence e-buffered partitions capture overlapping communities and
allow us to reason about spectral methods even in the overlapping setting (see also footnote 5).

Finally, buffered partitioning is an interesting problem in its own right, it gives a common,
versatile generalization that captures important results in spectral graph theory including higher-
order Cheeger inequalities and robust vertex expansion as described in the next few sections.

1.2 Graphs with vertex weights and edge costs

In the standard Cheeger inequality, the weight of every vertex must be equal to the total weight
of edges incident on it. For instance, in d-regular graphs, the weights of all vertices are equal to d.
Surprisingly, we can generalize our variant of Cheeger’s inequality to vertex weighted graphs. We
show that the Cheeger inequality for buffered partitions also holds when graph G = (V, E, w, ¢) has
vertex weights w, > 0 and edge costs ¢, > 0. In that case, we define the non-normalized Laplacian
Lg for G as follows. Lg(u,u) is the total cost of all edges incident on u and Lg(u,v) = —¢y, for
(u,v) € E; all other entries are zero. Then, for any vector z € R", we have

Laz= Y cuwlz(u) - 2(v)* (7)

(u,v)EE

Further, we define the weight matrix D,, as follows: Dy, (u,u) = wy, and Dy, (u,v) = 0 if u # v (Dy,
is a diagonal matrix). Finally, we define the normalized Laplacian Lg = Dy, 1/ szgD;l/ % Note that

2
T _ z(u)  z(v)
z Lez = Z Cuv < 2 172

(up)eE Wy

Denote the weight of a set of vertices A by w(A) = > .4 wy. We extend the definitions of
0c(A,B), ¢q(P || B), ¢c(P1,..., P || B1,...,Bk), and hléf to graphs with vertex weights and edge

4



costs:

§(P,V \ (PUB))
w(P)

(SG(A, B) = g Cuv and ¢G(P || B) =
ucAveB
(u,v)eE

Quantities ¢g(Pi, ..., P || B1,-..,Bk) and hlés are given by formulas (4) and (5), respectively. We
say that partition (Py,..., Py || Bi,...,By) is e-buffered if w(B;) < ew(P;) for every i € [k].

Note that the definitions of Lg, dg, ¢g, and hlge are consistent with those for regular graphs
with unit vertex weights and unit edge costs. As a side note, we observe that the definition of
Lg coincides with the definition of the normalized Laplacian in the standard Cheeger inequality
for non-regular graphs with edge costs. Note that in that inequality, vertex weights are defined as
Wy = Zv:(uw)e £ Cuv- In contrast to the standard Cheeger inequality, our variant holds for arbitrary
vertex weights and edge costs.

Theorem 1.3. Let G = (V, E,w,c) be a graph with positive weights w, > 0 and edge costs ¢y, > 0,
e€[0,1), 6 € (0,1), and k > 2 be an integer. Assume that max, w, < cw(V)/(3k). Then

k(9) log k

k,e
hy <
G = €

Aok (La), (8)
where k(9) is a function that depends only on §. Furthermore, there is a randomized polynomial-time
algorithm that given G finds an e-buffered k-partitioning (Pi, ..., Py || B1,..., Bg) with ¢pg(Pi1, ..., Py ||
By,...,By) < 08k y sk (La).

£

This new generalization with vertex weights and edge costs is crucial for the pseudoapproxi-
mation guarantees for the buffered versions of Balanced Cut (Theorem D.1) and Balanced k-way
partitioning (Theorem D.2) that were mentioned earlier.

1.3 Buffered Cheeger’s inequality for £ = 2

For k = 2, we provide an alternative slightly simpler variant of buffered Cheeger’s inequality. We
give a polynomial-time algorithm that partitions V into three disjoint sets: parts S, T, and buffer
B, satisfying SUT'UB =V and |B| < emin(|S|,|T]). The buffered expansion of S and T', defined
as 0(5,7)/ min(w(S),w(T)) is at most O(Aa/e) (see Proposition 2.1 for details).

We provide a self-contained proof of this simpler result for & = 2 in Section 2. We remark
that this result coupled with Lemma 5.1 from this paper and Theorem 4.6 from the paper by Lee,
Oveis-Gharan, and Trevisan [LGT14] already yields weak versions of our main results (Theorems 1.1
and 1.3) where O(log k) is replaced with O(log? k). This extra logarithmic factor is a large loss in
the context of graph partitioning problems, and this is analogous to the weaker higher order Cheeger
inequality obtained in [LGT14] by combining Theorem 4.6 of [LGT14] with the standard Cheeger

1
inequality for k = 2.3 To get a tight bound of O(=logk), we design a new algorithm (see the next
3

section for why our result is tight in both k£ and ). We give an overview of new techniques in
Section 1.7.
1.4 Our result generalizes higher-order Cheeger inequalities

Our main result (Theorem 1.1) can be seen as a generalization of Cheeger’s inequality (2) and
the higher-order Cheeger inequalitiy (3). To obtain these results, we apply Theorem 1.1 with

3The stronger bound of Theorem 4.1 in [LGT14] avoids Theorem 4.6.



€ = /A (1+6)k) log k. We find the largest set P, among P, ..., Py. We may assume that P contains
at least 2(0n) vertices (see Section B for the details). Then we include all buffers in set P;; that
is, we let P/ = P, U|J; B;. We obtain a non-buffered partition of G. Using that |B;| < ¢|P;| and
d(P;, B;) < d|B;] (since the graph is d-regular), we get for i # t (here k' = [(1 + d)k]),

d(P;, B;) _ c(6)logk d - /N log k| P
= = (c(6) + 1)/ log k.
dp| = VAwlogk 4P| (c(8) +1)v/ A logk

We bound ¢¢(P/) (the expansion of the updated set P/) as follows,

i 6PZ’PtI it b r 10
otpy = eGP IR (o) ¢ RO WLER

A+

bG(P;) = ¢a(P; || Bi) +

\/ Ak’ lOg k.

Hence Theorem 1.1 provides an alternate proof of (3). Furthermore, this proof suggests that the

factor of O( log k) in the upper bound of Theorem 1.1 cannot be improved. It also shows that

our inverse dependence on ¢ is tight even for £k = 2 (as otherwise we would be able to strengthen
Cheeger’s inequality, which is known to be tight).
1.5 Connection to Robust Expansion

Theorem 1.1 also generalizes the Cheeger-type inequality by Kwok, Lau, and Lee [KLL17] that gives
a bound for A2 in terms of robust expansion [KLMO6]. Let n € (0,1). For S C V, define

N, (S) = min {m T CV\S, 6a(S,T) > (1 —1)da(S,V\ s>} (9)
_ Ny($) _
O ()= =g and ¢(G)=_ min  6;(S) (10)

In other words, (257‘7/(5) is the vertex expansion of set S after we remove an 7 fraction of the edges
leaving S in the optimal way (which minimizes the vertex expansion of S in the remaining graph).
Quantity qﬁ};(S ) is less sensitive to additions of a small number of edges to graph G than the standard

vertex expansion. For that reason, gb,‘?/ (S) is called the robust vertex expansion of G. Kwok, Lau,
and Lee [KLL17] proved the following result for n = 1/2.

Theorem 1.4 (see Theorem 1 in [KLL17]). Ay = Q(h(; : ¢Y/2(G)>.

The following generalization of Theorem 1.4 is an immediate corollary of Theorem 1.1 (see Ap-
pendix A for a proof).

Corollary 1.5. For everyn € (0,1) we have Ao = Q(n ~hg - ¢}7/(G))
We remark that Theorem 1.4 is related to the case k¥ = 2 in Theorem 1.1.

1.6 Lower Bounds

We also prove a lower bound on hk’s, which is linear in \g.

Theorem 1.6. For every d-reqular graph G, integer k > 2, and € > 0, we have,




We remark that the additive dependence on € in the above lower bound (Theorem 1.6) is

unavoidable even when k& = 2.4 This is useful to derive a lower bound on the optimal buffered
. k’g . . . . . . /

expansion h¢; moreover in conjunction with the upper bound (applied with a larger ¢’), one can

also get a bicriteria approximation for buffered k-way partitioning.’

1.7 Overview and Organization

We start with proving a weaker version of our main result (Theorem 1.1) for £ = 2 in Section 2.
This proof is significantly simpler than the general proof but nevertheless illustrates why we get a
linear dependence on A\ rather than a square-root dependence in our Cheeger-type inequality. In
the proof, we use the thresholding idea from the proof of the standard Cheeger inequality but add an
extra twist — use two thresholds instead of one. First, we compute the eigenvector u corresponding
to the second smallest eigenvalue Ao of the normalized Laplacian Lo of G. Let u(i) be the i-th
coordinate of u. Recall that in the proof of Cheeger’s inequality, we put each vertex i either in S
or in T, depending on whether u(i)? > 7 or u(i)?> < 7 for an appropriately chosen threshold 7. To
prove our inequality for k = 2, we use two thresholds 7 and (1 + €)7 and, loosely speaking (see
Section 2 for the precise description), put i in 7', B, S depending on whether u(i)? lies in (—oo, 7],
(1,(L4+¢€)7), or [(1 + ¢)7, 00), respectively.

In the subsequent sections, we prove the main result i.e., Theorem 1.1 for arbitrary k. Recall
the definition of the spectral embedding of graph G, which we use in our proof. Let z1,...,zy
be the eigenvectors of L¢ corresponding to the &/ = [(1 4 §)k| smallest eigenvalues. Note that
the coordinates of vectors x; are indexed by vertices u; denote the coordinate with index u by
;(u). The spectral embedding maps vertex u to vector @ € R¥ with coordinates x1(u), ...,z (u).
We compute the spectral embedding. And now our goal is to partition vectors @ (so that the
corresponding buffered partition satisfies the desired properties). To do so, we introduce a new
technical tool — orthogonal separators with buffers — for partitioning sets of vectors.

Given a set of unit vectors, the orthogonal separator procedure generates three (disjoint) random
sets — set X (called an orthogonal separator) and its two buffers Y and Z — such that

1. if w € X and v is close to u then v is in X UY U Z with high probability
2. if vectors v and v are far apart, then it is unlikely that both of them are in X
3. |Y],|Z| are at most ¢|X| in expectation

(See Theorems 3.2 and 3.4 for details.) Orthogonal separators with buffers provide a basic
building block for constructing buffered partitionings. We repeatedly apply the orthogonal separator
procedure to normalized vectors () = ﬁ and obtain subsets X; and their buffers Y;, Z;. Merging
the obtained sets and filtering/thresholding them based on the lengths of vectors @, we obtain a
partial buffered partitioning. This partitioning has all the desired properties except that it does
not necessarily cover the entire vertex set V. While we do not provide any details on how this step
works in this overview, note that we use item 1 to argue that the buffered expansion of each set P;
is small, item 2 to argue that the obtained sets are not too large and thus there are at least k sets
in the partitioning, and item 3 to argue that |B;| < ¢|F;|.

4For the tight example, consider two cliques on vertex sets A and B of size (1 + &)n/2 each, with overlap of
|AN B| = en vertices and with no edges between A\ B and B\ A. Some of the edges incident on AN B are resampled
to ensure (approximate) regularity. While héa =0, it is easy to show that Ao = Q(e).

5 Specifically, for any € € [0,1),§ € (0,1), and ¢’ > ¢, our algorithm given a graph G finds an ¢'-buffered k-
partitioning (Pi,...,Pe || Bi,...,Bx) with ¢c(Pr,..., Py || Bi,...,By) < c(8)logk - (R0 1) /¢! where
¢(d) > 0 is a constant that only depends on 4.



Note that orthogonal separators with buffers generalize (non-buffered) orthogonal separators
introduced by Chlamtac, Makarychev, and Makarychev [CMMO06] and used in a number of SDP-
based approximation algorithms for graph partitioning problems. An analog of Theorem 3.4 for
(non-buffered) orthogonal separators was first proved by Bansal, Feige, Krauthgamer, Makarychev,
Nagarajan, Naor, and Schwartz [BFK'14] (see also [LM14]). Our high level approach follows the
paper by Louis and Makarychev [LM14]. However, our algorithm and its analysis substantially
differ from theirs because we need to use orthogonal separators with buffers and keep track of the
buffers between clusters. Also, our algorithm uses a spectral embedding while the algorithm by
Louis and Makarychev [LM14] uses an embedding obtained from an SDP relaxation, which imposes
additional constraints on vectors.

We prove some useful claims about the spectral embedding in Section 6. We define orthogonal
separators with buffers and present the main theorem about them (Theorem 3.4) in Section 3. We
prove Theorem 3.4 in Section 7. We show how to obtain a partial buffered clustering in Section 4.
Finally, in Section 5, we show how to obtain a true buffered partitioning.

The proof of the Cheeger inequality for graphs with arbitrary vertex weights and edge costs
(Theorem 1.3) is almost identical to that of Theorem 1.1. In order to simplify the exposition, we
only present the proof of Theorem 1.1. The same proof with minimal changes works in the general
case. Instead of presenting essentially the same proof again, we give a black box reduction from
Theorem 1.1 to Theorem 1.3 in Appendix E. The reduction however may significantly increase the
running time of the algorithm. We stress that the algorithm from Theorem 1.1 also works with
weighted graphs.

The other sections and appendices are organized as follows. In Section A, we show that Theo-
rem 1.1 implies Corollary 1.5, which we discussed in Section 1.5. In Section B, we prove a technical
claim about e-buffered partitions. In Section C, we prove a lower bound on h’é for unbuffered
partitions of graphs G with vertex weights and edge costs. Combining this lower bound with The-
orem 1.3, we get a pseudo-approximation algorithm for the Sparsest k-way Partitioning problem
(Theorem C.2). In Section D, we present our pseudo-approximation algorithm for the Buffered Bal-
anced Cut problem. In Section F, we prove Theorem 1.6 (a lower bound on hlga discussed above).
In Section G, we give a few useful estimates on the Gaussian distribution, which we use throughout
the paper.

Other related work. Clustering with vertex deletion and duplication has been studied in other
context as well. We refer the reader to the following recent results: Filtser and Le [FL21], Haeupler,
Hershkowitz, and Zuzic [HHZ21], Filtser [Fil22].

2 Warm up: Cheeger’s Inequality with a Buffer for k£ = 2

As a warmup, we provide a self-contained proof of a weaker version of Theorem 1.1 for k£ = 2.
Here, we will consider cuts (S,7") with a common buffer B (instead of disjoint buffers for S and
T). Such cuts consist of three disjoint sets S, T', and B that partition the set of vertices V' into
three groups. We will refer to such a partition as (5,7 || B). While there are many new ideas
needed to obtain Theorem 1.1 in full generality, this simpler setting already demonstrates how one
can leverage buffers to obtain an improved upper bound.

Proposition 2.1. Let ¢ € (0,1/4). Consider any graph G = (V, E) with positive vertex weights

Wy > 0 and edge costs cyy > 0. Let Ag be the second smallest eigenvalue of Lo = D;l/zﬂgD;l/Q,
the normalized Laplacian of G. Then, in polynomial time we can find three disjoint sets S, B, T



with SUBUT =V, w(S) <w(T) and w(B) < ew(S) such that

005, 7))

66(S,T | B) = © s

§4<1+§))\G,

Proof. The proof follows the same general strategy as the standard proof of the Cheeger inequal-
ity. We show how to find a distribution over (buffered) partitions (S, B,T) in the graph G, by
thresholding the second eigenvector of L, such that:

(D) E[86(S,T) < (1+1/e)Ag -Elw(S)] and (II) E[w(B)] < e E[w(S)].

The first condition gives an upper bound on the expected number of (non-buffered) edges crossing
the cut, while the second condition gives a bound on the expected size of the buffer. A simple
probabilistic argument (see Lemma 2.4) allows us to conclude that there exists a single buffered
threshold cut that simultaneously satisfies both the properties (with some slack).

Consider the spectrum of matrix Lg = D;l/ 2EgD;1/ 2. The first eigenvector of the non-
normalized Laplacian L is the vector of all ones denoted by 1. Its eigenvalue is 0. In other words,
L1 = 0. Consequently, Lg(D}U/Ql) = D;1/2igl = 0. Hence, Dqlu/Ql is the first eigenvector of
Lg. Let y be an eigenvector of Lg corresponding to the second eigenvalue A\g = Ay of Lg. Then,
y L D}U/ ?1 and

(y, Lay) = (y, Dy *La Dy, Py) = Aellyl*. (11)
Let v = D;l/Zy. Then, we have v L D,,1 (because (v, D,,1) = (y, Dqll,/21> =0) and

(v, Lgv) = (D, 2y, La Dy y) = Aallyll? = Al Dyl (12)

Step 1. Splitting the vector. For technical reasons, we need to split vector v into two vectors
vy and v_ such that the vertex weight of non-zero coordinates in each vector is at most w(V)/2,

w({i:ve(@) >0} <w(V)/2; w({i:v_(i) >0}) <w(V)/2.

We do this by following a standard trick that is often used in the proof of Cheeger’s inequality. Let z
denote the smallest coordinate value in the vector v such that the total vertex weight of coordinates
with a value greater than z in vector v is at most w(V')/2, i.e.

w{i:v(@) > z}) <w(V)/2; w{i:v(i) <z}) <w(V)/2.

Then we shift the entire vector v by z and get v = v — 21. Since Lel=0and v L Dy,1, we
have

W', Lav') = (v, Lav) — 22(v, La1) + 22(1, La1) L7 Mg | DY2v|? < Ag|| DY |12

=0 =0

The last inequality holds because

1D |17 = |1 D320|1? + 22( Dy 1)1 = 22(Dy/?v, Dof*1) = | Dy/?0l|* + 2% | Dy/?1|® ~22 (v, Dy 1)

>0 =0
We now split the vector v into two vectors vy, v_ with disjoint supports as follows:

o, (i) = {g(z) —z, ifo(i) >z o (i) = {0, if v(i) > z;

otherwise, v(i) — z, otherwise.



Claim 2.2. For u = vy or u = v_, we have u # 0 and (u, Lgu) < )\G||Dq}u/2

1/2

Proof. Vectors D%U/ 221+ and D, “v_ are orthogonal because their supports are disjoint (note: Dy

ul?.
1/2
is a diagonal matrix). All coordinates of Dw/ vy are non-negative, and all coordinates of Dy Y2

are non-positive. Thus, ||Dw |2 + HDM2 _I2= HDl/Q(v+ +v)|? = ||D1/2 "II? and

<U/, EGU/> = <U+7 EGU+> + <U—’ .Z/G’U_> + 2<U—7 EGU+> > <U+7 -ZG’U-F) + <U—7I~/G/U—>'
—_————

>0

The last inequality holds because all off diagonal entries in L are non-positive; v (i)v_(j) < 0 for
all ¢ # j; and vy (i)v_(i) = 0. We have

(04, Laus) + (0=, Lgv-) < (v, Lav') < Aq| D>V |1 = Aa (| Do 2o+ |* + | Do 2o ).
Thus, for v = vy or u = v_ the desired inequality holds. O

Let u be as above. We assume without loss of generality that ||ullce = max, |u(i)] = 1 (if
llu|loo # 1, we divide u by |lu|lo). Next, we show that there exists an e-buffered partition with
small expansion by thresholding on this vector w.

Step 2. Random Thresholding with Buffers. Pick a random threshold ¢ € [0, 1] uniformly
distributed in [0, 1] and define sets S, T', and buffer B as follows:

S ={i: (')2 >t} (13)
T = {Z <t/1+5} (14)
B—V\(SUT {i:tfa+e) <u(i)® <t} (15)

Note that BU S = {i : u(i)? > t/a1+e)}. Since t is picked uniformly from [0, 1] and ||uljcc = 1, we

have
Zwl Pr{iie S} = sz = || DY/ ?ull?,
and
E[w(BUS)| =Y w;-min((1 +&)u(i)|* 1) < (1 +&)| Dy ul®. (16)
=1

Thus, E[w(B)] < ¢|| Dy *ul|? = e E[w(S)], as stated in Equation (II).

By our choice of z, the weight of vertices with positive values in u is at most w(V)/2. Since S
contains a subset of vertices with positive values in u, we have w(S) < w(V)/2.

Note that for every edge (i,5) from S to T, we have u(i)? >t > t/(1+¢) > u(j)?. Thus, for all
edges (i,7) € 6(S,T), we have: (a)i € S,j € T ifu(i)? > u(j)? and (b) i € T, j € S if u(i)? < u(j)?%.
Now consider an edge (4, ) € E with u(i)?> > u(j)?. The probability that (i,5) € §(S,T) equals

Pr{(i,j) € 6(S,T)} =Pr{i € S;j € T} = Pr{t <u(i)> & t> (14 )u(4)*}
= max{u(i)? — (1 + e)u(j)?,0}.

To bound the right side, we use the following simple claim.
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Claim 2.3. For all € > 0 and all real numbers a and b, we have
a®> — (1+¢e)b* < (1+1/e)(a —b)>.

Proof. If b = 0, then the inequality holds. Assume, that b # 0. Divide both sides by b? and denote
A = a/b. We need to show that (14 1/e)(A —1)? — (A2 — (14 ¢)) > 0. Write,

L+ 1)A =1 = (A = (14 2)) = oA = 201+ YA + (VE + 1/ve)?
— (Y2 - (VE+1R)2 2 0. =

Hence from the above Claim 2.3, we have
Pr{i € 8;j € T} < (1+1/e)(u(i) — u(4))*.
By linearity of expectation,
E5(S, )< (1+Ye) D eyluld) —u(i)® "= (1+Ye)(u, Lau) <
(i,J)eE
u(i)?>u(j)?
< (14 Yo)Aa| Do/ ?ull* < (1+ Ye)Aq - Elw(S)].

We bounded (u, Lgu) using Claim 2.2 (cf. Equation (12)). Thus, this distribution over buffered
partitions (S,T" || B) satisfies Equation (I). Since (I) and (II) both hold, we can use Lemma 2.4 (see
below) to conclude that there exists a cut (S,7') with buffer B for which

16(S,T)| <21+ Y)Ag - w(S), and w(B) < 2e - w(9).
For this cut (S,7) with buffer B, we have

- A' =2(1 + 1/e)A
w® S ) e
By (13) and (14), WehaveSg{ cu(i)? >0} and T' D {i : u(i)? :0} Thus w(T) < w({i : u(i)? >
0}) <w(V)/2 and w(T') > w({i : u(i)? = 0}) = w(V) —w({i : u(i)® > 0}) > w(V)/2. Therefore,
w(T) < w(S). We conclude that
5,

We obtain the desired result for ¢ = 2. To finish the proof, it remains to show Lemma 2.4.
O

Lemma 2.4. For any m > 2, consider m arbitrary jointly distributed non-negative random variables
X1,..., Xm—1 and Y. Suppose that for everyi=1,...,m — 1, E[X;] < «; E[Z]. Then,

Pr{X; <2a;Y, Vie[m-—1]}>0. (17)

X

—1)a; " By the linearity of expectation, we

. . —1
Proof. Consider a new random variable Z = > /"
have

m—1 ]
E[Y] > ml_ - > ES(Z] = E[Z].

(2

i=
This implies that Pr{Y > Z} > 0; otherwise we would have E[Y]| < E[Z]. If Y > Z, then we have
foreveryi=1,...,m—1, X; < (m —1)a;Y. Therefore, inequality (17) holds. O

11



3 Orthogonal Separators with Buffers

In this section, we introduce orthogonal separators with buffers. We will prove Theorems 3.2, 3.4,
and 3.6 in Section 7. In these theorems, we provide randomized procedures to generate orthogonal
separators with buffers in a set of unit vectors U in R%. In the next section, we will use the procedure
in Theorem 3.6 to create a partial partitioning. We first use spectral embedding to map each vertex
u € V to a vector 4 € R¥. We will run this procedure on normalized vectors (i) = /||| for all
vertices u € V. We first give the definition of the orthogonal separator with one buffer.

Definition 3.1. Consider a finite set U of unit vectors in R:. A distribution over two disjoint
subsets of U is an m-orthogonal separator with an e-buffer, distortion D, separation radius R, and
probability scale « if the following conditions hold for two subsets X,Y C U chosen according to
this distribution:

1. ForallueU, Pr{iue X} = a.
2. ForallueU, Priue Y} <ca.
8. For allu,v € U with |u—v|| >R, Pr{v € X |ue X} < L.
4. Forallu,o €U, Pr{iv ¢ XUY |u€ X} <Dlu—v|>
We call X an orthogonal separator and Y its buffer.

In this definition, conditions 1 and 2 restrict the size of an orthogonal separator and its buffer
respectively. Condition 3 requires that for every pair of vectors u,v € U, if 4,0 are almost or-
thogonal, then vectors u,v are separated by X with high probability. Condition 4 upper bounds
the probability that vectors @, v are separated by the orthogonal separator X with a buffer Y. In
the following theorem, we show there exists such an orthogonal separator with one buffer. The
construction of the orthogonal separator with one buffer and its proof is in Section 7.

Theorem 3.2. There exists a randomized polynomial-time procedure that given a finite set U of
unit vectors in R® and positive parameters € € (0,1),m > 3,R € (0,2), returns an m-orthogonal
separator with an e-buffer with distortion D = Og(1/s logm), separation radius R, and probability
scale a > Op(1/poly(m)).

In the above theorem, we show that if vectors @ and v are far apart, then they are both contained
in X with a small probability. Suppose that every point @ has a certain weight or measure u(u). We
now show that by slightly altering the distribution of X and Y, we can guarantee that the measure
of every X is not much larger than the measure of the heaviest ball of radius R (see item 3 below
for details).

Definition 3.3. Consider a finite set U of unit vectors in R? equipped with a measure . A
distribution over two disjoint subsets of U is an d-orthogonal separator with an e-buffer, distortion
D, separation radius R, and probability scale o if the following conditions hold for two subsets
X, Y CU chosen according to this distribution:

1. Forallue U, Pr{ue X} = a.
Forallue U, Pr{iue Y} <ea.
mingex p(X \ Ball(u, R)) < du(U) (always).

™ e e

Forallu,v €U, Pr{v ¢ XUY |ue€ X} <Dla—2|>

12



Theorem 3.4. There exists a randomized procedure that given a finite set U of unit vectors in
RY equipped with a measure p and positive parameters € € (0,1),6 < 2/3, R € (0,2), returns an
d-orthogonal separator with an e-buffer with distortion D = Og(1/e log1/s), separation radius R,
and probability scale o > Og(1/poly(m)).

By using the orthogonal separator with one buffer above, we can find a buffered partitioning
of the graph with buffered expansion in Theorem 1.1, but buffers B; may overlap. To get disjoint
buffers as in Theorem 1.1, we use the orthogonal separator with two buffers defined as follows.

Definition 3.5. Consider a finite set U of unit vectors in R® equipped with a measure p. A dis-
tribution over three disjoint subsets of U is an d-orthogonal separator with two e-buffers, distortion
D, separation radius R, and probability scale o if the following conditions hold for three disjoint
subsets X, Y, Z C U chosen according to this distribution:

1. Forallue U, Pr{ue X} = a.
2. Forallue U, Pr{ue Y} <ea and Pr{u € Z} < ca.
3. mingex p(X \ Ball(w, R)) < 6u(U) (always).

4. Forallu,v €U, Pr{v ¢ XUY |u€ X} <Dlu—v|? and
Priv ¢ XUYUZ|ue XUY}<D|u—1|>

In the following theorem, we slightly modify the procedure above to get orthogonal separators
with two buffers.

Theorem 3.6. There exists a randomized procedure that given a finite set U of unit vectors in
Re equipped with a measure p and positive parameters € € (0,1),6 < 2/3,R € (0,2), returns an
d-orthogonal separator with two e-buffers with distortion D = Og(1/e log1/s), separation radius R,
and probability scale o > Og(1/poly(m)).

4 Partial Partitioning

In this section, we give an algorithm for finding a partial e-buffered partitioning (Py, By), . .., (P, Bi/)
of G. This partitioning satisfies all the properties of the partitioning from Theorem 1.1 except the
union of sets P; does not necessarily cover the entire vertex set of G. For notational convenience,
we will use k to denote the index of the eigenvalue that we compare the cost to. Eventually this
theorem will be applied with k = (1 + O(8))k, where k is the desired number of clusters (which we
denoted by k in Theorem 1.1). We obtain this partial partitioning using Algorithm 1 which consists
of Steps 1, 2, 3, and 4 provided in Figures 1, 2, 3, and 4.
Algorithm 1 generates this partial partitioning (Py, B1),. .., (P, Bpr) with &' > (1 — 2§)k and

partitions the uncovered vertices V' \ U,c Pi U B; into disjoint subsets Aj, A for i € [k'] and

"5, Rlo. We prove that these subsets P;, B;, A}, A/ for i € [k'] and Rz, R}, satisfy six properties
given in Theorem 4.1 (see below). The first three properties show subsets P;, B; forms a partial
e-buffered partitioning. In Section 5, we show how to transform this partial partitioning with &’
clusters into a true buffered partitioning of G with k clusters. We combine those additional sets
Al A7 R, Ry to get a true buffered partitioning. The properties 4, 5, and 6 in Theorem 4.1 are
used in Section 5.
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Find a spectral embedding for graph G:
e Let Lg be the normalized Laplacian matrix for G.

e Find the top k eigenvalues of Lg and corresponding orthogonal unit eigenvectors
r1,...,2x € RY. Denote coordinate u € V of x; by x;(u).

e Embed each vertex v € V into k-dimensional vector @ defined as follows: the ¢-th
coodinate of u is x;(u).

Figure 1: Step 1 of Partial Partitioning. At this step, the algorithm maps vertices of G into vectors
using the standard spectral embedding.

Let R = +/9/6, 6’ = 9/2k, and T = 2/aln1/s.
Set X9 =@ and 'y = &.
Fort=1,...,T:

e Sample an orthogonal separator X; with buffers Y;, Z; using Theorem 3.6 with param-
eters e, R, and ¢§'. For convenience, we assume that X;, Y;, and Z; contain not vectors
but the corresponding vertices of G.

e Let P,=X;\ (U,., X;UY;UZ) and £y = £;_; U B,

1<t

o Let Et = (Xt U Y;g) \ (Et @] Pt—l) and Ft = Ft—l U Et.
e Let Rp =V \ (UL, X;UY;UZ) and Rg =V \ (Zr UT7 U Rp).

Figure 2: Step 2 of Partial Partitioning. At this step, the algorithm finds a crude partial partitioning
{(Pt, Bt)}t of V.
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Let R, = Rp and Ry = Rp.
Fort=1,---,T:

e Find r; that minimizes ¢g(P; || Bt) subject to the constraints |B;| < C}()e|P],
|AY| < 10e| Py, 6(A}, P,UBy) < CL1(0)/e- A\ log k-d|P;| , and dg(P;UBy, (X7 URp)\ P;) <
Ci10)/e A log k - d| P;| where

Pi={u€P:|al®>r}

By={u€ B al* > ri/(1+ )} Ufu € B ||a|® € [re/(1+¢),mi]}
A ={ue B a2 <ry/(+e)?}

A} ={ue P, ||al® € (r/(1 + €)% re/(1 +€))}

Note that it suffices to consider 7 in {||@||? : w € P, U B;}. If no such r, exists, we let
Pt:@, Bt:@,AQ:Q,andAQ’ZQ.

e If no such r; exists, then add P to R’ and add B; to R's. Otherwise, add Br \ B; to
R

Figure 3: Step 3 of Partial Partitioning. At this step, the algorithm refines the crude partial
partitioning {(P;, Bt)}+ of V and obtains sets {(P;, By, A}, A} ) }+.

Fort=1,---,T:

e Discard all sets P, By, A}, A} if P, = &, or

7
0
b (P |l Br) > 4;() Ak log k,

where C} {(9) is some function that depends only on § (see Theorem 4.1).

o If sets P;, By, A}, A} are discarded, then add P to R'5 and add B, to Rlp.

Figure 4: Step 4 of Partial Partitioning. At this step, the algorithm discards all sets (P, B;) that
do not satisfy the conditions of Theorem 4.1.
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Theorem 4.1. Algorithm 1 is a polynomial-time randomized algorithm that given a d-regular graph
G = (V,E), natural k > 1, and positive parameters €,6 € (0,1/80), finds subsets R, R}z and
P, B;, A, A of V' fori € [K'] with k' > (1 — 20)k such that

1. All sets P;, B;, A}, A7 and R'», R’y are disjoint and all sets P; are nonempty, and

k,/
pPURRU|JPUB UALA] =V;
=1

2. |B;i| < C}(0) e|Py| for alli e {1,...,k'}; and
"

3. ¢a(P; || By) < 04;@) N logk, for alli € [K],

4. |AY| < 10e|P;|, for alli € [K';

5. |Rp| < 16en;

2 1 5
2C510) \ ogk - d|P, for alli € [K).

6. SF_, 6G(A}, P U B;) + 0g(Rlp, P U B;) <
Remark: We will assume that ¢ < §. If that is not the case, we can replace € with ¢/ = ¢ and hide
the additional factor of €/&” in the bound on ¢g(P; | B;) and Z?Zl oG (A%, P,UB;)+dc(Rp, PiUB;)
in the constant C?/(0). We will also assume that § > 1/(3k): indeed if < 1/(3k), we can increase
it to 1/(3k) and we will still have k' > [(1 —2/(3k))k]| = k, as for the original value of ¢.

Proof. Our algorithm consists of four steps. First, we embed the vertex set V into a k dimensional
space using the standard spectral embedding (see Section 6 for details). We denote the image of
vertex u by . We also let ¥(@) = u/||u|| (that is, ¥(#%) is the normalized @) and p(u) = ||u[|? (note:
u # 0 by Claim 6.1). At the second step, we obtain a crude partial partitioning ﬁl, ceey ﬁku with
buffers El, ey Eku using a new technical tool, which we introduced in Section 3. We call this tool
orthogonal separators with buffers (see Theorem 3.6). Finally, we refine the crude partitioning at
the third step and discard some sets at the fourth step. We get subsets P;, B;, A}, A for i € [K/]
and two extra subsets R}, R3. We provide the pseudocode for Steps 1, 2, 3 and 4 in Figures 1, 2,
3, and 4. We now analyze our algorithm.

Before we proceed to the proof, we set some notation. Let Ball(u, R) be the ball of radius R
around u in the metric p(u,v) = || (a) — ¥ (v)|:

Ball(u, R) = {v € V : [(@) — ¥(9)]| < R},

We define measure 1 on V' as follows: for every S C V,

p(S) =" p(u).

u€esS

Step 1: Spectral Embedding. In Section 6, we remind the reader the standard definition of a
spectral embedding of G into R¥. We then prove two claims about this embedding. First, we note
that u(V) = k. This is a known fact (see e.g., [LRTV12]). Then, in Lemma 6.3, we show that for
R < 1//2, for any vertex u € V,

1

(18)
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We will use this bound with R = /9/6.

Step 2: Crude Partial Partitioning. We now analyze the second step of the algorithm described
in Figure 2. Let {(P;, B;)}._; be the crude partial partitioning obtained at this step. Define function

l|al|?, if u € ﬁt,v ¢ P, U B, for some t;
n(u,v) =< e |lu — 17||2, ifue ﬁt, v E ﬁt U Et for some ¢; (19)
0, otherwise.

Later, we will use the following sum as an estimate of the size of the edge boundary of set P;:

By = S ). (20)

uEISt; veV;
s.t.(uw)eE

Note that function n(u, v) is not symmetric. If v and v are in P,, then the sum above includes both
terms 7(u,v) and n(v,u). Depending on the argument, we will use 77 to denote the cost of an edge
as in Equation (19) or the cost of all edges incident on vertices in P; as in Equation (20).

Note that sets E, Et are contained in X;UY;UZ;\¥;_1, Wherg X1, Y, Z, are orthogonal separator
and its two buffers and ;1 are vertices covered by previous P; for ¢ < t. We define another cost
function as follows:

ii(u,v) = {’uHQ, ifue ]315 U Et,v ¢ (X, UYUZy)\ X for some i; (1)

0, otherwise.

We will use this cost function to bound the total cost of edges from each part in the partial
partitioning P; and B; to the uncovered part Ry and R5. The cost of all edges incident on vertices

in P, U B; for function 7 is denoted as

WBUB) = Y iuv). (22)

weP,UBy; veV;
s.t.(uw)EE

We prove the following lemma for all sets generated after Step 2.

Lemma 4.2. The crude partial partitioning {(]St,ét)}tT:l and subsets Rg, Rp obtained at Step 2
of the algorithm satisfies the following properties:

1. w(B) <146 for all t;

2 S Blu(PY] > 1~ 55;
3 3 S Blu(B)) < 4e;

1 ~. _C
4. 7 X E(P)] < =% Awdlogk;
2 Z?:l E|B:| + E|Rp| < 4en;

1 . c
0. % ZtT:1 E[7(P, U By)] < ?6 - A\pdlog k.
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Here, the expectation is taken over the random decisions made by the algorithm at Step 2 (all other
steps of the algorithm are deterministic).

Proof. We will use Theorem 3.6 to analyze Step 2 of the algorithm. We first show item (1). Observe
that P, C X; and for every u € X, X; = Ball(u, R) U (X; \ Ball(u, R)). Thus,

u(P) < pu(Ball(u, R)) + (X, \ Ball(u, R)).
By Lemma 6.3 (see Equation (18)), u(Ball(u, R)) < 1/(1-4/3) < 1+4/2 for all u. By Theorem 3.6,

ou(V) o
qfreant w(Xye \ Ball(u, R)) < 5k — o

Thus, u(B) <1+ 6.
We now prove item (2). Consider a vertex u. Observe that if u gets assigned to set X; at

iteration ¢, then it remains in the set Xy in the future iterations ¢’ > t. That is, ¥; C Xy11. Let
== UKtX UY; U Z;. Then, similarly, we have Z; C Z;4;1. If w is not in Z;, then at step (¢ + 1),

it is assigned to Pt+1 with probability at least a;/2 and to Zy41 \Pt+1 with probability at most 2ca
(see Theorem 3.6). Thus,

a/2 1
a/2+2ea  1+4e

Pr{u e ¥ |ueZ} >

Also,
I-(1—a(l+2) >Pr{iucZ}>1-(1-a/2)

Therefore (since T' = [2/alnl/s] and € < § < 1/48),

1—(1—a/2)T> 196

P YXr}t >
r{u € Xk = 14 4e +46

> 1 50. (23)

Item (2) follows from the bound above because sets P; are disjoint and S = UZ;I P,.

We then prove items (3) and (5). Note that the remaining parts Rp = V \ Er and Rp =
VN(RpUXpUTI'p) =E7 \ (X7 UT'p). Since all sets Et are disjoint and I'r = Uthlgt, we upper
bound probabilities Pr{u € I'r} and Pr{u € T'r U Rg}. Since Rp = Zr \ (X7 UT'r), we have
I'rURp = Zp \ Xp. Similar to bound (23), we have

Pr{u e T'7} <Pr{u e 't URp} <Pr{uec =Zp\ X7} < 1:1_546 (1-(1—-al+ 2e))7) < 4de, (24)
where the last inequality is due to Pr{u € E7 \ X7 | v € E7} < 4e¢/(1 + 4¢) and Pr{u € Zr} <
1 — (1 —a(l+2¢)T. Then, item (3) follows from Pr{u € I'r} < 4e and item (5) follows from
Pr{u e I'r URp} < 4e.

We now prove the item (4). Consider an edge (u,v). We bound the probability of the event
{n(u,v) = ||al|*}. If n(u,v) = ||a|? then u € P, and v ¢ P, U B, for some t. We first assume
that v ¢ Xy UTy with ¢/ <t — 1 or, in other words, v ¢ ¥; 1 UT';_1. Then, u € X; \ ;1 and
v ¢ X UY; for some t (otherwise, if v was in (X; UY}) \ X¢—1 UTy_1, v would also be in P; or Bt)
Ifve Pt/ U Bt/ and u € P, with ¢/ < t, then v € (Xp UYy)\ (Zp_1UTpy_q) and u ¢ Xp UYy U Zp
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for some t'. Write,
(25)

T
Pr{n(u,v) = ||a|*} < ZPr {ue Xy \E1 and v ¢ X, UY;}
t=1

(+)
T
+) Pri{ve (X;u¥)\ (S 1 Ul ) and u ¢ X, UY; U Z}. (26)

t=1
(%)

We upper bound the first term. Two events {u € X;; v ¢ X;UY;} and {u ¢ Z;_1} are independent

for every t. Thus,
Pr{ue X;and v ¢ X, UY;} - Pr{u ¢ 51}

W

(%)

#
Il
—_

Pr{vé¢ X;UY; |ue X¢}-Pr{ue X;} - Pr{u ¢ 51}

I
B

W
Il
—

PI‘{UgéXtUY;f’uEXt}-PI'{UEXt\Et_l}.

Il
B

i
N

By Theorem 3.6,

Pr{v¢ X;UY; |u € X¢} < Dl(a) - (o)
where D = O(1/e log¥/s) = Os(1/< log k). Observe that events {u € X;\E;_1} fort € {1,...,T} are
mutually exclusive. Thus,

T
() < D@ — @) - > Priue X, \E1} < Dv(m) — ()]

~~

<1

The same bound holds for (xx) in Equation (26). We now bound E[n(u, v)]
E [n(u,v)] = Pr{n(u,v) = a2} - |l + Pr {n(u, v) = Vellu = o2} - yella - o]
< 2D [[p(a) — ¥(@))* - al® + Yella - o]
By Claim 4.3 (see below), E [n(u,v)] < 8D||a — v|*> + V/e||a — v||* = Os(1/elog k) ||u — o[>
Claim 4.3. Consider two vertices u,v € V and the corresponding nonzero vectors u,v. We have

)l -l (@) — $@))1* < 4a — o>

Remark: This is a known inequality. See e.g., [CMMO06] and [LGT14].

-l =le- g el

— ——| = |- 3= 7| -
o]

1all* -l (@) — $@)[1* = llall* - H lall o]

Proof. Write,
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We now use the relazed triangle inequality for squared Euclidean distance ||z — z||? < 2|jz — y|> +
2|ly — z||>. We have

Jal? - (@ - I < 2ol + 2o~ {0 o < ol

|al]

Here, we used that v and Tl v are collinear vectors and, thus,
lall = - ’H lall e o
- —lall} = [llall = lall| < lla - o].
‘ (G o

We can now finish the proof of Lemma 4.2,

T
LS EWPY =1 Y Bl o)) + Blolv,u)] = Os(/elogk) 1 3 o]

(u,v)EE (u,v)EE

By Claim 6.2, the right hand side is upper bounded by Ogs(1/clog k) dA.

Finally, we prove item (6). Similar to the analysis of item (4), for any edge (u,v), we bound the
probability that 7j(u,v) = ||a|?. If 7j(u,v) = ||/|?, then we have u E~ﬁt Qgt and v € (X UY,UZ;)\
Y¢_1 for some t. We also first assume that when u is contained in P; U By, vertex v is not contained
in ;1. Then, we must have v ¢ X; UY; U Z;. If v is covereglv by ft for some t before u is covered,
then we must have v ¢ X; UY; (otherwise w is contained in P; U B;). Thus, we have

T
Pr{ij(u,v) = ||a|’} <> Pr{ue (X, UY;)\E_1 and v ¢ X, UY; U Z;}
t=1

T
+) Pr{ve X;\E jandu ¢ X, UY;}.
t=1

By Theorem 3.6, we have Pr{fj(u,v) = ||u]|?} < 2D ||v () — ¢ (9)|*. By Claim 6.2, we get

kZE ) ]1 S Efii(u, v)] + Effi(v, u)] = 05(1/<log k) .
(uw)EE

O
By item (5) in Lemma 4.2 and Markov’s inequality, we have |Rp|+ Y7, |B;| < 16en holds with
probability at least 3/4. In the following analysis, we assume this always holds.

Steps 3 & 4. Our algorithm (Algorithm 1) refines the crude partial partitioning {ﬁt, Et}thl at Step
3 and obtains set tuples {(P;, By, A}, AY)}L_,. Then, it removes some of the sets (P;, By, A}, AY) from
the partial partitioning at Step 4. In the analysis of the algorithm, it will be more convenient for us
to identify those sets (ﬁt’ Et) that remain in the solution first and only then find their refinements
(Pt, Bt, A;, Ag) Let

T= { : P, # @, u(B;) < Cjep(P;), and max{n(Py), (P U By)} < Cf /e - Mdlogh u(fw}, (27)

where C§ = 192/6 and C§ = 48Cs/d. We will now prove that Pr{|Z| > (1—20)|k|} > 1/2. In the next
section, we show that for each i € Z, the set tuple (P;, B;, A}, A”) satisfies all constraints at Step 3
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and 4. Thus, all sets (P;, B;, A}, A7) with ¢ € Z remain in the solution after Step 4 and, consequently,
the algorithm succeeds with probability at least 1/4 (We assume |Rp| + Zle |By| < 16en at Step
2, which holds with probability at least 3/4).

Lemma 4.2 gives us upper bounds on the expected values of k — ), w(P,), Dot w(By), Dot n(P),
and ), ﬁ(ﬁt U Et) These four random variables are non-negative. Thus, by Markov’s inequality,
with probability at least 1/2, the following four inequalities hold simultaneously:

pu(P) > 1 - 405,

=
MH

~~
Il
—

u(By) < 32;

4~
Il
—

==
Mﬂ

(ﬁt) < 8Cs/e Apdlog k.

IIMH

1
ki -

T
Zﬁ (P, U By) < 8Cs/= Apdlog k.

=

Denote the event that all above inequalities hold by £. We know that Pr(£) > 1/2. Let us assume
that £ occurs. Since § < 1/80, we have

T T
Z pu(By) < 64e ZM(Pt);
=1 t—1

T T

> n(P) < 16Cs/e Ardlogk Y u(Py);
t=1 t=1

T

T
> i(P, U By) < 16Cs/e \edlog kY p(Py).
t=1 t=1

Let w; = pu(P;) / ST 1(P;). We rewrite the inequalities above as follows:

W p(Bi) < 64e;

2t
i

) < 16C5/e \pdlog k;

< 1605/ \dlog k.

In the expressions above, we ignore the terms with w; = 0. Note that ), w; = 1. Suppose that we
pick ¢ in {1,...,T} randomly with probability w;. Then, the above inequalities give bounds on the

expected Values of u(B;)/u(P;) and n(P;)/u(P;). By Markov’s inequality,

Pr{zeI}—zPr{( 1) < Ch ep(P;) and max{n(P;), (PUB)}<C/aAkdlogku(P)}>1—5,

~w
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where C§ = 192/ and C§ = 48Cs/d. Therefore, 3, 7 w; > 1 — 6. We have

T

D ou(B) = (1=8)> u(B) > (1 -0k
€L =1

We now recall that p(P;) <1+ J. Consequently,
1-6
| > ——k>(1—-20)k.
7l 2 fsh > (1-29)
We just showed that if event £ occurs, then |Z| > (1 — 26)k and Pr(€) > 1/2. Hence, Pr{|Z| >

(1—20)k} > 1/2.

Step 3: Refined Partial Partitioning. At Step 3 of the algorithm, we refine the crude parti-
tioning obtained at Step 2. To this end, we pick a threshold r; € (0,1) for every pair (FP;, B;) with
i € Z. We define the refined partitioning sets to be

o Pi={ueP:p(u)>r},

e Bi={uecB;:pu)>r/1+e)}U{ucP:pu)er/(l+e),r)}
o Al={ueP:p(u)<r/(1+e)%},

o AV ={ue P;:p(u) e (ri/(1+)%r/(1+¢))}.

The threshold r; must satisfy five conditions: (1) |B;| < C}1(0)e|Pil; (2) ¢pc(P; || Bi) < Ci1(9)/e A\ log k;
(3) |AY| < 10| Py|, and (4) 6c(A}, PiUB;) < Ci1()/e My logk-d|Pi; (5) 6¢(PiUB:, (S7URp)\ P;) <
Ci10)/e Mglogk - d|P;|. At Step 4, we drop sets (P;, B;, A, A7) for which we could not find such
threshold. We now show that for every i € Z such threshold r; exists (set Z is defined in Equa-
tion (27)). We use the probabilistic method.

Lemma 4.4. Consider i € Z. Suppose, we select elements in sets P; and B; using a random
threshold r;, which is uniformly distributed in (0,1). Then

1. E,,|Bi| < 2C,<E,, |P);

2. By, [06(P,V\ (R UB)| < Eclogh-dE,, |P;
3. B, |AY| < 2:E,, |P;

ool PUBY)| < Fnlogk - dEy, |,

5 E,

0c(P U B, (51 URp)\ 15})] < % logk - dE,, |P).
Proof. Denote
Bl ={ueB;:pu)>r/(1+e)}and B = {u e P, : p(u) € [ri/(1 +¢),7:)}.

Then, B; = B U B!. Write,

E, [P =) Pr{ue P} =3 Pr{r < p(u)} = p(F).
U,Eﬁi ueﬁi
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Here, we used that p(u) <1 for all u (see Claim 6.1). Similarly, E |B]| < (1 + )p(B;). Then,

E\B”]—ZPr{ ) € [ri/(1+¢), 7’1} ZPr{n i), (L+¢e)u(i )]}Sa,u(lgz)

uEP uEP
Thus, using the definition of set Z, we get
E|Bi| <E|B|+E|B!| = (14 &)u(Bi) +eu(P;) < (1 +¢)C + )eu(P;) = 2C5 e E|By|.

This proves the first claim of Lemma 4.4.
We assign all vertices u € P; with p(u) € (r;/(1+€)?,7:/(1 +¢)) to set AY. Then, we have

BlA7| = 3 Pr{u(i) € /(1 + )%/ (1+ )} =

uEP

= > Pr{n € [(L+e)uli). 1+ a6} = Y (e +2)nli) < 2eu(P).

uep, uep;

Since u(P;) = E,, ||, we get the third claim.
To show claims 2 and 4 of Lemma 4.4, we bound the expected number of edges from set P; to
set V'\ (P; U B;), and the expected number of edges from set A to set P; U B;.

Claim 4.5. Consider an edge (u,v) € E with u € P;. We have
Pr{u e P;; v ¢ P,UB;} < 2n(u,v),
and
Pr{u € A}; v € P,U B;} < 2n(u,v).
Proof. Consider two cases. If v € ﬁl U Ei, then
Pr{u e P, v¢ P;UB;} = Pr{u(u) > r; and p(v) <r;/(1+¢)}
< Pr{r; € [(1+ (o), p(w)] }
< plw) — (1+ )p(v).

By Claim 2.3,
plu) = (L+e)u(v) = [la]* = @ +e)llol* < (1 + o) (lall —llo])* < 2(llall - ol)?/e.
Using the triangle inequality ||a| — ||7]| < ||a — ©||, we conclude that

Pr{u e P, v¢ P,UB;} < 2n(u,v).
Similarly, we have
Pr{u € A} and v € P;U B;} = Pr{p(u) < r;/(1+¢)* and u(v) > r;/(1+¢)}
<Pr{r € [(1+¢)°u(u),(1+e)p()]}
< (L+e)(p(v) = (L+e)u(w) < 2(|lall - [|o])*/e.

Therefore, we have
Pr{u € A}, v € P,UB;} < 2n(u,v).

vag_fﬁiuéi,then Pr{u € A, UGEUEZ}:O, and
Pr{u € P;, v € P;UB;} = Pr{u € P;} = ||a|* = n(u,v).
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By Claim 4.5, the expected number of edges from set P; to set V' \ (P; U B;) is at most 2n(F;).

Also, the expected number of edges from set A’ to set P; U B; is at most 277(1%). In other words,
E [0¢(P;, V \ (P; U B;))] < 2n(P;) and E [66(A}, P; U B;] < 2n(F;). Using the definition of set Z
(see (27)), we get the claims 2 and 4 of Lemma 4.4.

Finally, we prove claim 5 of Lemma 4.4. We have for any edge (u,v) with u € ]3Z U Ei,
Pr{u € P,UB;,v € (SrURp)\ B} <Pr{ue P,UB;} = (1+¢)||a|]*> < 2ij(u, v).

Thus, the expected number of edges from P; U B; to (X7 U Rp) \15z is at most Qﬁ(ﬁz U El) By the
definition of set Z (see (27)), we get the conclusion. O

Using Lemma 2.4 with six random variables, we conclude that there exists r; € (0,1) such that
inequalities (1) |B;| < 10C§ €| Py, (2) dq(P;, V \ (P;U B;)) < 5C5 /e A log k- d|Py|, (3) |AY| < 10| Py,
(4) (50(A§, PiUBi) < 5C</S//€ A log kd|B|, and (5) 5@(PZ'UBi, (ETURP)\ﬁi) < 5C§ /e N\, log kd|R| hold
simultaneously. The second inequality is equivalent to ¢(P; || B;) < 5C§/e A\x log k. In this theorem,
we use the following functions C% ; and C}: C}(d) = 10C§ and C}(0) = 5C§. Combining the
inequalities (4) and (5), we get the property (6) in Theorem 4.1. In Algorithm 1, all sets P;, B;, A, A
for i € [K'] and R’;, R}, are disjoint and cover the entire graph. Since all set tuples (P;, B;, A}, AY)
with P; = @ are discarded at Step 4, all sets P; returned by Algorithm 1 are nonempty. Note that
Ry C RpU Uszl B;. Since we assume |Rp| + E?zl |B;| < 16en at Step 2 (This condition holds
with probability at least 3/4), we have |R;| < 16en. This finishes the proof of Theorem 4.1. O

5 From Disjoint Sets to Partitioning

We now show how to use the partial partitioning given by Algorithm 1 in Section 4 to obtain a true
e-buffered partitioning. We prove the following lemma.

Lemma 5.1. Consider a d-regular graph G. Let {(P;, B, A}, A]) }icpw) and Rp, Ry be a partial
e-buffered partitioning of G given by Algorithm 1. Then, for every k € {1,--- ,k'} and 8’ = (k' —
k+1)/K', we can convert this partial partitioning into a true 54¢/s'-buffered partitioning Py, ..., P},
Bi,..., By, of G such that

ACY,(0) logk
5/
Proof. Let us sort all pairs (P;, B;, A}, AY) by size and assume |P;| < --- < |Py/|. Now, we generate
the true buffered partitioning of the graph. The true buffered partitioning (P, B}) contains the
pairs (P;, B;) for i € [k — 1] in the partial partitioning and a pair of new sets (P, B}). Specifically,

we let P/ = P; and B} = B; for i € [k — 1] and

Ak

K K K/ K
p=RpulJA5ulJP; By=RrpulJAfulB;
Jj=1 j=k j=1 =k
We can think of each set A/ is the buffer for the set A; for i € [K'], and the set R’y is the buffer
for the set R)». We also combine these sets and buffers with the largest k' — k + 1 pairs (P;, B;) for
i="k,k+1,--- k' in the partial partitioning, respectively.
By Theorem 4.1, all sets P;, B;, A}, A7 and R'», Rl are disjoint and cover the entire graph. Also,

all sets P; and R/, are nonempty. Thus, all sets P/ are disjoint and nonempty, and Ule P/UB[=V.
Also, for all i € [k — 1], we have |B;| < ¢|P;| and

oG (P}, B;) = ¢c(P;, Bi) < Z;((S) i log k. (28)
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It remains to verify that the last pair of sets Pj, and Bj, satisfy the required conditions. By items
4 and 5 of Theorem 4.1, we have

K K K
|Bi| < Rl + > |A]|+ ) |Bj| < 16en + 11e Y _|P;| < 27en.
j=1 j=1 j=1

Since |Py| < --- < |Py|, we have SF! || < k-1/p Zf;l |P;|. Thus, we have

k' k—1
Pl = V] — Ryl = Y 1A% +1Bi| - S|P >
=1 i=1

k/

k-1
(1 - k) (\vy R =D 147| + |Bi|> > §'(n — 2Ten) > §'n/2.

=1

Hence, we have | By | < 54¢/s'| P} .
We now bound the buffered expansion of this last part. By items (3) and (6) of Theorem 4.1,
we have

k—1 /

d|P’\
X LS 66(AL, P U By + 66 (Rp, Py U Bi) + Yo, 66(Py, Py U By)

- d- 5’n/2

11(0)/e - Mlogk - d Y1) [P + 35, 0a(P;, V \ (P U B)))
- d d'n/2

" !

LACLOM

€

This concludes the proof of Lemma 5.1. 0

We now prove the main result of the paper, Theorem 1.1.

Proof of Theorem 1.1. Let k = |(140)k| and § = min{(1—1/v1+8)/2,1/80}. Let k' = [(1—26)k] and
8 = (K — k+1)/k'. We first use Algorithm 1 from Section 4 with parameters k, £ = £0’/54, and &
to obtain a partial é&-buffered partitioning (Py, Bi, A}, AY), ..., (Pw, By, AL/, A’k’,). By Theorem 4.1,
the buffered expansion of each set P; with buffer set B; is at most Ci1(9)/z \; log k. Then, we apply
Lemma 5.1 to transform this partial partitioning into a true k partitioning. Since k' = [(1 — 23)]2:],
we have k' > /1 + 0k — 1. Then, we have ¢’ > 1 —1/y/1+ 6. By Lemma 5.1, the expansion of
this e-buffered £ partitioning is at most <(9)/c A; log k, where ¢(0) = 4C11(9)/s' is a function that only
depends on §. O

6 Spectral Embedding

Consider a d-regular graph G. Let Lg be its normalized Laplacian. Let x1,...,x, be an orthonormal
eigenbasis for Lg and A; be the eigenvalue of x;. Without loss of generality, we assume that
A1 < -+ < \,. Note that Ay = 0, so we may assume that ;1 = 1/4/n. Define an k x n matrix
U = (z1,...,2%)7; that is, the (i,u) entry of U equals U(i,u) = z;(u) where i € [k] and u € V.
Rows of U are indexed by integers from 1 to k and columns by vertices u € V of the graph (to
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simplify notation, we may assume that V = [n]). Note that UUT = I, since vectors z1, ...,z are
orthonormal. Let {e,},ev be the standard orthonormal basis in RV.

We are ready to define the spectral embedding of G. Let u be the column of U indexed by
vertex u. The spectral embedding maps vertex u to vector u.

Define t(u) = u;/||u;|. For a subset of vertices S C V, let u(S) = 3, ¢ [|@|* be the measure
of set S. Now we will state and prove basic properties of the spectral embedding.

Claim 6.1. For allu € V, we have 0 < |lu| < 1.

Proof. Since 1 = 1/y/n, for all uw € V, we have @(1) = 1/y/n and ||a|| > 1/y/n > 0. Further,

k k n
lal® = a( sz =D (wiven)? <Y (w0 en)® = [leu]® = 1.
i=1 i=1 i=1
O
Claim 6.2. We have
LY ey llal* =k
2. Yumen It —vl* < kdxy
Proof. Note that the (u,v) entry of matrix UTU equals (&, 9), since U has columns @ for u € V.
1. We have, Y,y |4]|* = tr(UTU) = tr(UUT) = tr Iy, = k, as required.
2. We have,
Yo lla-alP= 3" ZHU @* = Z Y laitw) —aio)]?
(u,v)EE (u,v)eE =1 =1 (u,w)EFR
(1) dZ:U;fFLGsUi - dzk: Ai < dkNg,
i=1 i=1
where we used that A\; < --- < )\g in the last inequality. O

We show that the spectral embedding vectors {1 (v)} satisfy the following spreading property.
It is a variant of Lemma 3.2 from the paper by Lee, Oveis-Gharan and Trevisan [LGT14].

Lemma 6.3. Assume that we are given a parameter R € [0, 1/\/5] For every vertex u, consider the
ball of radius R around u, Ball(u, R) = {v : ||¢(a) — ¥ (v)|| < R}. Then u(Ball(u, R)) < 1/(1—2R?)
for every u.

Proof. Consider a vertex u € V and C = Ball(u, R). Let a, = ||v]| for v € C. Then, v = a,¥(v) for

v € C. We have, u(C) =Y, .o a?. By the definition of C, ||(a) — ¢(v)|| < R for v € C and hence

| (v) — ¢ (w)] < 2R for all pairs v,w € C. Therefore,

14(v) — (@)
2

(Y(v),y(w)) =1~ >1—2R? forallv,weC. (29)

Write,

— 22
E a? 72 g Ay,

veC UGC U v,wel
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By inequality (29),
avaw<¢(@)7¢(w)> . <177 ’LT)>

GWlwS =" opa T 1_ope
Thus,
1 Ay (U, W)
(@) <
ZUEC a% v,weC 1-2R?

For any vertex v € V, let e, € RV be the standard basis vector where e,(v) = 1 and e,(u) = 0 for
all u # v. Let
ZUGC AyCy

V ZUEC az% '

For any standard basis vector e,, we have Ue, = v. Therefore,

z =

1
Uz = —— ay0,
VZUECG%UEZC :

and Ty
2 (U U)z
C)< ———.

H(C) < (1 - 2R?)

We prove that |Uz||? = 2T(UTU)z < 1. To this end, note that z is a unit vector and ||Uz||> <
Omaz(U)? = 0mae(UT)?, where e (U) and opmq:(U7) are the largest singular values of U and U7,
respectively (here, we used the definition of singular values and the fact that matrices U and UT
have the same non-zero singular values). Since UUT = I, all singular values of U” are equal to 1.
We conclude that [|Uz]]? < 1.

O

7 Orthogonal Separators with Buffers — Proofs

In this section, we show the algorithm that generates orthogonal separators with buffers. We prove
Theorem 3.2, Theorem 3.4, and Theorem 3.6.

Theorem 3.2. There exists a randomized polynomial-time procedure that given a finite set U of
unit vectors in R® and positive parameters € € (0,1),m > 3,R € (0,2), returns an m-orthogonal
separator with an e-buffer with distortion D = Or(1/e logm), separation radius R, and probability
scale o > Og(1/poly(m)).

For two disjoint random sets X,Y C U chosen from this orthogonal separator distribution, we
have the following properties:

1. For allu e U, Pr{u € X} = «; (for some « that depends on m and R).
2. ForallueU, Priue Y} <ca.

8. For allu,v € U with |u—v|| >R, Pr{t € X |ue€ X} <L,

4. Forallu,v €U, Pr{v ¢ XUY |u€ X} <D|u—9|? where D= Og(1/e logm).

Proof of Theorem 3.2. We use the following procedure to generate orthogonal separators with buffers.
We sample a d-dimensional Gaussian vector g ~ N(0,1;). For every vector @ in U, we let
gu = (u,g) be the projection of vector @ on the direction g. For a standard gaussian random
variable Z ~ N(0,1), we use ®(t) = Pr{Z > t} to denote the probability that Z > t. We pick a
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threshold ¢ such that ®(t) = « for some « that we will specify later; our choice of o will guarantee
that t < 1. Let &’ = ¢/(e(t + 1/t)). Then, we construct the orthogonal separator X and the buffer
Y as follows:
X={u:g, >t} Y={u:t-¢ <g, <t}
Now we show that this procedure satisfies the required properties.
1. For every vector © € U, we have

Pr{u € X} = Pr{g, >t} = ®(t) = a.
2. For every vector 4 € U, we have

_ <t7£/)2
e 2 . <

1
V2T o

PriueY}=Pr{t—¢ <g, <t} <

glef't 2 ce 2 e
<—e 7z =———¢ 2 < —-e0(t) <eq,
V2 eV2m(t+1/t) e

where the third inequality is due to Lemma G.1.
3. For every u,v € U, we have

Pr{ue X,v € X} =Pr{gy > t, g, >t} <Pr{(gu+ gv)/2 > t}.

We know that gy, g, are both random Gaussian variables from N'(0,1). Thus, we have (g, + gv)/2

is also a Gaussian variable with variance
+ 1 1 o
et ] LBl + 00 = {24 2a)) =1

_la—g|?
4 )

Var [
2

where the second equality is due to E[g,g,] = (u, v) and the third equality used @, v are unit vectors.
Thus for every @,v € U with ||a — 9|| > R, we have Var [(9u +9.)/2] <1 — B*/4+. From Lemma G.2
we get that there exists a constant C' such that

Gu + 9o = t 1 _ 1
Pr >t <O ———xxr | < —(CtP(t)) VI-F*/4.
{ 2 - }‘ <\/1—R2/4>—t( @)
Since ®(t) = a, we have

1

Pr{ue X,v € X} gPr{g’“;g” Zt} < a-C(Cta)Vi-F2/4

By Lemma G.1, we have t = ©(y/log1/a). Then we can find some o > 1/poly(m) (for a fixed R)
that depends on m and R such that Pr{u € X,v € X} < a/m. Since Pr{u € X} = a, we have
1
Prive X |ue X} < —.
m
4. For every u,v € U, we have
Priue X,0¢ XUY}=Pr{g, >t, g, <t—¢'}.

Since g is a standard Gaussian random vector, we have g, and g, are jointly Gaussian random
variables with distribution A(0,1). Since e <1 and t = ©(y/logm), we have &’ = ¢/(e(t+1/t)) < t.
Using Lemma G.3 on gy, g, with parameters m = 1/« and € = &, we get

Vviogm

e'm

Pr{guzt,gvét—a'}§0< ) |la —olf* < aDlja - v|)?,
where D = Og(1/clogm). O
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Theorem 3.4. There exists a randomized procedure that given a finite set U of unit vectors in
RY equipped with a measure p and positive parameters € € (0,1),6 < 2/3, R € (0,2), returns an
d-orthogonal separator with an e-buffer with distortion D = Og(1/e log1/s), separation radius R,
and probability scale o > Og(1/poly(m)).

For two disjoint random sets X, Y C U chosen from this orthogonal separator distribution, we
have the following properties:

1. Forallu e U, Pr{u € X} € [a/2,q].

2. Forallue U, Pr{iue Y} <ca.

3. mingex u(X \ Ball(a, R)) < 6u(U) (always).

4. Forallu,v €U, Pr{v ¢ XUY |u € X} < D|u— v|?, where D = Og(1/e log1/s).

Proof. We first run the algorithm from Theorem 3.2 with m = 2/s5 and obtain sets X’ and Y'. If
set X’ satisfies the third condition: mingeyx (X" \ Ball(@, R)) < ou(U), we return sets (X,Y) =
(X', Y"). Otherwise, we return empty sets, (X,Y) = (&, 2). By Theorem 3.2, Pr{u € X} < o and
Pr{u € Y} <cea for all w € X. Also, condition (3) always holds (because if X’ does not satisfy it,
we return &). We now lower bound Pr{u € X}:

Pr{iu e X} =Pr{u e X'} —Pr{u € X' and X = &}
=Pr{ue X'} - 1-Pr{X=0|ue X'}
=a(l-Pr{X=02|ueX'}).

If X = @, then

u(X"\ Ball(@, R)) > 515?/ wu(X"\ Ball(v, R)) > du(U).

Thus,
Pr{X=0|ae X'} <Pr {,u(X’ \ Ball(@, R)) > u(U) | @ € X’}.

However, by item (3) of Theorem 3.2,

. U)oU)
/ | < L _ oY)
E [,u(X \ Ball(g, R)) |u€X} < £ ;
By Markov’s inequality,
1
Pr{X:®|ﬂ€X’}§§.
Therefore, Pr{u € X} > o(1 —1/2) = «/2. Finally,
_ _ Pr{iv ¢ XUY and u € X}
P =
r{o¢g XUY |ue X} Pr{a € X7
_ Pr{t ¢ X’UY and w € X'} Pr{uec X'}
B Pr{u € X'} Pr{u € X}
<2Pr{v ¢ X'UY'|uc X'} <2D|a—v|> O

Theorem 3.6. There exists a randomized procedure that given a finite set U of unit vectors in
R? equipped with a measure p and positive parameters € € (0,1),6 < 2/3,R € (0,2), returns an
d-orthogonal separator with two e-buffers with distortion D = Or(1/e log1/s), separation radius R,
and probability scale o > Og(1/poly(m)).

For three disjoint random sets X,Y,Z C U chosen from this orthogonal separator distribution,
we have the following properties:
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1. For allu e U, Pr{u € X} € [a/2,q].
Forallue U, Pr{ue Y} <cea, and Pr{u € Z} < ca.

mingex p(X \ Ball(u, R)) < du(U) (always).

e

For allu,v €U, Pr{v ¢ XUY |u€ X} <D|u—|? and
Pr{iv ¢ XUYUZ|u€ XUY}<D|u—u|? where D= Ogr(}/: log1/s).

Proof. We modify the algorithm in Theorem 3.2 to generate three disjoint sets X', Y’ Z’ as follows.
We sample a d-dimensional Gaussian vector g ~ N (0, I;). For every vector @ in U, we let g, = (1, g)
be the projection of vector % on the direction g. We use ®(¢) to denote the probability that a
standard gaussian random variable is at least t. We pick a threshold ¢ such that ®(t) = « for some
« that we will specify later; our choice of « will guarantee that t < 1. Let &’ = ¢/(e(t+1/t)). Then,
we construct the orthogonal separator X’ and two buffers Y’, Z’ as follows:

X ={u:gy >t} Y={u:t—¢ <g, <t} Z=Au:t—-2 <g,<t—¢}.

If set X’ satisfies the third condition: mingexs u(X’\Ball(a, R)) < ou(U), we return sets (X,Y, Z) =
(X",Y', Z"). Otherwise, we return empty sets, (X,Y, 7) = (&, 9, ).

By the similar analysis in Theorem 3.2, we have for all u € U, it holds that Pr{u € X} < «,
Pr{u € Y} < ea, and Pr{u € Z} < ea. By Theorem 3.4, we have for all w € U, Pr{u € X} > «/2
and condition (3) always holds. Then, we show that condition (4) holds. The first part of condition
(4) is the same as Theorem 3.4. Note that a < ®(t — &) < (1 + ¢)a. Using Lemma G.3 on gy, gv
with parameters m = 1/®(t — &) and é = &', we have

—
Prigu>t,9, St -} <O ( ;,’gf”) Jla— ol < oDl o],
m
where D = Og(1/clogm). O
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A Connection to Robust Expansion

In this section, we prove Corollary 1.5.

Proof of Corollary 1.5. Let e* = <l>,‘7/(G) be the robust vertex expansion of G. If ¢* = 0, then the
claim is trivial, because A2 > 0. So we assume below that €* > 0. Then for every disjoint subsets
S, T CV with 0 < |S| <|V|/2 and |T| < £*|S|, we have

8(S,T) < (1—1)8(S,V \ S), (30)

as otherwise, we would have a contradiction

N, (S T
6*:¢7‘;(G)§¢,‘7/(S): r; ) _|S||<5*.

A

Now we apply Corollary 1.2 of Theorem 1.1 with £ = 2 and & = £*/2. We get an &’-buffered
partition (Py, P»||B1, B2) with ¢g(P1, P2||B1, B2) < O(A2/e’). Assume without loss of generality
that |P;| < n/2. Note that |B;| < &'|P1| < €*|Py| and thus by (30),

(S(Pl,Bl) < (1 — 77)5(P1, Vv \ Pl)

Therefore,
(P, V\(PLUBy)) =0(P,V\P)—0(P,B1) >né(P,V\P).

On the other hand,

dXo| P
5(P1,V\(P1UB1))§d'¢G(P1,P2HBl,BQ).|P1go( 2| 1|>

6*
We conclude that

* 5(P17V\P1)

Yo 2 Qn) - " e = Q- ¢y (G) - 66(P) 2 Q- ¢, (G) - ha).

B Heavy Set P, in a Buffered Partition

In this section, we argue why we may assume that one of the sets P, in the buffered partitioning
(Py,...,Pg||Bi,...,By) contains at least Q(dn) vertices (where n = |V]).

Corollary B.1. There exists a buffered partitioning as in Theorem 1.1 (possibly with a different
function c(d) such that |P;| = Q(dn) for some t.

Proof. Let ¢' = 1+ —1=0(6) and k¥’ = [(1 + ¢')k|. Apply Theorem 1.1 with parameters £’
and ¢§'. We get an e-buffered partitioning (Py,..., Py || B1,..., By) with

c(0") log K/

¢o = ¢c(Pr,..., Py || B1,...,Bp) < AL(1+6)k) -

Assume without loss of generality that |Py| < |Py| < -+ < |Py|. Merge sets P,..., Py and sets
By, ...,By. That is, let P, = Uf:k P; and B; = Uf:k B;. We obtain a buffered partitioning
(P1,..., Py, P || Bi,...,Br_1,B},). We show that it is e-buffered and that its buffered expansion
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is at most ¢g. Clearly, merging does not change the value of ¢ (P; || B;) for i € [k — 1], as it does
not change sets P; and B;. So it is sufficient to verify that |By| < ¢|P/| and ¢q(P || B) < ¢o.
Indeed,

EA <Z|B|<Zerpw =<7,

i=k i=k

da(PLV\ (BLUBY) _ i 0c(P VA (BUB)) _ Y, dolB
A B LA - 1A

¢a(Py, | By) = = do.

We used that sets Py, ..., Py are disjoint and thus |P/| = |Py|+-- -+ |Py|. Finally, we observe that
P/ is the union of &' — k + 1 = Q(dk) largest sets out of k" sets that together cover at least (1 —e)n
vertices. Thus, |P[| > %(1 —e)n = Q(dn). O

C Lower Bound for k-way Expansion and Pseudo-approximation
Algorithm for Sparsest k-way Partitioning

In this section, we present the lower bound for non-buffered k-way expansion hg of graphs with
vertex weights and edge costs. The proof is similar to that for graphs without vertex weights shown
n [LRTV12, LGT14]. Combined with Theorem 1.3, it gives a pseudo-approximation alghorithm
for the Sparsest k-way Partitioning problem.

Proposition C.1. Given any graph G = (V, E,w,c) with vertex weights w, > 0 and edge costs
cyp > 0, for any integer k > 1, the k-way expansion is at least

Proof. Let Py, Ps, ..., Py be the optimal solution for k-way expansion. Then, we have for any i € [k]

PPLVAP) _ i

Let 1p, be the indicator vector of set P; for all i € [k], i.e. 1p,(u) = 1if u € P;, otherwise 1p,(u) = 0.

Then, we use xp, = DY*1 p, to denote the weighted indicator vector. Let X = {zp, : i € [k]}. Since
all vectors in X are orthogonal to each other, the span of X has dimension k. By the Courant-Fischer
Theorem, we have

—-1/2 —-1/2 —-1/2 —-1/2
, "D LoDy e T DV LDy e
A = min max T < max T
SCR™:dim(S)=k z€S T x z€span(X) Ttz

(31)

Suppose = € span(X) is the maximizer of the right-hand side of Equation (31). We can write
k
x =7y . ,0;xg for a; € R. Then, we have

k T k
a0 e (Yans ) Lo (z i) -

i=1

= Z Cuv (Zazls Z@zls ) < 2204 Z Cuv(1s;(u) — 1Si<”)>27

(u,v)EE
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where the last inequality is due to the relaxed triangle inequality, for any edge (u,v) € E with
ue S;and v € Sj, (ails,(u) —ajlg, (v)?* < 2a71g, (u)? +2a§15j (v)2. Taking it into Equation (31),
we have

2505008 Nawer w(s() — 16(0)* 25k a2(6(P,V \ P

Ak < k k
>ic1 0‘12 Eue\/ wy1g; (u) dict afw(Pi)

k
< 2nk,.

O]

Plugging the bound on A[(144)k|(L¢) from Proposition C.1 into Theorem 1.3, we get the following
O¢ s(log k) pseudo-approximation algorithm for the Sparsest K-Partitioning problem from

Theorem C.2. There exists a polynomial-time algorithm that given a graph G = (V, E,w,c) with
vertex weights w, > 0 and edge costs cyy > 0, € >0, 6§ > 0, and k > 1 such that max,cy w, <
ew(V)/(3k), finds a e-buffered partition (Pi,..., P || B1,...,By) with
k(0)logk | (1+16)k
66(Por-... Py || Bu,.... By) < "B lreon
Note that in this theorem, we compare the cost of our e-buffered k-partition to that of the
optimal non-buffered |(1 + §)k]-partition.

D Buffered Balanced Cut

In this section, we present our results for the buffered balanced cut. Consider any graph G(V, E, w, ¢)
with vertex weight w, > 0 and edge cost ¢, > 0. For any 0 < v < 1/2, the «-balanced cut of
graph G is a partition of graph (L, R) such that w(L),w(R) € [yw(V), (1 — y)w(V)]. The ~-
balanced cut problem asks to find a y-balanced cut of a graph to minimize the cut size §(L, R).
We consider the e-buffered y-balanced cut. Given a weighted graph G(V, E, w,c), the e-buffered
~v-balanced cut is a partition of graph G, (L, R || B) such that w(L),w(R) € [yw(V), (1 —y)w(V)]
and w(B) < emin(w(L),w(R)). We show a bi-criteria approximation for the balanced cut problem
with an e-buffered balanced cut.

Theorem D.1. Let ¢ € (0,1/4). Consider any weighted graph G = (V, E,w, c) with vertex weight
Wy > 0 and cyy > 0. There is a polynomial-time algorithm that finds three disjoint sets L, B, R with
LUBUR=V,w(L),w(R) € [V/4-w(V),3/4-w(V)], and w(B) < 3e min(w(L), w(R)) such that

d(L,R) <O(1/e)-6(L*,R"),

where (L*, R*) is the optimal 1/3-balanced cut. (L, R || B) is a (3¢)-buffered 1/4-balanced cut with
cut size at most O(1/e) times the size of the optimal 1/3-balanced cut.

Proof. We first describe our algorithm for buffered balanced cut, which is inspired by the approx-
imation algorithm for balanced cut in [LR99]. The algorithm recursively partitions the graph by
using the buffered spectral partitioning algorithm in Section 2. At the beginning, we set the graph
G1 = G. Then, we run the e-buffered spectral partitioning to find a partition (L1, Ry || By) of the
graph Gj. Suppose w(L1) < w(Ry). If w(Ly1) < w(V)/4, then we recursively run the e-buffered
spectral partitioning on the subgraph G5 of G on the set of vertices Ry. For each call of buffered
spectral partitioning, we label the partition (L¢, R; || By) such that w(L;) < w(R;). We recursively
call the e-buffered spectral partitioning until Z,f:l w(L¢) > w(V)/4. Then, the algorithm returns
the partition (L, R, B) of G, where L = JI_, Ly, B=_, B;, and R=V \ (LU B).
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Then, we show that the partition (L, R || B) returned by this algorithm is a 3e-buffered 1/4-
balanced cut. Let (L, R; || B:) be the buffered partition of graph Gy returned by the ¢-th call of the
buffered spectral partitioning. Then, we have w(L;) < w(V;)/2 and w(B;) < ew(L;). Suppose the
algorithm calls the buffered spectral partitioning for 7" times. Then, we have w(L) = Zthl w(Ly) >

w(V)/4 and 7 w(L;) < w(V)/4. Since w(Vr) < w(V), we have

T T—1
w(L) = w(L) <Y w(Ly) +w(Lr) <w(V)/4+w(Vr)/2 < 3/4-w(V).
t=1 t=1

Since w(L) > w(V)/4, we have w(R) < 3/4-w(V'). Since w(Lr) < w(Vr)/2 and w(Br) < ew(Lr),

we have
w(R) = w(Vy) — w(Ly) — w(Br) > <1 REs 5) w(Ve).

w(By) > (1 — =) w(V). Since € < 1/4, we have

Note that w(Vy) = w(V) — S2r

w(R) > (1— e (1—115>w(m2“’2‘/>.

Thus, we have both w(L) and w(R) are in [w(V)/4,3w(V)/4]. Since w(B;) < ew(L;) for all ¢, we
have w(B) < ew(L) and

w(B) <ew(L) <e- Zw(V) < 3e-w(R).

Hence, we have w(B) < 3¢ - min{w(L), w(R)}.

Next, we bound the size of buffered cut (L, B, R). For each call of the buffered spectral par-
titioning, we bound the cut size §(L¢, Ry) for the buffered partition (Ly, By, Ry) of graph G;. Let
(L*, R*) be the optimal non-buffered 1/3-balanced partition of graph G. Let Ly = L* NV} and
Ry = R*NV;. Then, we have §(L;}, Rf) < §(L*, R*). Note that the weight of vertices in V' \ V; is at
most

)S(l—i—s)-w(llv).

Suppose w(L}) > w(Ry). Since w(L*) 2 w(V)/3 and € < 1/4, we have

M |

w(VAV) =

1 1 1
w(Ly) > w(L*) —w(V\V) > ( _ €> w(V) > —w(V).
3 4 48
By Proposition C.1, we have
(S, Vi \ )

Yolla) o o _ 0L Ry
2 T ScViw(S)<w(Vi)/2  w(.S) - w(Ly)

By Proposition 2.1, we have

(e ) <4 (142 ) dalla) ulki) <

<8 <1+8> ()

2) wimy CEHD)=O (5> gy O BD.

Combining all cuts edges in §(L;, R;) for T calls of buffered spectral partitioning, we have

(L, R) gi Lt,Rt)<O<1) Z (fj)) 5(Lt,Rt)<0< )5(LZ‘,RZ‘)7

where the last inequality is due to w(L) < 3/4-w(V). O
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We also consider the k-way balanced partition problem. Given a graph G(V, E,w,c), for any
v > 1, we say that Py, Ps,..., Py is a (7, k)-balanced partition of G if w(P;) < yw(V)/k for all
i € [k]. The (v, k)-balanced partition problem aims to find a (7, k) balanced partition to minimize
the total cost of edges with two endpoints in different parts. By using the buffered balanced cut
algorithm in Theorem D.1 and the recursive bi-section algorithm in [ST97], we show a bi-criteria
approximation for the k-way balanced partition.

Corollary D.2. Let € € (0,1/4). Consider any weighted graph G = (V, E,w, ¢) with vertex weight
wy > 0 and cyy > 0. There is a polynomial-time algorithm that finds a e-buffered (6, k)-balanced
partition Py, Py, ..., Py, B such that Py, Ps, ..., Py and B are disjoint, w(B) < O(e)w(V), and

> 6(P;, P;) < O(= - log* k) - OPT,

i<j

where OPT is the optimal cost for (1, k)-balanced partition.

E Graphs with Vertex Weights and Edge Costs

In this section, we prove our main results for graphs G = (V, E, w, ¢) with vertex weights w, > 0
and edge costs ¢y, > 0.

Theorem 1.1 holds for regular graphs with parallel edges but without edge costs and vertex
weights. Assume that we have a graph G with edge costs ¢y, and with vertex weights w, = 1
such that the total cost of all edges incident on a vertex does not depend on the vertex; that is,
Co = Zv:(u,v)e £ Cuv does not depend on u. If all edge costs are integers, we can simulate edge costs
by adding parallel edges — we replace each edge (u, v) with ¢, parallel edges. We obtain a Cyp-regular
graph G’. Let Loy = I — CLOAG’ be the normalized Laplacian of G’. Let Lg = D;l/ngD;Uz be
the normalized Laplacian of G. It is immediate that Lg = CoL¢s and dg(A, B) = d¢ (A, B) for
every A, B - V. Let ¥ = L(l + (5)kJ Then, )\k/(Lgl) = Ak/<Lg)/CQ.

By Theorem 1.1, there exists an e-buffered partition (Py,..., P || Bi,..., Bx) such that

_ b (B, V\ (P U By))

c(6)logk
(P, || B;) =

IN

(L)

for every ¢ € [k]. Since A\ (L) = M\ (L) /Co and w(P;) = | P;|, we have for all i,

dalp, | i) = T LA B) o COEE (1), (32)

Now if we multiply all edge costs by the same positive number p, both the left and right hand side
will get multiplied by p. Therefore, the inequality holds not only for integer edge costs but also for
arbitrary positive rational costs. By continuity, it holds for arbitrary positive edge costs. We get
the following corollary.

Corollary E.1. Let G be a graph with positive edge costs ¢y, and unit vertex weights such that Cy =
> v:(uv)eE Cuv iS the same for all vertices w. Then there exists an e-balanced partition (P, ..., Py ||
By, ..., By) such that inequality (32) holds for all i.

Now we present a black-box reduction that proves Theorem 1.3. We note that the reduction can
significantly increase the running time of the algorithm. However, in fact, we can use the algorithm
from Theorem 1.1 to find (Py,..., P || Bi,...,Bk) (the proof of this fact essentially repeats that
of Theorem 1.1, and we do not present it here).
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Theorem E.2. Let G = (V, E,w,c) be a graph with positive weights w, > 0 and edge costs ¢y, > 0,

e €10,1), 6 € (0,1), and k > 2 be an integer. Assume that max, w, < ew(V)/(3k). Let Lg =
D;l/ZigD;UQ be the normalized Laplacian of G. Then
k(0) log k
e < MOBE () (33)

3

where k(9) is a function that depends only on ¢.

Proof. Assume first that all vertex weights are integers greater than or equal to 2. Let W =
ZUEV w, be the total weight of all vertices. Let C' = Z(u’v)eE cuy be the total cost of all edges and
B=C- W2

We construct an auxiliary graph G’ with unit vertex weights as follows. For each vertex u of
G, we create its own “cloud of vertices” @, of size w,; all vertices ¢ € @, have unit weights. For

(u,v) € E, we connect every q € @, with every ¢’ € @, by an edge (g,¢’) with cost ¢, = MFW

Note that the total cost of all edges between @, and @, equals ¢,. Let b, =", (u,0)€E 6—& be the

total cost of edges incident on vertex g € Q,, (so far). Now we connect every two vertices ¢, ¢’ € Q.
by an edge of cost c;q, = ‘g:‘lﬁﬁ. After this step, the total cost of all edges incident on g € @, is
exactly B, since ¢ has |Q,| — 1 neighbors in Q,. We denote the obtained graph by G.

Properties of G’ = (V' E’) that we established.
e |Qu| = wy; all vertices have unit weights in G’.
e The total cost of all the edges between @, and Q, is cyy.
e The total cost of all edges incident on every vertex equals B (and does not depend on u).
e G'[Q,] is a clique, in which all edges have cost c;q/ = % > % > CW.
Now we upper bound Ap/(Lgr) in terms of \i/(Lg).
Lemma E.3. A\ (Lg) < M\p/(Lg)

Proof. Let x1,...,x; be the first k¥’ orthogonal unit eigenvectors of L. Define vectors z1,..., 2 €
RVl as follows: for ¢ € Q,, we let zi(q) = % First, observe that zi,..., 2 are pairwise

orthogonal unit vectors:

(zio2) = > z(@zi(@) = Y D zi(@)zi(@) =) IQuIW — (z1,a) = {0, if i # j

qeV’ u€V qeQy ueV u 1’ if 1 = J
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Further,

A Lez= Y cyzle) = z(d) - (z(q) = z(d))
(¢,9")€E’
= 3 Y S () - w) - (55(0) — %(d)
(uD)eE 4c0 |Qul| Qo]
’ q'€Qy
(¢,4')€E’
B —b, ,
X ot L (@) - a) Gila) - ()
ev v 0,94 €Qu
(¢,4')EE’
5 (20 (28 200)
(u,w)eE Wy, Wy Wy Wy

We conclude that ziTLG/zj = \(Lg) if i = j, and ziTLG/zJ- = 0, otherwise.
Finally, we use the Courant—Fischer theorem to upper bound Ay (L¢). Let H be the linear span

of vectors z1, ..., zp. By the Courant—Fischer theorem,
TL ’ TL ’ - OGO ZTLG/Z'
M (Ler) £ max # = max - G;Z = X 2 ])21 !
e} |22 =S s 27 aer¥\(o) e
R\ {0}
a2 (L
= max Eal—éc):)\k/(l,g).
acr¥\{0} |l

O]

Let ¢/ = ¢/10. We apply Theorem 1.1 to G’ and obtain an ¢’-buffered partition (P, ..., P] ||
BY,...,B}) of G’ with ¢g/(P},..., P, || B},...,B}) < €008k (L) < SOMogk\, (1), Observe
that if some set (,, contains a vertex ¢ € P/ and a vertex ¢’ € PjU B} with j # i then ¢¢/ (P} || B})
is very large

/ / /
o (P B U B) | cag > C.
w(P) - W
Then, any partition (Py,..., Py || &,...,9) of G satisfies the condition of the theorem:

c(d)logk
< (Lg)\k,(LG%

¢ (P || Bj) =

¢a(P; || @) < €2 < ¢ (P} || BY)

as required. So we assume below that if P/ N Qy # @ then (P; U B}) N Q, = @ for every u, i, and
j # 1. Then for every u, there are two possibilities: either

1. Q. C P!/ U B for some i, or

2. Qu C U, B..

Depending on which of the possibilities takes place, we say that u is a vertex of the first or second
type, respectively®. Now we define an e-buffered partition (P, ..., Py || Bi,..., Bi) of G. First, we
assign every vertex u to one of the sets P,..., P, B1,...,Bi and U, where U is a special set that
will be partitioned among By, ... B later. We do that as follows:

5If Q. C B!, let us assume that u is of the first type.
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L. if |Qu N P!| > |Qul/2, we assign u to P;;
2. otherwise, if |Q, N Bl| > |Qu|/2, we assign u to B;;
3. otherwise, we assign u to U.

Note that each vertex of the first type is necessarily assigned to some P; or B;. Each vertex of the
second type is assigned to some B; or U.
Since U consists of the vertices of the second type, we have |J,ci; Qu C J; Bj and thus

w) = @u| < |UB| <<|U
uelU % 7

Here we used that that partition (P[,..., P} || By, ..., B},) is €’-buffered. We create sets BY, ..., By,
el P

<¢

which are initially empty, and set the capacity of B}’ to =5=. We distribute vertices from U one-by-
one among BY, ..., By so that the total weight assigned to B; does not exceed its capacity. We stop

when we either assign all the vertices from U or no unassigned vertex in U can be assigned to any
B!, without violating the capacity requirement for B/. We now show that this procedure assigns
all the vertices from U. Indeed, assume that some vertex w is not assigned. Then, w, is greater
than the the remaining capacity of every BY; that is, w, > @ — w(BY) for every i. Adding up
these inequalities over all 7, we get

k
e|P! €
b > Y (B3 - wmn) = 5 Ur
=1 7
€ , , 2e ,
=5l -<|Ur] = S UR
KA KA VA

Inequality ¢ above follows from two inequalities: ||J, P/|+ |, Bi| = w(V') and ||, B}| < ¢'|U; P/|.
We get that w, > 57“%(2/), which contradicts to the assumption of the theorem. We conclude that
U; B/ = U. Finally, we add vertices from B! to B; for every i. We obtain the desired partition
(Pi,....Py | Bi,...,By).

Now we prove that (Py,..., Py || Bi,..., By) satisfies the desired requirements. Fix i. We upper
bound d¢(P;, V' \ (P, U B;)). Note that if edge (u,v) goes from P; to V' \ (P; U B;) then u is a vertex

of the first type and |Q, N P;| > |Qy|/2 and either

—w(U) > g‘UP{

2 2e(1 —¢')
- )

_‘LZJB;

ew(V)

!
¢ 3

w(V) >

e v is a vertex of the first type and @, C P; U B, for some j # i, or

e v is a vertex of the second type and at least one half of the vertices in @, are not in B; (and
none of them are in P;).

To summarize, in either case at least a half of the vertices in @,, lie in P/ and at least half of vertices
in @, do not lie in P/ U B]. Thus, at least one quarter of all edges from @, to @, contribute to
der (P, V'\ (P!, Bj)), and their total contribution is at least ¢,,/4. We conclude that

0c(P;, V\ (P U B;)) < 40¢/ (P, V \ (P U Bj)).

Now we lower bound w(P;). Let A be the set of vertices u of the first type such that @, C P/ U B..
Note that P; C A and P C |J,c4 Qu- Consider u € A. If u € P, then w(P; N {u}) = |Qu| >
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|QuN P!/| —|QuN Bl|. If u¢ P, then w(P; N{u}) =0 > |Q,NP!/|—|QuN Bl since |Q, N P/| <
|Qul/2 < |Qu N Bj|. We have,

w(P) =Y wPin{u}) > |Qun P/ —|QunBi| > |P| - |Bj| > (1-¢)|F.
u€A ucA

We have,

oa(P;, V\ (P; U B; 4 O¢(PL,V\(P/UB, O(c(9))logk
a(Bi || B:) = a w(\P(z) : )Sl—a’ ! ’;’\( - ): (C( 2:) = v (L)

It remains to show that partition (Pi,..., Py || B,..., By) is e-buffered. We already showed that
w(P;) > (1—&")w(P/). Now we upper bound w(B;). First, w(BY) < elPilj2 < ew(P)/2(1-¢") < Sew(Pi)/9.
Then, u € B; \ B! if and only if |Q, N B}| > |Qu|/2 = w, /2. Therefore,

w(B\B) <2 Y |QunBj| <2\B] <2|F]| < -
u€B;\BY

We conclude that w(B;) = w(B; \ B) + w(BY}) = Lw(P;), as required. This completes the proof
for the case when all the vertex weights are integers. By linearity, inequality (33) also holds when
all the weights are rational numbers, and by continuity, it follows that inequality (33) holds when
weights are arbitrary positive real numbers. O

F Lower Bound on hlgf

In this section, we prove Theorem 1.6, which we now restate as follows.

Theorem F.1. Consider a d-regular graph G = (V, E) and its e-buffered partition (P, ..., Py||Bi,..., Bg).
Then for every i € [k],
A < 266(Py, ..., Pyl|By, ..., By) +e.

Thus,
A < 2057 +e.

Proof. By the Courant-Fischer min-max theorem,

. ZTLGz
A = min max ———,
H zeH:z#0 ||Z”2

where the minimum is over k-dimensional subspaces H of R"™. Let b; be the indicator vector of
P;: bi(u) = 1 if u € P; and b;(u) = 0, otherwise. Let H be the linear span of by,...,b; and
z= Zle a;b;. Then,
2TL
A < max 7G2Z
(a0 | 2]]

First note that vectors b; have disjoint supports and thus are mutually orthogonal. Therefore,
212 = S a2||hil]? = 325, 02| Pi|. Now we upper bound 27 Lgz. We will use that |§(P;, B;)| <
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d|By| < ed|P|.

=" Lz " ST (i — )2 - 5(Py, Py |+Z 8(P. U Bj)|
ijelk] J
1<j

< > (207 +2a3) - [8(R, P+ Y | af - |6(P, | B\ Bi)| + o - [6(R;, By
mjg[.k} i€ (k] jig#i
1<J

—9 Z §(P;, Pj) |+Za 6(P;, U Bj\ Bi)| + |0(P;, B)|

ijelk] jid#i
i#j
<> a2 5(13,-, U pu ( U Bj\Bi)) +15(B;, B))|
e[k jiiti jiati
<Y a2 (2\5(3, V\ (B UB))|+ sd|P7;]).
1€[k]

Therefore,

2TLgz 1 2|6(P;, V \ (P, U By))| + ed| P . 2[6(P;, V \ (P;UBy))|
= ImMaXx

< —
22 = d ek B o P

G Gaussian Distribution

In this section, we present several useful estimates on the Gaussian distribution. Let X ~ N(0,1)
be a one-dimensional Gaussian random variable. Denote the probability that X > ¢ by ®(¢):

®(t) = Pr{X > t}.
The first lemma gives an accurate estimate on ®(¢) for large t.

Lemma G.1. (see [CMMO06, Lemma A.1]) For every t > 0,

2

e T <) < e T amd B =0 L)
NoTICER Vort. " o\t+ 1/

Lemma G.2. (see [CMMO06, Lemma A.1, part 2]) For any p > 1 and t > 0, there exists a constant
C' such that

= 2

(Ctd(1))"".

Sl e

D(pt) <

Lemma G.3. Let X andY be jointly N'(0, 1)-Gaussian random variables. Denote 6% = 1/2 Var[X
Y]. Choose m > 3, threshold t > 1 such that ®(t) = 1/m, and a parameter ¢ € [0,t]. Then

Pr{X >t and Y <t —e} < O(8% /logm/m).
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Proof. Note that (1) the covariance of X and Y is E[XY] = 1 — Var[X —Y]/2 = 1 — 42, and (2) by
Lemma G.1, t = ©(y/logm). Denote p = Pr{X >tand Y <t —¢c}. Note that if 521t > 1/32,
then the lemma trivially holds,

1

2.—1
p=Pr{X>tandY <t—e} <Pr{X >t} = 55\/@),
m

m

<o(

as required. So we assume below that ¢ > 326%t. Let a = E[XY] = 1 — 2. Consider Gaussian
random variable Z = aX —Y. Note that Z has mean 0 and variance E[Z?] = a?+1—2a?% = 252 —§%.
Further, the covariance of X and Z is 0: E[XZ] = a E[X?] — E[XY] = 0. In particular, for every

T >0,
Pr{Z > T} — <T>(’r/* /952 — (54) < <i> (\/7’56) by Ler%maG.l 0 (e_(ﬁ)2/2> . (34)

Therefore, X and Z are independent. We have,
1

p=Pr{X >tandY <t—¢c}=Pr{X >tandaX -Z<t—c}=—Pr{Z>c+aX —-t| X >t}
m

Define random variable A = X —¢. Then

e+ A

etaX —t=c+ (1 -t +A)—t>e/2+(1-56)A> y

where we used that /2 — 6%t > 0 and 6% < ¢/(2t) < t/(2t) = 1/2. We have,

by (34) —(52)2/(482) >
p<ipzsra)y2iaso S Bl [A20]
m

m

Let us upper bound the probability density function fa(x) of A conditioned on the event A > 0.

e—(a+1)?/2 e—t°/2 2194
= [/ Pr{A>0}=(t+1) ——— e /2.
fA(w) \/ﬂ I‘{ el } ( ) \/ﬂ(t+1) m

<O(t-®(t)- e 27 m) = Ote®/271%) = O(te ™).

We conclude that

)2

00 _(cta 00 _(z+8t62+e)2
pm < 0(1)/ e 1652 (te”™)dx = O<t64t252+5t) / e 162 dr
0 0

z+8t52 4

o O<5t64t262+at> /8:2+5/<2\/§5) e di < o(&e%@(%\@))

by Lenrzna G.1 O <62t€25t—62/(1652)> _ O <52t>
>~ € 13

here we three times used that e > 326%t. We conclude that p = O(6%2c~t/m) = O(6%c~ /logm/m),
as required. ]

let z=
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H Supplementary Figures

Buffer B

T

(a) Buffered partition S, B,T =V \ (S U B). (b) Buffered partitioning (P, ..., P4||Bi,. .., Bs)

Figure 5: Left: The figure on the left shows a partition of the vertex set V into three pieces S, B
and T'=V \ (SU B). Here B denotes the buffer, and cost of the this cut is 6(5,T), as denoted by
the edges marked in red. The edges marked in grey denote the edges between S and the buffer B.
Right: The illustrative figure shows a k = 4 partition P, Py, P3, Py with buffers By, By, B3, B4. The
red edges indicate the edges §(P;, V' \ (P1 U Bj)) that contribute to the cut corresponding to P;. All
parts Pi,..., Py and By, ..., B, are disjoint.
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