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Abstract

This paper presents a fast and simple new 2-approximation algorithm for minimum weighted
vertex cover. The unweighted version of this algorithm is equivalent to a well-known greedy
maximal independent set algorithm. We prove that this independent set algorithm produces a 2-
approximate vertex cover, and we provide a principled new way to generalize it to node-weighted
graphs. Our analysis is inspired by connections to a clustering objective called correlation
clustering. To demonstrate the relationship between these problems, we show how a simple
pivot algorithm for correlation clustering implicitly approximates a special type of hypergraph
vertex cover problem. Finally, we use implicit implementations of this maximal independent
set algorithm to develop fast and simple 2-approximation algorithms for certain edge-deletion
problems that can be reduced to vertex cover in an approximation preserving way.

1 Introduction

A set of nodes in a graph is a vertex cover if every edge in the graph is adjacent to at least one node
in the cover. The Vertex Cover problem is the task of finding a minimum cardinality vertex
cover in a graph, or a minimum weight cover in the case of node-weighted graphs. This is one of
the most well-known NP-hard optimization problems, and the decision version of the problem is
one of Karp’s 21 NP-complete problems [34]. There are many 2-approximation algorithms for both
weighted and unweighted Vertex Cover that date back to the 1970s and 1980s [7, 8, 24, 47, 48].
More sophisticated algorithms also exist with approximation factors that are slightly (though not
a constant amount) better than 2 [8, 32, 33], while for every constant ε > 0 the problem is UGC-
hard to approximate below a factor of 2− ε [37]. Independent of the unique games conjecture, the
problem is NP-hard to approximate below a factor of 1.3606 [20]. Vertex Cover has also been
studied extensively from the perspective of fixed-parameter tractability and kernelization [1, 13,
14, 15, 26, 40] and parallel approximation algorithms [27, 28, 39]. Finding a vertex cover is a key
substep for many other combinatorial problems and applications [1, 29, 46, 49, 50], and many other
problems are known to be reducible to or reducible from Vertex Cover in an approximation
preserving way [25, 36, 38, 49, 50]. Thus, new algorithmic techniques and hardness results for
Vertex Cover can have far reaching implications for many other problems.

This paper presents a fast and simple 2-approximation algorithm for the minimum weighted
Vertex Cover problem based on growing a maximal independent set. At each iteration, the
algorithm samples a node proportional to its weight, adds it to an independent set, and then places
all neighboring nodes in the vertex cover. This approach highlights several new connections be-
tween algorithmic techniques for different problems related to Vertex Cover. The unweighted
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version of our algorithm is equivalent to a well-known greedy random method for finding a maximal
independent set (MIS), which selects a uniform random ordering of nodes and greedily adds nodes
to an independent set [10, 11, 18, 23]. Although finding maximum independent sets and minimum
vertex covers are complementary problems, they are vastly different from the perspective of approx-
imations [22, 53]. Furthermore, maximal independent sets can be very different from maximum
independent sets. Despite these differences, our work provides a proof that the greedy random
MIS algorithm produces a 2-approximation for Vertex Cover, and also provides a principled ap-
proach for generalizing this MIS algorithm to node-weighted graphs. The analysis of our algorithm
also reveals a connection between approximating Vertex Cover and approximating a problem
called Correlation Clustering [6]. In particular, the proof of our approximation guarantee is
inspired by the analysis of a simple 3-approximation algorithm called Pivot [2], which we show
implicitly approximates a Vertex Cover problem on a special type of 3-uniform hypergraph. Our
results also imply that an existing O(log n)-round parallel algorithm for finding a maximal indepen-
dent set simultaneously serves as an approximation algorithm for Vertex Cover, Correlation
Clustering, and an edge-labeling problem related to the principle of strong triadic closure [49].

Finally, we show how to use implicit implementations of our maximal independent set approach
to obtain fast and simple approximation algorithms for certain edge-deletion problems that can
be reduced to vertex cover in an approximation preserving way. By implicit implementation, we
mean that the mechanics of our algorithm are applied without forming the reduced instance of
Vertex Cover. For the problems we consider, an implicit implementation of our method can be
made asymptotically faster than naively forming the reduced graph or implicitly iterating through
all of the edges in the reduced Vertex Cover instance. We specifically use our algorithm to
develop a simple new combinatorial 2-approximation algorithm for a recent edge-colored hypergraph
clustering objective [4], and a faster 2-approximation algorithm for a special case of the DAG Edge
Deletion problem [36].

2 Background and Related Work

Let G = (V,E) denote an undirected graph with n = |V | nodes and m = |E| edges, where each node
v ∈ V is associated with a nonnegative weight wv ≥ 0. We use N(v) to denote the set of neighbors
of a node v ∈ V . When convenient, we will also denote the node set by V = {v1, v2, . . . , vn} and
let wi denote the weight for the ith node vi. The goal of the minimum vertex cover problem is to
find a set of nodes S ⊆ E that covers all edges and has minimum weight w(S) =

∑
v∈S wv. This

can be encoded by the following binary linear program:

min
∑
v∈V

wvxv

s.t. xu + xv ≥ 1 for (u, v) ∈ E
xv ∈ {0, 1} for v ∈ V .

(1)

Before presenting our new algorithm, we survey existing approximation algorithms, previous re-
search on maximal independent sets, and other related work.

2.1 Approximation Algorithms for Vertex Cover

The most widely-known 2-approximation algorithm for unweighted Vertex Cover works by greed-
ily building a maximal matching in G and adding all nodes adjacent to an edge in the matching
to a cover. This can be implemented by iterating through edges in an arbitrary order and adding
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Figure 1: Algorithms 1, 2, and 3 are well-known 2-approximation algorithms for Vertex Cover,
and Algorithm 4 is a greedy algorithm for finding a maximal independent set. All run in O(|E|)
time. Algorithms 2 and 3 apply to node-weighted graphs, whereas Algorithms 1 and 4 assume
wv = 1 for each v ∈ V . We will prove that GreedyMIS is also a 2-approximation algorithm for
unweighted Vertex Cover, and provide a generalization for node-weighted graphs.

Algorithm 1 MatchingVC(G)

C ← ∅ // Initialize empty cover

for (u, v) ∈ E do
if u /∈ C and v /∈ C then

// Add both nodes to cover

C ← C ∪ {u, v}
Return C

Algorithm 2 PittVC(G)

C ← ∅ // Initialize empty cover

for (u, v) ∈ E do
if u /∈ C and v /∈ C then

With prob. wv
wu+wv

: C ← C ∪ {u}
Otherwise: C ← C ∪ {v}

Return C

Algorithm 3 LocalRatioVC(G)

C ← ∅ // Initialize empty cover

for each v ∈ V set r(v) = wv
for (u, v) ∈ E do

M = min{r(v), r(u)}
r(v)← r(v)−M
r(u)← r(u)−M

C = {v ∈ V : r(v) = 0}
Return C

Algorithm 4 GreedyMIS(G)

I ← ∅; U ← V
Generate random uniform node permutation σ
for v = vσ(1), vσ(2), . . . , vσ(n) do

if v ∈ U then
I ← I ∪ {v} and U ← U\{v}
for u ∈ N(v) ∩ U do
U ← U\{u}

Return I

both endpoints of an edge to the cover if the edge can be added to the matching (Algorithm 1).
This algorithm is attributed both to Gavril and Yannakakis (see [24] and [45]). The local-ratio
algorithm of Bar-Yehuda and Even [7, 8] (Algorithm 3) can be viewed as a generalization of this
algorithm that also works on edge-weighted graphs. Pitt’s randomized algorithm [47] (Algorithm 2)
also iterates through edges, but whenever it encounters an uncovered edge, it samples one of the two
endpoints to add to the vertex cover. This strategy is a randomized 2-approximation for weighted
Vertex Cover. Algorithms 1, 2, and 3 can all be implemented in O(|E|) time. One other way to
obtain a 2-approximate Vertex Cover in the unweighted case is to return the non-leaf nodes of
any depth-first tree [48]. This can also be implemented in O(|E|) time, though this method applies
only to the unweighted case.

Several other algorithms achieve a 2-approximation or better for Vertex Cover, but take
longer than O(|E|) time. One approach relies on solving the linear programming (LP) relaxation
obtained by replacing the constraint xv ∈ {0, 1} in (1) with linear constraints 0 ≤ xv ≤ 1. If {x∗v}
denotes an optimal set of dual variables, the set S = {v ∈ V : x∗v ≥ 1/2} is a 2-approximate solution
for weighted Vertex Cover. Other more sophisticated algorithms have also been developed,
including a 2 − Θ(1/

√
log n) approximation algorithm for a graph with n nodes [33], and a 2 −

(1− o(1))2 ln ln ∆
ln ∆ approximation algorithm where ∆ is the maximum degree of the graph [32]. The

latter two algorithms rely on semidefinite programming relaxations. In the opposite direction, list
heuristic algorithms for Vertex Cover [5, 19] run in O(|E|) time but have approximation factors
worse than 2. A list heuristic is an algorithm that iterates through nodes in a fixed order and at each
step makes a decision whether to add the current node to the vertex cover or not. These algorithms

3



are designed specifically for unweighted Vertex Cover. The best known approximation for a list

heuristic is
√

∆
2 + 3

2 where ∆ is the maximum degree [5, 19].
Among all of these algorithms for Vertex Cover, Algorithms 2 and 3 are unique in that

they both achieve a 2-approximation for weighted Vertex Cover in O(|E|) time. Both of these
methods rely on iterating through all edges in the graph and deciding whether to add nodes from
the edge to the vertex cover. These algorithms could equivalently be described as selecting an
arbitrary uncovered edge at each iteration, though this requires the algorithm to update the set of
covered edges at the end of an iteration. The overall runtime in either case is O(|E|).

2.2 Finding Maximal Independent Sets

An independent set in an undirected graph G = (V,E) is a set of nodes in which no two nodes share
an edge. Equivalently, a set of nodes I ⊆ V is an independent set if and only if its complement
set C = V − I is a vertex cover. The new approximation algorithm we develop for node-weighted
Vertex Cover can in fact be viewed as a generalization of an existing greedy algorithm for
finding a maximal independent set (MIS) in an unweighted graph. This GreedyMIS algorithm
(Algorithm 4) generates a random permutation of nodes and iteratively adds nodes to an indepen-
dent set. This algorithm and its slight variants date back to roughly the same time period as the
earliest Vertex Cover approximation algorithms [10, 18, 23, 27, 35]. Given the complementary
relationship between independent sets and vertex covers, it may at first seem very intuitive to try
to approximate Vertex Cover using a maximal independent set algorithm. However, this simple
reasoning overlooks key differences between algorithmic techniques and theoretical guarantees for
finding small vertex covers and finding large independent sets. First of all, although finding a
maximum independent set is equivalent at optimality to finding a minimum vertex cover, these
problems are vastly different from the perspective of approximation algorithms, with the former
problem being much harder to approximate [22, 53]. Furthermore, there can be a significant differ-
ence between a maximum and maximal independent set in a graph. As a simple example, consider
a star graph on n nodes: the singleton set consisting of the center node in the star is a maximal
independent set of size 1, but the the maximum independent set has size n− 1.

As a result of these differences, approximating Vertex Cover and finding a maximal inde-
pendent set are typically treated as different tasks. Many research papers on finding maximal
independent sets do not even mention Vertex Cover [3, 11, 18, 23, 35, 42], while other papers
that address both apply different techniques for each problem [27, 28]. One indirect relationship
between these two problems is that any maximal independent set algorithm can be used as a sub-
routine for approximating Vertex Cover. If the goal is to approximate Vertex Cover on
a graph G = (V,E), one can first run a MIS algorithm on the line graph of G. This produces
a maximal matching in G, which can be combined with Algorithm 1 to obtain a 2-approximate
vertex cover. However, an arbitrary maximal independent set in G provides no guarantees for the
Vertex Cover objective in G. This can be seen by again considering the maximal independent
set consisting of the center node in a star graph.

2.3 Correlation Clustering and Edge-Deletion Objectives

Our work builds on connections between Vertex Cover and Correlation Clustering [6],
which is the problem of partitioning an unweighted and undirected graph G = (V,E) into an
arbitrary number of clusters in a way that minimizes the number of mistakes. There are two types
of mistakes: a positive mistake is when a pair of adjacent nodes is separated into different clusters,
and a negative mistake is when two non-adjacent nodes are placed in the same cluster. The problem
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Algorithm 5 NeighborCover(G)

C ← ∅, I ← ∅, U ← V .
while U 6= ∅ do

Randomly select u ∈ U proportional to wu
I ← I ∪ {u}

5: for v ∈ N(u) ∩ U do
C ← C ∪ {v}
U ← U\{v}

Return C

is NP-hard but many approximation algorithms have been developed [2, 6, 9, 16, 17, 12, 50]. One of
the simplest and fastest algorithms is a randomized 3-approximation commonly known as Pivot,
which iteratively selects an unclustered node uniformly at random (the pivot) and clusters it with
all its unclustered neighbors [2]. This is closely related to Algorithm 4 in that the pivot nodes
form a random greedy maximal independent set. This relationship has also been noted in previous
work [9, 23].

We also draw on connections between Correlation Clustering and an NP-hard edge-
labeling problem called minimum strong triadic closure labeling with edge insertions (MinSTC+),
which is known to be reducible to a special type of hypergraph Vertex Cover problem [30, 31,
43, 49]. Recent work showed how to use Vertex Cover algorithms as subroutines for Correla-
tion Clustering approximation algorithms [50], though this did not involve new algorithms for
the general Vertex Cover problem. Section 4 expands on these connections between clustering,
edge-labeling, and MIS algorithms, and how they relate to our new approximation algorithm for
Vertex Cover. Finally, our algorithmic techniques lead to new approximation algorithms for
multiple edge-deletion problems in graphs and hypergraphs, including a recent objective for clus-
tering edge-colored hypergraphs [4, 50] and a path-deletion problem in directed acyclic graphs [36].
We cover formal definitions and additional background as needed for these objectives in Section 5.

3 The Maximal Independent Set Algorithm for Vertex Cover

Our main result is a simple algorithm that simultaneously grows a maximal independent set and
builds a 2-approximate vertex cover. This algorithm can be seen as a special type of weighted
generalization of GreedyMIS (Algorithm 4). Our proof that this is a 2-approximation for Vertex
Cover is closely related to the proof that Pivot is a 3-approximation algorithm for Correlation
Clustering [2]. We discuss the relationship between these algorithms in more depth in Section 4.

3.1 Overview and Approximation Guarantee

Our algorithm for Vertex Cover (Algorithm 5) iteratively grows a cover set C and an independent
set I. During the course of the algorithm, every node that has not yet been added to I or C is in an
undecided node set U . At each iteration, the algorithm randomly chooses a node v ∈ U proportional
to its node weight wv. That node v is added to set I, and all of its undecided neighbors are added
to the vertex cover. The algorithm terminates when all nodes are either in C or I. By design, I is
guaranteed to be a maximal independent set and C is a vertex cover. We refer to this algorithm as
NeighborCover.
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Theorem 3.1. NeighborCover is a randomized 2-approximation algorithm for the minimum
weighted Vertex-Cover problem.

Proof. The linear programming relaxation for Vertex Cover is given by

min
∑
v∈V

wvxv

s.t. xu + xv ≥ 1 for (u, v) ∈ E
xv ≥ 0 for v ∈ V

(2)

where there is variable xv for each node v ∈ V and a constraint for each edge. The dual of this
relaxation the following linear program:

max
∑
e∈E

ye

s.t. for each u ∈ V :
∑

e:u∈e ye ≤ wu
ye ≥ 0 for e ∈ E.

(3)

When wv = 1 for every v ∈ E, the solution to the dual linear program is the largest fractional edge
matching. By LP duality theory, every feasible solution to the dual LP is a lower bound for the
Vertex Cover instance. We will show how to construct a feasible solution whose value is half
the expected cost of NeighborCover, proving the 2-approximation.

Expected cost of the algorithm. If v ∈ V is added to I by NeighborCover, we will refer
to it as a MIS-node. If a node u ∈ V is never chosen as a MIS-node, this means that the algorithm
eventually places u in the cover C, incurring a cost of wu. This means that some node v adjacent to
u was chosen as a MIS-node in some iteration, so we will charge the cost wu to the edge (u, v) ∈ E.
For an edge e ∈ E, let Ae denote the event that one of the two nodes in e is chosen as a MIS-node
in an iteration where both are still undecided, and let pe = P [Ae]. An edge e = (u, v) receives a
charge if and only if Ae occurs, and it can only receive a charge once. Conditioned on Ae being
true, the charge assigned to e depends on whether u or v is chosen as a MIS-node. With probability
wu/(wu + wv), node u is chosen as a MIS-node, meaning that node v is placed in the vertex cover
and e is charged cost wv. With probability wv/(wu + wv), u is placed in the vertex cover and the
charge is wu. If we let Xe be a random variable denoting the charge to edge e, then C =

∑
e∈E Xe

is the total cost incurred by NeighborCover and has the following expected value:

E [C] =
∑
e∈E

E [Xe] =
∑
e∈E

E [Xe | Ae]P [Ae]

=
∑

e=(u,v)∈E

(
wv ·

wu
wu + wv

+ wu ·
wv

wu + wv

)
pe =

∑
e=(u,v)∈E

2wuwv
wu + wv

pe.

Lower bound. For a node u ∈ V , let Bu be the event that node u enters the vertex cover C at
some point during the algorithm. For every edge e = (u, v), we have

P [Bu ∧Ae] = P [Bu | Ae] · P [Ae] =
wv

wu + wv
· pe. (4)

Observe now that the node cost wu can be charged to only one edge (v, u) incident to u. This
means that for two different edges e and f that share node u, the events Bu ∧Ae and Bu ∧Af are
disjoint, and more generally we know that for an arbitrary node u ∈ V ,∑

v : e=(u,v)∈E

wv
wu + wv

pe =
∑
e : u∈e

P [Bu ∧Ae] ≤ 1. (5)

6



For each e = (u, v) ∈ E, define a variable ŷe = wvwu
wu+wv

pe. By (5), for every u ∈ V we have∑
e : u∈e

ŷe =
∑

v : e=(u,v)∈E

wvwu
wu + wv

pe ≤ wu, (6)

so the variables {ŷe}e∈E satisfy the constraints of the dual LP (3) and we can see that half the
expected cost of the algorithm is a lower bound on the Vertex-Cover instance:∑

e∈E
ŷe =

∑
(u,v)∈E

wvwu
wu + wv

pe =
1

2
E[C]. (7)

This result immediately implies that GreedyMIS is a 2-approximation for unweighted Vertex
Cover. Theorem 3.1 can also be viewed as an improved theoretical result for list heuristic algo-
rithms for Vertex Cover [5, 19]. In particular, the ListRight algorithm [19] is nearly identical
to GreedyMIS, and only differs in that the node ordering is given rather than chosen uniformly

at random. The best previous approximation factor for this method is
√

∆
2 + 3

2 , where ∆ is the
maximum degree, which is obtained by ordering vertices by degree. Our result shows that a random
ordering provides an expected 2-approximation. We summarize these observations as a corollary.

Corollary 3.2. GreedyMIS (Algorithm 4) is equivalent to applying ListRight [19] with a uni-
form random node ordering, and is a randomized 2-approximation for unweighted Vertex Cover.

3.2 Runtime Guarantees and Implementation

When the graph G = (V,E) is unweighted, NeighborCover can be implemented by first generat-
ing a uniform random permutation to determine the order in which to visit nodes. If the ith node
that is visited is undecided, it is added to the independent set, otherwise it is a vertex cover node
and the algorithm continues to the next step. The random permutation can be generated in O(|V |)
time (e.g., using the Fisher-Yates shuffle), so the runtime for the unweighted version is O(|E|).

If we assume the nodes have arbitrary nonnegative weights, the implementation and runtime
analysis is made more challenging by the node sampling procedure. In particular, sampling a node
based on its weight from among all undecided nodes is more involved than the random sampling
procedure in Pitt’s algorithm (Algorithm 2), which only requires sampling one of two nodes in
an edge. A naive sampling procedure would take O(|V |) time each round, which would lead to
an overall runtime of O(|V |2 + |E|), since we must sample a node in each of O(|V |) iterations.
With a more careful implementation we can achieve a runtime of O(|V | log |V |+ |E|). One simple
way to achieve this is to use the implementation in Algorithm 7, which decouples the random
sampling strategy from the procedure of growing a maximal independent set. Algorithm 6 is
used to generate a permutation of all nodes based on their weights, and can be implemented in
O(|V | log |V |) time [52]. In iteration i, Algorithm 7 may visit a node that is decided already, but
in this case the node will simply be ignored, so that the selection of the next independent set node
follows the same sampling distribution.

The O(|V | log |V |) term in the runtime is one disadvantage of NeighborCover relative to
edge-visiting algorithms that run in linear time even in the weighted case (e.g., Algorithms 2
and 3). Nevertheless, the runtime is still O(|E|) when the graph is unweighted and whenever
|E| = Ω(|V | log |V |). As we shall see later, one advantage of NeighborCover is that it leads to
several particularly simple approximation algorithms for certain edge-deletion problems that can be
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Algorithm 6 WeightedShuffle({w1, w2, . . . , wn})
U = {1, 2, . . . , n}
for i = 1 to n do

Sample t ∈ U proportional to wt
σ(i) = v; U ← U\{t}

Return σ

Algorithm 7 NeighborCover(G)

C ← ∅, I ← ∅
σ = WeightedShuffle({w1, w2, . . . , wn})
for v = vσ(1), vσ(2), . . . , vσ(n) do

// Check if v has to be covered

for u ∈ N(v) do
if u ∈ I then
C ← C ∪ {v}
break

// If not, add v to MIS

if v /∈ C then
I ← I ∪ {v}

Return C

reduced to Vertex Cover in an approximation preserving way. These implicit implementations
can easily be made more efficient than applying a naive approach that relies on explicitly forming
the reduced instance of Vertex Cover.

4 Algorithm Equivalence Results

Theorem 3.1 shows for the first time that GreedyMIS (Algorithm 4) is an expected 2-approximation
for unweighted Vertex Cover, and provides a principled new way to generalize this method to
node-weighted graphs. Our method is also related to Correlation Clustering [6] and strong
triadic closure edge-labeling problems [49]. In particular, the proof of Theorem 3.1 is inspired by
the analysis of the 3-approximate Pivot algorithm for Correlation Clustering [2]. In this
section we highlight two separate ways in which NeighborCover and Pivot are related. We also
discuss a simple existing parallelization scheme for GreedyMIS which, based on our equivalence
results, can be viewed as an approximation algorithm for several different problems at once.

Several of the connections and equivalences highlighted in this section are already present in
some form in previous literature, though not all in one place. We bring these connections together
to highlight how our new approximation algorithm for Vertex Cover relates to algorithmic tech-
niques for other problems. These connections also lay the groundwork for several open directions
for future research that we discuss at the end of the paper.

4.1 Correlation Clustering and 3-uniform Hypergraph Vertex Cover

Many approximation algorithms of Correlation Clustering are based on counting open wedges
(also called bad triangles or bad triplets) [2, 6, 9, 50]. An open wedge in G is a set of three nodes
whose induced subgraph contains only two edges. Every way of clustering these nodes leads to at

8



least one disagreement: either all nodes will be placed in the same cluster (producing a negative
mistake) or two adjacent nodes will be separated (producing a positive mistake). LettingW denote
the set of open wedges in G, the following binary linear program provides a lower bound for the
optimal Correlation Clustering objective:

min
∑

{i,j}∈(V2)

xij

s.t. xij + xik + xjk ≥ 1 for {i, j, k} ∈ W
xij ∈ {0, 1} for {i, j} ∈

(
V
2

)
.

(8)

The constraint xij+xik+xjk ≥ 1 reflects that fact that there will be at least one mistake among the
node pairs in the open wedge {i, j, k}. There is a close relationship between this binary program
and the binary program for Vertex Cover in (1). Instead of variables for nodes, there is a
variable for each node pair, and instead of the constraint xu + xv ≥ 1 we have xij + xik + xjk ≥ 1.
Problem (8) in fact encodes a Vertex Cover problem in a 3-uniform open wedge hypergraph
H = (V, E) constructed from the original graph G = (V,E) as follows:

• For each node pair {i, j} ∈
(
V
2

)
, define an edge vij ∈ V.

• For each open wedge {i, j, k} ⊆ W, define a hyperedge {vij , vik, vjk} ∈ E .

Figure 2 provides an illustration of this reduction. Every clustering of nodes in G = (V,E) can be
mapped to a vertex cover in H: if the clustering makes a mistake at node pair {i, j}, this means
node vij is covered in the hypergraph. However, the reverse is not necessarily true, and it is not
hard to come up with simple examples where a vertex cover in H does not translate to a node
clustering in G (see Figure 2).

This special 3-uniform Vertex Cover problem is equivalent to an NP-hard edge labeling
problem that is based on the principle of strong triadic closure [49, 50]. Strong triadic closure (STC)
posits that two individuals in a social network will share at least a weak connection to one another
if they both share strong ties to a mutual friend (see chapter 3 in [21]). This principle can be related
back to open wedges in the graph G = (V,E). If {u, v, w} ∈ W and (v, w) /∈ E, this means that v
and w have a mutual “friend” (node u) though they do not share an edge. Strong triadic closure
suggests that one of the following must be true: (1) (u, v) is a weak tie, (2) (u,w) is a weak tie, or (3)
nodes v and w actually do share at least a weak tie but the graph G simply has a “missing” edge. An
STC+ labeling1 for graph G = (V,E) is defined to be a set of edges EW ⊆ E to label as weak along
with a set of node pairs EN ⊆

(
V
2

)
−E to turn into new weak edges, in order to ensure that strong

triadic closure holds. In other words, for an open wedge {u, v, w} centered at u, either (u, v) or (u,w)
is labeled as weak, or the non-adjacent pair {v, w} is added to EN . The MinSTC+ problem is the
task of finding an STC+ labeling that minimizes |EN |+|EW |. The equivalence between MinSTC+
and a special type of 3-uniform Vertex Cover problem was noted when this edge-labeling problem
was first introduced [49]. Further connections between MinSTC+ and Correlation Clustering
were explored in subsequent work [30, 31, 43, 50]. These connections provide the foundation for
understanding the relationship between NeighborCover and the Pivot approximation algorithm
for Correlation Clustering.

4.2 Pivot as a Hypergraph Vertex Cover Algorithm

The Pivot algorithm for Correlation Clustering selects an unclustered node uniformly at
random (the pivot node) in each iteration, and clusters it with all its unclustered neighbors. This is

1The ‘+’ in STC+ indicates that edge additions are allowed. Sintos and Tsasparas [49] also considered a version
that only involved labeling existing edges as weak or strong.
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4
<latexit sha1_base64="NDYzpDPf4NReujBVQrH7hehsVpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzU8Prlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreVdVrXFZqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBfJWMuw==</latexit>

1

<latexit sha1_base64="nIUqBHSTIPd3xKKTSocXTsZ0kQE=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZq1frrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqte86JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPfhmMvA==</latexit>

2
<latexit sha1_base64="7q4RdlBuu68GPja9OJVPWhxd188=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomKeix68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVL3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDGz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveVcWrX5art3kcBTiGEzgDD66hCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDf52MvQ==</latexit>

3

<latexit sha1_base64="Wvi2dauVFo8Qohybl1ZHjLObTXs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix60GML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPne2M0Q==</latexit>

G

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="7R/VfWzqJV45KyPVdfS6vZgYUIE=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdVl002UF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6l/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKRNefDas2rewu4f4lfkBoUaA2rn4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3TOrjNxIafskugv150ZGYmNmcWgn84hm1cvF/7x+itFNkHGZpMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968l/Suaj7V3X//rLWuC3qKMMJnMI5+HANDWhCC9pAQcETvMCrg86z8+a8L0dLTrFzDL/gfHwDfOmRZA==</latexit>H

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34
<latexit sha1_base64="7R/VfWzqJV45KyPVdfS6vZgYUIE=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdVl002UF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6l/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKRNefDas2rewu4f4lfkBoUaA2rn4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3TOrjNxIafskugv150ZGYmNmcWgn84hm1cvF/7x+itFNkHGZpMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968l/Suaj7V3X//rLWuC3qKMMJnMI5+HANDWhCC9pAQcETvMCrg86z8+a8L0dLTrFzDL/gfHwDfOmRZA==</latexit>H

<latexit sha1_base64="uKiINbaW9KMZJKeNvTDtzXPpzKU=">AAAB5HicbVBNS8NAEJ3Urxq/qlcvi0XwVBIR67HoxWMF+wFtKJvtpF272YTdjVBCf4EXD4pXf5M3/43bNgdtfTDweG+GmXlhKrg2nvftlDY2t7Z3yrvu3v7B4VHFPW7rJFMMWywRieqGVKPgEluGG4HdVCGNQ4GdcHI39zvPqDRP5KOZphjEdCR5xBk1Vnq4GlSqXs1bgKwTvyBVKNAcVL76w4RlMUrDBNW653upCXKqDGcCZ24/05hSNqEj7FkqaYw6yBeHzsi5VYYkSpQtachC/T2R01jraRzazpiasV715uJ/Xi8z0U2Qc5lmBiVbLooyQUxC5l+TIVfIjJhaQpni9lbCxlRRZmw2rg3BX315nbQva/51za82boswynAKZ3ABPtShAffQhBYwQHiBN3h3npxX52PZWHKKiRP4A+fzBxazi5Q=</latexit>

4
<latexit sha1_base64="NDYzpDPf4NReujBVQrH7hehsVpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzU8Prlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreVdVrXFZqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBfJWMuw==</latexit>

1

<latexit sha1_base64="nIUqBHSTIPd3xKKTSocXTsZ0kQE=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZq1frrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqte86JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPfhmMvA==</latexit>

2
<latexit sha1_base64="7q4RdlBuu68GPja9OJVPWhxd188=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomKeix68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVL3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDGz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveVcWrX5art3kcBTiGEzgDD66hCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDf52MvQ==</latexit>

3

<latexit sha1_base64="Wvi2dauVFo8Qohybl1ZHjLObTXs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix60GML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPne2M0Q==</latexit>

G

<latexit sha1_base64="ZwE+zL77vaT9xHVDVtefch2Ruhc=">AAAB+nicbVA9SwNBEJ3zM8avi5Y2h0GwCncp1DJoYxnBfEByhL3NJFmyu3fs7inhzE+xsVDE1l9i579xk1yhiQ8GHu/NMDMvSjjTxve/nbX1jc2t7cJOcXdv/+DQLR01dZwqig0a81i1I6KRM4kNwwzHdqKQiIhjKxrfzPzWAyrNYnlvJgmGggwlGzBKjJV6bqmLIhlllKfaoGJyOO25Zb/iz+GtkiAnZchR77lf3X5MU4HSUE607gR+YsKMKMMox2mxm2pMCB2TIXYslUSgDrP56VPvzCp9bxArW9J4c/X3REaE1hMR2U5BzEgvezPxP6+TmsFVmDGZpAYlXSwapNwzsTfLweszhdTwiSWEKmZv9eiIKEJtDLpoQwiWX14lzWoluKgEd9Vy7TqPowAncArnEMAl1OAW6tAACo/wDK/w5jw5L86787FoXXPymWP4A+fzByyGlJc=</latexit>

clustering
<latexit sha1_base64="NTrU2TCtRLLAemAQghwZZdoMANo=">AAAB/HicbVC7TsMwFHV4lvIKdGSxqJCYqqQDMFawMBaJPqQ2qhz3prXq2JHtIKKo/AoLAwix8iFs/A1umwFajmTp6Jxzda9PmHCmjed9O2vrG5tb26Wd8u7e/sGhe3Tc1jJVFFpUcqm6IdHAmYCWYYZDN1FA4pBDJ5zczPzOAyjNpLg3WQJBTEaCRYwSY6WBW+lDnIxzGzHwiKm0ZDpwq17NmwOvEr8gVVSgOXC/+kNJ0xiEoZxo3fO9xAQ5UYZRDtNyP9WQEDohI+hZKkgMOsjnx0/xmVWGOJLKPmHwXP09kZNY6ywObTImZqyXvZn4n9dLTXQV5EwkqQFBF4uilGMj8awJPGQKqOGZJYQqZm/FdEwUocb2VbYl+MtfXiXtes2/qPl39WrjuqijhE7QKTpHPrpEDXSLmqiFKMrQM3pFb86T8+K8Ox+L6JpTzFTQHzifP3JFlUg=</latexit>

vertex cover

<latexit sha1_base64="f6nWwUaQIYmsYnux8aDdC5szRyc=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0UQhJJ0oS6L3bis2Be0oUymN+3QmSTMTIQair/ixoUibv0Pd/6NkzYLbT1w4XDOvTP3Hj/mTGnH+bZWVtfWNzYLW8Xtnd29ffvgsKWiRFJo0ohHsuMTBZyF0NRMc+jEEojwObT9cS3z2w8gFYvChp7E4AkyDFnAKNFG6tvHPRDxKL1v1C4wJ372znDat0tO2ZkBLxM3JyWUo963v3qDiCYCQk05UarrOrH2UiI1oxymxV6iICZ0TIbQNTQkApSXzraf4jOjDHAQSVOhxjP190RKhFIT4ZtOQfRILXqZ+J/XTXRw7aUsjBMNIZ1/FCQc6whnUeABk0A1nxhCqGRmV0xHRBKqTWBFE4K7ePIyaVXK7mXZvauUqjd5HAV0gk7ROXLRFaqiW1RHTUTRI3pGr+jNerJerHfrY966YuUzR+gPrM8f9aaU6A==</latexit>

STC+ labeling
<latexit sha1_base64="NTrU2TCtRLLAemAQghwZZdoMANo=">AAAB/HicbVC7TsMwFHV4lvIKdGSxqJCYqqQDMFawMBaJPqQ2qhz3prXq2JHtIKKo/AoLAwix8iFs/A1umwFajmTp6Jxzda9PmHCmjed9O2vrG5tb26Wd8u7e/sGhe3Tc1jJVFFpUcqm6IdHAmYCWYYZDN1FA4pBDJ5zczPzOAyjNpLg3WQJBTEaCRYwSY6WBW+lDnIxzGzHwiKm0ZDpwq17NmwOvEr8gVVSgOXC/+kNJ0xiEoZxo3fO9xAQ5UYZRDtNyP9WQEDohI+hZKkgMOsjnx0/xmVWGOJLKPmHwXP09kZNY6ywObTImZqyXvZn4n9dLTXQV5EwkqQFBF4uilGMj8awJPGQKqOGZJYQqZm/FdEwUocb2VbYl+MtfXiXtes2/qPl39WrjuqijhE7QKTpHPrpEDXSLmqiFKMrQM3pFb86T8+K8Ox+L6JpTzFTQHzifP3JFlUg=</latexit>

vertex cover

Figure 2: The open wedge hypergraph H of a graph G = (V,E) is obtained by introducing a node
ij for each node pair {i, j} in G. (Top row) A clustering of the nodes in G always maps to a vertex
cover in H. In the example, the only “mistake” is to separate nodes 3 and 4, hence node 34 is a
vertex cover in H. (Bottom row) Vertex covers in H do not always correspond to clusterings, but
are in one-to-one correspondence with STC+ labelings. Covering nodes 13 and 24 means labeling
(1, 3) as weak and introducing a new (weak) edge (2, 4) in G. All open wedges in G now satisfy
strong triadic closure (at least one edge in each open wedge is weak).

repeated until all nodes are clustered. Ailon, Charikar, and Newman [2] proved that this algorithm
provides a 3-approximation for Correlation Clustering by considering the linear programming
relaxation of objective (8). These authors showed that the expected cost of Pivot can be bounded
below by constructing an implicit feasible solution for the dual linear program, which encodes the
notion of a fractional open wedge packing. An open wedge packing is a node-pair-disjoint set of
open wedges in G, which provides a lower bound for Correlation Clustering since at least one
mistake must be made at each disjoint open wedge. The dual LP encodes fractional packings in
the sense that each node pair is allowed to partially contribute to multiple open wedges as long as
the sum of contributions is at most 1.

The connection between Correlation Clustering and 3-uniform Vertex Cover was not
explicitly noted in the work of Ailon, Charikar, and Newman [2], but this relationship sheds light
on why the analysis for Pivot can be adapted to prove NeighborCover is a 2-approximation for
Vertex Cover. In particular, the fractional open wedge packing that Pivot relies on corresponds
to a fractional matching in the open wedge hypergraph, just as NeighborCover relies on a
fractional matching lower bound in a graph. We formalize the relationship with a simple lemma
that follows quickly from previous observations, but has not been explicitly noted elsewhere in the
literature.

Lemma 4.1. Pivot is a 3-approximation algorithm for MinSTC+. Equivalently, Pivot is a
3-approximation algorithm for the problem of finding a minimum vertex cover in the open wedge
hypergraph of a graph.

Proof. The original analysis of Pivot [2] shows that the expected cost of this algorithm is at most 3
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times the optimal solution value of the linear programming relaxation of objective (8). This linear
program lower bounds MinSTC+ in addition to lower bounding Correlation Clustering.
Because every clustering of G also maps to a vertex cover in its open wedge hypergraph (i.e., a
valid STC+ labeling), Pivot returns an edge-labeling that is a 3-approximation for MinSTC+.

The fact that Pivot is a 3-approximation for both Correlation Clustering and MinSTC+
is somewhat surprising given the difference between these problems. As mentioned previously, every
clustering of G can be mapped to a vertex cover in the open wedge hypergraph H, but the reverse
statement is not true. It was recently shown that any α-approximation for MinSTC+ can be used
to design a (2α)-approximation for Correlation Clustering [50]. This procedure starts with an
α-approximate vertex cover in H and then applies a rounding step that distorts the approximation
by a factor of 2 in order to convert the vertex cover in H into a clustering in G. With this result in
hand, one can also prove that any α-approximation for Correlation Clustering can provide a
(2α)-approximation for MinSTC+. However, Lemma 4.1 indicates that Pivot is able to overcome
this factor 2 difference.

While Lemma 4.1 provides insight into one relationship between Pivot and NeighborCover,
there are still a few key differences between how these algorithms apply to Vertex Cover prob-
lems. First of all, Pivot applies to a very specific type of 3-uniform hypergraph, and even then
only implicitly. Its analysis provides no guarantees for the general 3-uniform hypergraph Ver-
tex Cover problem, while NeighborCover applies to all graph Vertex Cover problems.
Secondly, NeighborCover applies to node-weighted Vertex Cover, whereas Pivot does not
apply to weighted Correlation Clustering. Using a weighted shuffling procedure such as Algo-
rithm 6 to choose pivot nodes does not make sense in the context of Correlation Clustering,
since weighted versions of Correlation Clustering involve edge weights and not node weights.
Finally, perhaps the most interesting difference is that a single iteration of Pivot (implicitly) adds
multiple nodes in H to an independent set. This is because clustering a pivot node v ∈ V with its
neighbors in G means not making a mistake at all node pairs involving v. In other words, the nodes
in H corresponding to multiple node pairs in G will not be added to the implicit vertex cover. As an
example, the clustering of graph G in Figure 2 can be obtained by selecting nodes 2 and 4 as pivots,
in that order. When 2 is selected as a pivot, all nodes in H other than the node corresponding to
edge (3, 4) ∈ E are added to an independent set in H. In contrast, NeighborCover adds a single
node to an independent set in each iteration.

4.3 Equivalence among Pivot, GreedyMIS, and NeighborCover

Although NeighborCover grows an independent set in G in a different way than Pivot grows an
independent set in the open wedge hypergraph of G, this is essentially because the algorithms are
actually very similar in a different regard. Namely, they both operate on the graph G by selecting
a random undecided node in each iteration and making a decision about how to deal with that
node’s undecided neighbors. Here, undecided either means unclustered (in the case of Pivot) or not
assigned to a cover or independent set (in the case of NeighborCover). Pseudocode for Pivot is
given in Algorithm 8, written in a way that best highlights its close relationship to the unweighted
version of NeighborCover, i.e., GreedyMIS. In particular, the set of pivot nodes defining its
clusters exactly corresponds to a maximal independent set grown from a uniform random ordering
of nodes. This relationship between Pivot and GreedyMIS has already been noted in previous
work [9, 23]. Combining this observation with Theorem 3.1 and Lemma 4.1 leads to the following
simple corollary.
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Algorithm 8 Pivot(G)

U = V // unclustered node set

For v ∈ V , c[v] = 0 // initialize cluster indicator vector

clus = 1 // current cluster index

Generate random uniform node permutation σ
5: for v = vσ(1), vσ(2), . . . , vσ(n) do

if v ∈ U then
c[v] = clus
U ← U\{v}
for u ∈ N(v) ∩ U do

10: c[u] = clus
U ← U\{u}

clus ← clus + 1

Return c

Corollary 4.2. Running GreedyMIS on a graph G simultaneously produces a maximal indepen-
dent set in G, an expected 2-approximate Vertex Cover for G, and pivot nodes for an expected
3-approximation for Correlation Clustering and 3-approximation for MinSTC+ on G.

One interesting consequence of this corollary is that a parallel variant of GreedyMIS also
directly provides a simple parallel approximation algorithm for Vertex Cover. This parallel
variant generates a uniform random ordering of nodes, and in each round, all nodes that come
before their neighbors in the ordering are added to the independent set. These nodes and their
neighbors are removed from the graph, and the algorithm repeats this procedure in rounds until no
nodes are left [11, 23]. For a fixed ordering of nodes, this returns the same output as the sequential
GreedyMIS algorithm, and with high probability the algorithm requires only O(log n) rounds [23]
before termination. Our equivalence result implies this is a parallel O(log n)-round 2-approximation
for Vertex Cover as well.

5 Fast and Simple Algorithms for Edge-Deletion Problems

NeighborCover can be used to design fast and simple approximation algorithms for combinatorial
problems that can be reduced to Vertex Cover. In particular, we consider certain edge-deletion
problems whose reduction to Vertex Cover leads to a graph with a very special edge structure.
By implicitly implementing NeighborCover and taking advantage of this special edge structure,
we can design methods that are significantly faster than forming the Vertex Cover instance
explicitly and applying a linear-time Vertex Cover algorithm as a black-box.

For the problems we consider, a careful implicit implementation of edge-visiting algorithms
for Vertex Cover (e.g., Algorithms 2 and 3) can also lead to improvements over forming the
reduced graph explicitly. However, one advantage of NeighborCover is that it is often simpler
to implicitly iterate through the nodes of the reduced graph in an efficient way than to implicitly
iterate through the edges. If all edges in the reduced graph are visited implicitly, this leads to
the same runtime issues as explicitly forming the Vertex Cover instance, so one must carefully
reason about edges that can be safely skipped. We avoid this issue altogether when implicitly
implementing NeighborCover, which iterates over nodes in the reduced graph.
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<latexit sha1_base64="NDYzpDPf4NReujBVQrH7hehsVpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzU8Prlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreVdVrXFZqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBfJWMuw==</latexit>
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<latexit sha1_base64="7q4RdlBuu68GPja9OJVPWhxd188=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomKeix68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVL3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDGz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveVcWrX5art3kcBTiGEzgDD66hCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDf52MvQ==</latexit>
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<latexit sha1_base64="+Hm9N/u+NwPr96kPEqk/ip+VHtw=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiBz1WsLaQhrLZbtulm03YfRFK6M/w4kERr/4ab/4bN20O2jqwMMy8x86bMJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6SGS6F4CwVK3kk0p1EoeTsc3+R++4lrI2L1gJOEBxEdKjEQjKKV/G5EccSozG6nvWrNrbszkGXiFaQGBZq96le3H7M04gqZpMb4nptgkFGNgkk+rXRTwxPKxnTIfUsVjbgJslnkKTmxSp8MYm2fQjJTf29kNDJmEoV2Mo9oFr1c/M/zUxxcBZlQSYpcsflHg1QSjEl+P+kLzRnKiSWUaWGzEjaimjK0LVVsCd7iycvk8azuXdS9+/Na47qoowxHcAyn4MElNOAOmtACBjE8wyu8Oei8OO/Ox3y05BQ7h/AHzucPe2SRYw==</latexit>G

<latexit sha1_base64="uKiINbaW9KMZJKeNvTDtzXPpzKU=">AAAB5HicbVBNS8NAEJ3Urxq/qlcvi0XwVBIR67HoxWMF+wFtKJvtpF272YTdjVBCf4EXD4pXf5M3/43bNgdtfTDweG+GmXlhKrg2nvftlDY2t7Z3yrvu3v7B4VHFPW7rJFMMWywRieqGVKPgEluGG4HdVCGNQ4GdcHI39zvPqDRP5KOZphjEdCR5xBk1Vnq4GlSqXs1bgKwTvyBVKNAcVL76w4RlMUrDBNW653upCXKqDGcCZ24/05hSNqEj7FkqaYw6yBeHzsi5VYYkSpQtachC/T2R01jraRzazpiasV715uJ/Xi8z0U2Qc5lmBiVbLooyQUxC5l+TIVfIjJhaQpni9lbCxlRRZmw2rg3BX315nbQva/51za82boswynAKZ3ABPtShAffQhBYwQHiBN3h3npxX52PZWHKKiRP4A+fzBxazi5Q=</latexit>
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<latexit sha1_base64="Wvi2dauVFo8Qohybl1ZHjLObTXs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix60GML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPne2M0Q==</latexit>
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<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>
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<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>
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<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="Z7H3FdXz+J1UF4CEUMHNgDSnuqE=">AAADuHicfVJdb9MwFHUbPkb56uCRF4sGVKRpNNkEiKeJIcRLoUi0m1RXxXFuU6uOHdkOrIryw/gp/AL+Bk7WItqOWYp0cu89OSfHN8oEN7bX+9Voejdu3rq9d6d19979Bw/b+49GRuWawZApofR5RA0ILmFouRVwnmmgaSTgLFqcVv2z76ANV/KrXWYwSWki+Ywzal1put/4SaTiMgZpMbFwYQ0rPgFP5pHSp8ox+1y+D/slhguaZgIIaZEIEi4LS6NcUF0WQoiyRazKdC6gBXEC+DlOqWXzlzEIh/3RlLj3OaOi6Jc+Npba3FRfSnlck/xueHD8wl/zdjiYCJhZqrX6gUnhZknpO77fPVrRnBDYStdwyQD7x5hwibd0a0ZwEF7FwH54DeVow9s15rYaLM+cX8df+w22/a4Nu8Z/9EmkrFVpnRMBGf8Nftru9A579cG7IFiBDlqdwbT9m8SK5am7ayaoMeOgl9lJQbXlTIC7w9xARtmCJjB2UNIUzKSod6zEz1wlxjOl3eN2pa7+yyhoaswyjdxk9QNmu1cVr+qNczt7Mym4zHILkl0KzXKBrcLVwuKYa2BWLB2gTHPnFbM51ZRZt9YbKpFSCxeOqZIJtnPYBaPwMHh1GHwJOyfvVhntoSfoKeqiAL1GJ+gjGqAhYk3c/ND83Bx4b71vXuLxy9FmY8V5jDaOp/8A3egk0A==</latexit>

NeighborCoverMinD2M example

edge match/del VM status

(2, 4) match VM  {2, 4}
(3, 4) delete since 4 2 VM
(1, 2) delete since 2 2 VM
(1, 3) match VM  VM [ {1, 3}
(1, 4) delete since 1, 4 2 VM

Figure 3: A small example of converting an (unweighted) MinD2M problem on a graph G into
a Vertex Cover problem on graph G and implicitly applying NeighborCover for the given
ordering of edges in G. Maximal independent set nodes are in green, and correspond to a matching
in G. An implicit implementation of NeighborCover does not need to check all edges in G, but
can tell when an edge (i, j) in G (i.e., node in G) is ineligible to be added to a matching in G (i.e.,
independent set in G) based on whether nodes i and j are already in the matching.

Algorithm 9 NeighborCoverMinD2M(G)

Input: edge-weighted graph G = (V, E)
Output: 2-approximate solution to MinD2M
D ← ∅ // edges to delete

M← ∅ // edges in matching

VM = ∅ // nodes in the matched edges

σ = WeightedShuffle({ω1, ω2, . . . , ω|E|})
for e = eσ(1), eσ(2), . . . , eσ(|E|) do

e = (i, j) // identify nodes in e
if i ∈ VM or j ∈ VM then
D ← D ∪ {e}

else
M←M∪ {e}
VM ← VM ∪ {i, j}

Return D

5.1 Minimum Delete-to-Matching

As an illustrative warm-up, we consider a simple edge-deletion problem where the goal is to find
a minimum weight set of edges in an edge-weighted undirected graph G = (V, E) to delete in
order to convert G into a matching. Let ei ∈ E denote the ith edge (for an arbitrary ordering of
edges), and let ωi ≥ 0 be its weight. We refer to this as minimum delete-to-matching, or simply
MinD2M. This problem can be optimally solved in polynomial time by computing a maximum
matching and deleting all edges not in the matching. We will illustrate how to obtain a much faster
2-approximation algorithm using an implicit implementation of NeighborCover, which amounts
to finding a maximal matching in the edge-weighted graph G using a specific edge-sampling strategy.

The MinD2M objective on G is equivalent to solving Vertex Cover on the line graph G =
(V,E) of G: a node in G is an edge in G, and a maximal independent set in G is a maximal
matching in G. Explicitly forming the line graph of G and applying any linear-time Vertex
Cover algorithm as a black-box yields a 2-approximation algorithm for MinD2M.2 This basic

2One must be careful to distinguish this from a reduction that has often been applied other direction, namely,
approximating unweighted Vertex Cover by first obtaining a maximal matching, which itself can be found by

13



approach takes O(|E|2) time, as this is a bound on the number of edges in G. Even if we avoid
forming G explicitly, Vertex Cover algorithms that iterate through all of the edges in G will take
O(|E|2) time, even if they only implicitly visit edges in G by iterating through pairs of adjacent
edges in G. In contrast, Algorithm 9 is an implicit implementation of NeighborCover applied to
MinD2M that takes O(|E| log |E|) time when G has arbitrary edge weights, and O(|E|) time in the
unweighted case. At each iteration, the MIS algorithm must check whether a node in G (i.e., an
edge in G) can be added to an independent node set in G (i.e., a matching M in G). The key to a
fast implementation is realizing that we can quickly see if an edge can be added toM by checking
whether either of its nodes already belongs to an edge in M. Selecting a random permutation of
edges takes O(|E| log |E|) in the weighted case or only O(|E|) in the unweighted case. The rest of the
algorithm takes O(|E|) time, since each iteration just involves visiting an edge (i, j) ∈ E , checking if
i or j already belongs to a matched node set VM, and then either adding (i, j) to the matching or
deleting it. See Figure 3 for an illustration of running Algorithm 9. To summarize, keeping track of
one additional fact about each node in G (specifically, whether or not it is in a set of matched nodes
VM) is sufficient to avoid iterating through all edges in the reduced Vertex Cover instance.

5.2 DAG Edge Deletion

Let D = (V, A) be an edge-weighted directed acyclic graph where ei ∈ A is the ith directed edge
and ωi ≥ 0 is its weight. The DAG Edge Deletion problem with parameter k, or simply Ded-k,
seeks a minimum weight set of edges to remove in order to destroy all paths of length k in D.
The problem was first considered by Kendre et al. [36] as the minimization version of the Max-k-
Ordering problem. It is the edge-deletion version of the DAG Vertex Deletion problem [44].

We focus on Ded-2 specifically. This can be reduced in an approximation preserving way to an
instance of Vertex Cover on a graph G = (V,E) by replacing each directed edge e in D with a
node ve in G, and by adding an edge between two nodes ve and vf in G when the edges {e, f} define
a directed path in D. Ded-2 is known to be NP-hard, as can be observed from its equivalence
(at optimality) with the maximum directed cut problem [38, 41]. Kendre et al. [36] presented two
combinatorial 2-approximation algorithms for this problem, one for unweighted graphs and another
for weighted graphs. For our purposes it is interesting to note that the unweighted algorithm
corresponds to an implicit implementation of the maximal matching method (Algorithm 1)—while
there exists a directed 2-path in the graph, find it and delete both edges. The weighted algorithm
is similarly an implicit implementation of the local ratio method (Algorithm 3). Kendre et al. [36]
confirmed that the algorithms run in polynomial time, but did not provide any strategies for quickly
finding paths in the directed graph that need to be covered. The number of length two paths can
be significantly larger than O(|A|), so iterating through all of these paths can be much worse than
linear-time in terms of the size of D, even in the unweighted case.

Algorithm 10 is an implicit implementation of NeighborCover that gives a 2-approximation
for Ded-2 in time O(|A|) for unweighted graphs and O(|A| log |A|) time for the weighted case. This
method builds an independent set and a vertex cover in G implicitly by building a set K of edges
to keep and a set D of edges to delete in the acyclic graph D. The algorithm searches through
directed edges in D (i.e., nodes in G), in search of edges that can be added to the set K without
creating 2-paths. Similar to our observations for MinD2M, there is an easy way to check whether
an edge is “allowed” to be added to K. Given an edge (i, j) where i is the tail node and j is the
head node, we know we can add (i, j) to K as long as there is currently no edge in K where i is the

running a MIS algorithm on the line graph. Here, instead of using an unweighted maximal matching algorithm to
approximate unweighted Vertex Cover, were are using a weighted Vertex Cover approximation algorithm to
approximate (the minimization version of) a weighted matching problem.
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<latexit sha1_base64="NDYzpDPf4NReujBVQrH7hehsVpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzU8Prlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreVdVrXFZqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBfJWMuw==</latexit>

1

<latexit sha1_base64="nIUqBHSTIPd3xKKTSocXTsZ0kQE=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZq1frrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqte86JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPfhmMvA==</latexit>

2

<latexit sha1_base64="+Hm9N/u+NwPr96kPEqk/ip+VHtw=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiBz1WsLaQhrLZbtulm03YfRFK6M/w4kERr/4ab/4bN20O2jqwMMy8x86bMJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6SGS6F4CwVK3kk0p1EoeTsc3+R++4lrI2L1gJOEBxEdKjEQjKKV/G5EccSozG6nvWrNrbszkGXiFaQGBZq96le3H7M04gqZpMb4nptgkFGNgkk+rXRTwxPKxnTIfUsVjbgJslnkKTmxSp8MYm2fQjJTf29kNDJmEoV2Mo9oFr1c/M/zUxxcBZlQSYpcsflHg1QSjEl+P+kLzRnKiSWUaWGzEjaimjK0LVVsCd7iycvk8azuXdS9+/Na47qoowxHcAyn4MElNOAOmtACBjE8wyu8Oei8OO/Ox3y05BQ7h/AHzucPe2SRYw==</latexit>G <latexit sha1_base64="Wvi2dauVFo8Qohybl1ZHjLObTXs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix60GML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPne2M0Q==</latexit>

G

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="LWoSe0wxHMkovkvYOwLnvnHfZpE=">AAACFHicbVDLSgMxFM34rPU16tJNsAiCUCZtUaGbohuXFewDOkPJpJk2NJMZkoxQhn6EG3/FjQtF3Lpw59+YdmahrQdCzj3nXpJ7/JgzpR3n21pZXVvf2CxsFbd3dvf27YPDtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88c3M7zxQqVgk7vUkpl6Ih4IFjGBtpL59jirQrbt1CFE1I6iW3ZW8ruR1tda3S07ZmQMuE5STEsjR7Ntf7iAiSUiFJhwr1UNOrL0US80Ip9OimygaYzLGQ9ozVOCQKi+dLzWFp0YZwCCS5ggN5+rviRSHSk1C33SGWI/UojcT//N6iQ6uvJSJONFUkOyhIOFQR3CWEBwwSYnmE0Mwkcz8FZIRlphok2PRhIAWV14m7UoZXZTRXa3UuM7jKIBjcALOAAKXoAFuQRO0AAGP4Bm8gjfryXqx3q2PrHXFymeOwB9Ynz8owZgD</latexit>

12 13 14 23 24 34

<latexit sha1_base64="uKiINbaW9KMZJKeNvTDtzXPpzKU=">AAAB5HicbVBNS8NAEJ3Urxq/qlcvi0XwVBIR67HoxWMF+wFtKJvtpF272YTdjVBCf4EXD4pXf5M3/43bNgdtfTDweG+GmXlhKrg2nvftlDY2t7Z3yrvu3v7B4VHFPW7rJFMMWywRieqGVKPgEluGG4HdVCGNQ4GdcHI39zvPqDRP5KOZphjEdCR5xBk1Vnq4GlSqXs1bgKwTvyBVKNAcVL76w4RlMUrDBNW653upCXKqDGcCZ24/05hSNqEj7FkqaYw6yBeHzsi5VYYkSpQtachC/T2R01jraRzazpiasV715uJ/Xi8z0U2Qc5lmBiVbLooyQUxC5l+TIVfIjJhaQpni9lbCxlRRZmw2rg3BX315nbQva/51za82boswynAKZ3ABPtShAffQhBYwQHiBN3h3npxX52PZWHKKiRP4A+fzBxazi5Q=</latexit>

4

<latexit sha1_base64="7q4RdlBuu68GPja9OJVPWhxd188=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomKeix68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVL3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDGz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveVcWrX5art3kcBTiGEzgDD66hCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDf52MvQ==</latexit>

3
<latexit sha1_base64="/RoVahXYtK6iFRGIgPLtYgjKH6k=">AAAB/nicbVDLSgNBEOz1GeMr6tHLYhA8hd0o6jHoxWMU84BkCbOT2WTI7Mwy0yuEEPADvOoneBOv/opf4G84SfZgEgsaiqpuurvCRHCDnvftrKyurW9s5rby2zu7e/uFg8O6UammrEaVULoZEsMEl6yGHAVrJpqROBSsEQ5uJ37jiWnDlXzEYcKCmPQkjzglaKWHi/NOoeiVvCncZeJnpAgZqp3CT7uraBoziVQQY1q+l2AwIho5FWycb6eGJYQOSI+1LJUkZiYYTS8du6dW6bqR0rYkulP178SIxMYM49B2xgT7ZtGbiP95rRSj62DEZZIik3S2KEqFi8qdvO12uWYUxdASQjW3t7q0TzShaMOZ2xIqNUASmrFNxl/MYZnUyyX/suTfl4uVmyyjHBzDCZyBD1dQgTuoQg0oRPACr/DmPDvvzofzOWtdcbKZI5iD8/UL9xiWOQ==</latexit>

43
<latexit sha1_base64="T1vMjlqvxk8tg1geWcoOVpW+dbk=">AAAB/nicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BLx6jmAckIcxOZpMhszvLTK8QloAf4FU/wZt49Vf8An/DSbIHk1jQUFR1093lx1IYdN1vJ7e2vrG5ld8u7Ozu7R8UD48aRiWa8TpTUumWTw2XIuJ1FCh5K9achr7kTX90O/WbT1wboaJHHMe8G9JBJALBKFrp4aLSK5bcsjsDWSVeRkqQodYr/nT6iiUhj5BJakzbc2PsplSjYJJPCp3E8JiyER3wtqURDbnpprNLJ+TMKn0SKG0rQjJT/06kNDRmHPq2M6Q4NMveVPzPaycYXHdTEcUJ8ojNFwWJJKjI9G3SF5ozlGNLKNPC3krYkGrK0IazsMVXaoTUNxObjLecwyppVMreZdm7r5SqN1lGeTiBUzgHD66gCndQgzowCOAFXuHNeXbenQ/nc96ac7KZY1iA8/UL9X+WOA==</latexit>

42
<latexit sha1_base64="uaObIw6PZ+wkJFXs1sVbz6BN+0k=">AAAB/nicbVDLSgNBEOyNrxhfUY9eBoPgKexGUI9BLx6jmAckIcxOZpMhszvLTK8QloAf4FU/wZt49Vf8An/DSbIHk1jQUFR1093lx1IYdN1vJ7e2vrG5ld8u7Ozu7R8UD48aRiWa8TpTUumWTw2XIuJ1FCh5K9achr7kTX90O/WbT1wboaJHHMe8G9JBJALBKFrp4aLSK5bcsjsDWSVeRkqQodYr/nT6iiUhj5BJakzbc2PsplSjYJJPCp3E8JiyER3wtqURDbnpprNLJ+TMKn0SKG0rQjJT/06kNDRmHPq2M6Q4NMveVPzPaycYXHdTEcUJ8ojNFwWJJKjI9G3SF5ozlGNLKNPC3krYkGrK0IazsMVXaoTUNxObjLecwyppVMreZdm7r5SqN1lGeTiBUzgHD66gCndQgzowCOAFXuHNeXbenQ/nc96ac7KZY1iA8/UL8+WWNw==</latexit>

32

<latexit sha1_base64="6J8bgRs82clmM75L6vLRQYG9aDs=">AAAEOXiclVPLbtNAFHUdHiW8WliyGRGDghTaOIkAsaooC1aoSPQhZaJoPL5JRhnPWDPX0Mryx/AdfABbWLJkBWLLDzB23Iq2qUSvZPn4zj1zrs/ciVIpLHa731f8xpWr166v3mjevHX7zt219Xt7VmeGwy7XUpuDiFmQQsEuCpRwkBpgSSRhP5pvl+v7H8BYodV7PEphlLCpEhPBGbrUeN1/SZUWKgaFFOEQLc/fgpjOIm22tSMWx9nXEBdPewQOWZJKIJQ2aQRToXJkUSaZKXIpZdGkqFOTSWhCPAXymMwB0s0YJGD5NQMWbyITklhAW+6RiLgqD9phZ/AkqBnuFdCE4Ywzme8V4woLzEt+QaiECTJj9EdC8wEtgs7y6lLoTHXoqp1s0B50epXaSWtWKA4kGBAqFLlQe0EOO/3T5GN2eCG76iUgtXZ/mfZ/ivfrzi/pU69zSac6/YVXNNKIOqlOiYKKTw68OV5rdTe6VZDzIKxBy6tjZ7z2k8aaZ4kbNi6ZtcOwm+IoZwYFl+CGJ7OQMj5nUxg6qFgCdpRXQ16QRy4Tk4k27lFIquy/jJwl1h4lkass/8qeXSuTy9aGGU5ejHKh0gxB8YXQJJMENSlvDImFAY7yyAHGjXC9Ej5jhnF09+qUSqT13LljC+dMeNaH82CvtxE+2wjf9Vpbr2qPVr0H3kOv7YXec2/Le+PteLse9z/5X/yv/rfG58aPxq/G70Wpv1Jz7nunovHnL8jdXfY=</latexit>

NeighborCoverDed-2 example

edge keep/delete head/tail sets

(1, 4) keep Vhead  {4}, Vtail  {1}
(4, 2) delete since 4 2 Vhead

(1, 3) delete since 1 2 Vtail

(4, 3) delete since 4 2 Vhead

(3, 2) keep Vhead  {2, 4}, Vtail  {1, 3}

Figure 4: A small example of converting an instance of Ded-2 on G into a Vertex Cover problem
on graph G and implicitly applying NeighborCover for the given ordering of edges in G (nodes in
G). The algorithm does not need to check all edges in G. It takes constant time to check whether
endpoints of a directed edge (i, j) are in Vhead and Vtail , and this is sufficient to know whether node
ij can be added to an independent set in G.

Algorithm 10 NeighborCoverDed2(G)

Input: edge-weighted DAG D = (V, A)
Output: 2-approximate solution to Ded-2
D ← ∅ // edges to delete

K ← ∅ // edges to keep

Vhead = ∅ // head nodes for edges in K
Vtail = ∅ // tail nodes for edges in K
σ = WeightedShuffle({ω1, ω2, . . . , ω|A|})
for e = eσ(1), eσ(2), . . . , eσ(|A|) do

e = (i, j) // identify nodes in e
if i ∈ Vhead or j ∈ Vtail then
D ← D ∪ {e}

else
K ← K ∪ {e}
Vtail ← Vtail ∪ {i}
Vhead ← Vhead ∪ {j}

Return D

head or j is the tail. This can be checked in constant time in each iteration. See Figure 4 for an
illustration of this process.

5.3 Edge-colored Hypergraph Clustering

We finally present a simple new approximation algorithm for the Colored Edge Clustering
problem in hypergraphs [4]. The input is a hypergraph H = (V, E , `, k) where we ≥ 0 denotes the
weight of a hyperedge e ∈ E and ` : E → {1, 2, . . . , k} maps each hyperedge to one of k colors.
The goal is to construct a node color label function Y : V → {1, 2, . . . , k} that disagrees as little
as possible with the hyperedge colors. We say a hyperedge e is satisfied if Y [u] = `(e) for every
e ∈ u. Formally, the goal is to minimize the weight of unsatisfied hyperedges. This is equivalent
to deleting a minimum weight set of hyperedges so that remaining hyperedges of different colors
never overlap. A node labeling can be viewed as a partitioning of nodes into k clusters where each
cluster corresponds to one color. The problem is known to be APX-hard, but various approximation
algorithms have been designed [4, 50].

The best approximation factors for Colored Edge Clustering are based on linear program-
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Algorithm 11 NeighborCoverColorEC(G)

Input: Edge-colored hypergraph H = (V, E , `, k)
Output: Node label function Y : V → {1, 2, . . . k}
σ = WeightedShuffle({w1, w2, . . . , w|E|})
For each v ∈ V set Y [u] = 0
for e = eσ(1), eσ(2), . . . , eσ(|E|) do

if Y [u] ∈ {`(e), 0} for every u ∈ e then
for u ∈ e do

Y [u] = `(e)

Return Y

<latexit sha1_base64="7R/VfWzqJV45KyPVdfS6vZgYUIE=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdVl002UF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6l/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKRNefDas2rewu4f4lfkBoUaA2rn4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3TOrjNxIafskugv150ZGYmNmcWgn84hm1cvF/7x+itFNkHGZpMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968l/Suaj7V3X//rLWuC3qKMMJnMI5+HANDWhCC9pAQcETvMCrg86z8+a8L0dLTrFzDL/gfHwDfOmRZA==</latexit>H<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="Wvi2dauVFo8Qohybl1ZHjLObTXs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeix60GML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPne2M0Q==</latexit>

G
<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e
<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e
<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="q1WW3rLfU1JyS+tfwms7vtsZuuQ=">AAACH3icbVC7TsMwFHXKq5RXgJHFUCExVQlCgNSlgoWxSPQhNVHlOE5r1bEj20Gqos58Bx/ACp/Ahlj7BfwGTpuBthzZOkfn3qtrnyBhVGnHmVqltfWNza3ydmVnd2//wD48aiuRSkxaWDAhuwFShFFOWppqRrqJJCgOGOkEo/u83nkmUlHBn/Q4IX6MBpxGFCNtrL59iqBX9+owmBM2lJ+wYAIrfbvq1JwZ4KpwC1EFBZp9+8cLBU5jwjVmSKme6yTaz5DUFDMyqXipIgnCIzQgPSM5ionys9lXJvDcOCGMhDSXazhz/05kKFZqHAemM0Z6qJZruflfrZfq6NbPKE9STTieL4pSBrWAeS4wpJJgzcZGICypeSvEQyQR1ia9hS2BECONAjUxybjLOayK9mXNva65j1fVxl2RURmcgDNwAVxwAxrgATRBC2DwAt7AO/iwXq1P68v6nreWrGLmGCzAmv4CujOfTA==</latexit>

a b c d e

<latexit sha1_base64="wCEM1qV1FxTAsQ//FLAE5JhZfJo=">AAACG3icbVDLSsNAFJ3UV42vqEsRBovgqiQi6rLoxmUF+4AmlMlk2g6dzISZiVBCV36HH+BWP8GduHXhF/gbTtIsbOuBORzOvZd754QJo0q77rdVWVldW9+obtpb2zu7e87+QVuJVGLSwoIJ2Q2RIoxy0tJUM9JNJEFxyEgnHN/m9c4jkYoK/qAnCQliNOR0QDHSxuo7xwT6vo1zCg1BGxUcFWz3nZpbdwvAZeGVogZKNPvOjx8JnMaEa8yQUj3PTXSQIakpZmRq+6kiCcJjNCQ9IzmKiQqy4htTeGqcCA6ENI9rWLh/JzIUKzWJQ9MZIz1Si7Xc/K/WS/XgOsgoT1JNOJ4tGqQMagHzTGBEJcGaTYxAWFJzK8QjJBHWJrm5LaEQY41CNTXJeIs5LIv2ed27rHv3F7XGTZlRFRyBE3AGPHAFGuAONEELYPAEXsAreLOerXfrw/qctVascuYQzMH6+gXtj53W</latexit>e

c

b

a

d

<latexit sha1_base64="V5dX+NmKHrDYVKyFrvE8OoNUJEY=">AAACE3icbVDLSgMxFL3js9bXqLhyEyyCqzLThbosunFZwT6gHUomzbShmWRIMkIZ+hl+gFv9BHfi1g/wC/wNM+0sbOuBwOGce3IvJ0w408bzvp219Y3Nre3STnl3b//g0D06bmmZKkKbRHKpOiHWlDNBm4YZTjuJojgOOW2H47vcbz9RpZkUj2aS0CDGQ8EiRrCxUt897dE4GWWp0FbQEcM2OC333YpX9WZAq8QvSAUKNPruT28gSRpTYQjHWnd9LzFBhpVhJP+wl2qaYDLGQ9q1VOCY6iCbnT9FF1YZoEgq+4RBM/VvIsOx1pM4tJMxNiO97OXif143NdFNkDGRpIYKMl8UpRwZifIu0IApSgyfWIKJYvZWREZYYWJsYwtbQinHBod6apvxl3tYJa1a1b+q+g+1Sv226KgEZ3AOl+DDNdThHhrQBAIZvMArvDnPzrvz4XzOR9ecInMCC3C+fgFkeZ8z</latexit>

unsatisfiable

<latexit sha1_base64="V5dX+NmKHrDYVKyFrvE8OoNUJEY=">AAACE3icbVDLSgMxFL3js9bXqLhyEyyCqzLThbosunFZwT6gHUomzbShmWRIMkIZ+hl+gFv9BHfi1g/wC/wNM+0sbOuBwOGce3IvJ0w408bzvp219Y3Nre3STnl3b//g0D06bmmZKkKbRHKpOiHWlDNBm4YZTjuJojgOOW2H47vcbz9RpZkUj2aS0CDGQ8EiRrCxUt897dE4GWWp0FbQEcM2OC333YpX9WZAq8QvSAUKNPruT28gSRpTYQjHWnd9LzFBhpVhJP+wl2qaYDLGQ9q1VOCY6iCbnT9FF1YZoEgq+4RBM/VvIsOx1pM4tJMxNiO97OXif143NdFNkDGRpIYKMl8UpRwZifIu0IApSgyfWIKJYvZWREZYYWJsYwtbQinHBod6apvxl3tYJa1a1b+q+g+1Sv226KgEZ3AOl+DDNdThHhrQBAIZvMArvDnPzrvz4XzOR9ecInMCC3C+fgFkeZ8z</latexit>

unsatisfiable

<latexit sha1_base64="zk036Lfj8oxeY90dqQSWlWgsS4I=">AAACJHicbVDLSgMxFM34rPVVdekmWBRXZaYLdVksgiupYB/QlpJJb9vQzGRI7kjL0D/wO/wAt/oJ7sSFG7f+huljYVsPBA7nnMu9OX4khUHX/XJWVtfWNzZTW+ntnd29/czBYcWoWHMocyWVrvnMgBQhlFGghFqkgQW+hKrfL4796iNoI1T4gMMImgHrhqIjOEMrtTJnDYQBGp7cgej2fKWLysYnczfFEYUBCyIJ6VYm6+bcCegy8WYkS2YotTI/jbbicQAhcsmMqXtuhM2EaRRcwijdiA1EjPdZF+qWhiwA00wm/xnRU6u0aUdp+0KkE/XvRMICY4aBb5MBw55Z9Mbif149xs5VMxFhFCOEfLqoE0uKio7LoW2hgaMcWsK4FvZWyntMM462wrktvlJ9ZL4Z2Wa8xR6WSSWf8y5y3n0+W7iedZQix+SEnBOPXJICuSUlUiacPJEX8krenGfn3flwPqfRFWc2c0Tm4Hz/AqpnpiQ=</latexit>

NeighborCoverColorEC example

Figure 5: A small example of converting an edge-colored hypergraph H into Vertex Cover on a
graph G and implicitly applying NeighborCover to approximate Colored Edge Clustering.
Hyperedge colors are given as input; node colors in H are the result of running the algorithm.
Colored nodes in G indicate maximal independent set nodes, and are colored to match hyperedge
colors in H. Gray nodes in G are vertex cover nodes. Growing a maximal independent set in G is
equivalent to visiting hyperedges at random and satisfying them when possible, meaning that all
nodes are given the color of the hyperedge. If an edge is not satisfiable, the algorithm does nothing.

ming [4, 50], but faster 2-approximations are obtained by reducing Colored Edge Clustering
to Vertex Cover [51]. For this reduction, each hyperedge e ∈ E corresponds to a node ve with
node-weight we in a new graph G = (V,E). Two nodes in G share an edge if they correspond to
hyperedges in H that overlap and have different colors. A naive approach that explicitly iterates
through all hyperedge pairs to form G = (V,E), and then applies a black-box linear time Vertex
Cover algorithm will take O(

∑
v∈V d

2
v + |E|2)-time where dv is the degree of node v ∈ V. However,

an implicit implementation of Pitt’s Vertex Cover algorithm leads to a 2-approximation with
a runtime of O(

∑
e∈E |e|) [51], which is linear in terms of the hypergraph size. We complement

this result with a an even simpler randomized 2-approximation that corresponds to an implicit
implementation of NeighborCover (Algorithm 11).

Finding a maximal independent set in G is equivalent to finding a maximal set of satisfied
hyperedges. Using the hyperedge-deletion view of the objective, an unsatisfied hyperedge is a
hyperedge that must be deleted. Following the basic strategy of NeighborCover, Algorithm 11
iterates through the hyperedges in H (i.e., nodes in G) and greedily adds them to the satisfied set
(i.e., an independent set in G). The only reason to not add a hyperedge e to the satisfied set is if
an overlapping hyperedge of a different color (i.e., an adjacent node in G) was already satisfied in
an earlier iteration. This means that at least one of the nodes u ∈ e was already assigned a color
Y [u] 6= `(e). Therefore, in an iteration where we visit a hyperedge e, we simply need to check the
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current color assignment for each node in e, and give all these node color `(e) if possible. The fact
that this algorithm is a 2-approximation is a corollary of Theorem 3.1.

Corollary 5.1. Algorithm 11 is a randomized 2-approximation for Colored Edge Clustering.
Its runtime is O(|E| log |E| + ∑e∈E |e|) for weighted hypergraphs and O(

∑
e∈E |e|) for unweighted

hypergraphs.

For the runtime analysis, note that it takes O(
∑

e∈E |e|) time to iterate through all the edges
looking for satisfiable edges. The additional O(|E| log |E|) term for the weighted case comes from
applying Algorithm 6 to order edges.

6 Conclusions and Discussion

We have introduced a simple new approximation algorithm for Vertex Cover and have discussed
its connections to related previous algorithms for clustering nodes, labeling edges, and finding max-
imal independent sets. This method leads to fast and simple approximation algorithms for certain
edge-deletion problems that can be reduced to Vertex Cover in an approximation preserving
way. One open direction is to explore other problems that are reducible to Vertex Cover which
might also benefit from implicit implementations. There are in fact examples where applying our
method implicitly does not lead to runtime improvements over explicitly forming the reduced Ver-
tex Cover instance. One example is a version of the STC edge-labeling problem that does not
allow edge additions [49]. This problem can be reduced to Vertex Cover and provides a lower
bound for a variant of Correlation Clustering called Cluster Deletion [31, 49, 50]. We
were unable to develop faster approximation algorithms for either problem using implicit imple-
mentations of NeighborCover, as there does not appear to be a way to avoid iterating through
all edges in the reduced Vertex Cover instance.

One disadvantage of our method is that the weighted version involves an O(|V | log |V |) time
node sampling step, whereas several previous algorithms for Vertex Cover run in linear time
even in the node-weighted case. An O(|E|)-time implementation for the weighted version of our
algorithm would be a useful improvement, though this seems challenging. Another advantage
of some other Vertex Cover algorithms is that they generalize easily to hypergraph Vertex
Cover. Although Pivot can be viewed as a 3-approximation algorithm for Vertex Cover
in a very restrictive type of 3-uniform hypergraph, generalizing NeighborCover to the general
3-uniform hypergraph Vertex Cover problem remains open.

The connections highlighted in Section 4 suggest several other compelling directions for future
research. Our equivalence results show that a simple parallel version of the greedy MIS algorithm
also approximates Vertex Cover. Although this is not the first parallel 2-approximation for
Vertex Cover, nor the best in terms of the number of rounds, it is particularly simple and has the
attractive feature that it simultaneously solves multiple problems. There do exist O(log log n)-round
algorithms for finding a maximal independent set and for approximating Vertex Cover [27], but
a different approach is used for each problem. Furthermore, the first O(log log n)-round (2 + ε)-
approximation for weighted Vertex Cover was developed separately and required yet a different
approach [28]. One interesting direction for future research is to explore whether the approximation
guarantee for NeighborCover, coupled with the fact that this algorithm applies to weighted
Vertex Cover, can be used to further simplify, unify, and improve existing parallel algorithms
for MIS, Vertex Cover, and Correlation Clustering. Another open question is to see
whether we can leverage weighted Vertex Cover algorithms to develop faster approximation
algorithms for weighted variants of Correlation Clustering.
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