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ERGODICITY OF STOCHASTIC CURVE SHORTENING FLOW IN THE

PLANE

ABDELHADI ES–SARHIR AND MAX-K. VON RENESSE

Abstract. We study a model of the motion by mean curvature of an (1+1) dimensional in-

terface in a 2D Brownian velocity field. For the well-posedness of the model we prove existence

and uniqueness for certain degenerate nonlinear stochastic evolution equations in the variational

framework of Krylov-Rozovskĭı, replacing the standard coercivity assumption by a Lyapunov

type condition. Ergodicity is established for the case of additive noise, using the lower bound

technique for Markov semigroups by Komorowski, Peszat and Szarek [6].

1. Introduction

Motion by mean curvature is a well studied and rich object in geometric PDE theory for which

a variety of methods have been developed (see e.g. [17] for a survey). In physics it arises as

sharp interface limit of the Allen-Cahn equation for the phase field of a binary alloy, describing

the motion of the interface between the two phases. Stochastic mean curvature flow was derived

heuristically in e.g., [5] as a refined model incorporating the influence of thermal noise. In the

(d+1)-dimensional graph case the corresponding SPDE is of the form

du =
√

1 + |∇u|2 div
( ∇u
√

1 + |∇u|2
)

dt+B(u,∇u)δW, (1.1)

where δ stands for Stratonovich or Itô differential, depending on the model. The degeneracy of

the drift operator makes a rigorous treatment of this family of models very difficult. Motivated

by the deterministic theory Lions and Souganidis introduced a notion of stochastic viscosity

solutions [9, 10], but some technical details of this approach are still awaiting full justification

[1, 2]. Existence of weak subsequential limits along tight approximations of stochastic mean

curvature flow has been obtained by Yip [16] and more recently by Röger and Weber [15].

In this paper we consider the special case of a (1+1)-dimensional graph interface in an e.g. 2D

Brownian velocity field, corresponding to the equation

du =
∂2xu

1 + (∂xu)2
dt+

∞
∑

i=1

φi(., u(.)) db
i
t . (1.2)

In the deterministic case this equation is also known as curve shortening flow. Note that the

mild solution approach by da Prato-Zabzcyk [3] is not applicable because equation (1.2) is not

semilinear, i.e. does not contain a dominating linear component. For the analysis of (1.2) we

first establish an abstract existence and uniqueness result in the classical variational SPDE

framework of Krylov-Rozovskĭı [7] for a certain class of nonlinear stochastic evolution equations,
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2 A. ES–SARHIR AND M-K. VON RENESSE

which are not coercive but satisfy an alternative Lyapunov condition. This is then applied to

equation (1.2) which is treated in the Gelfand triple

H1
0 ([0, 1]) ⊂ L2([0, 1]) ⊂ H−1([0, 1]),

although the operator A : H1
0 ([0, 1]) → H−1([0, 1])

Au =
∂2xu

1 + (∂xu)2

fails to be coercive. By our method we prove well-posedness of (1.2), assuming u0 ∈ H1
0 ,

φi ∈ Lip([0, 1] × R), φi(0, .) = φi(1, .) = 0 and, for some finite Λ,

∞
∑

i=1

(Lip(φi))
2 ≤ Λ2. (1.3)

The latter condition should be compared to the weaker assumption that for all z1, z2 ∈ [0, 1]×R

∞
∑

i=1

(φi(z1)− φi(z2))
2 ≤ Λ2|z1 − z2|2, (1.4)

which is well-known e.g. in the theory of isotropic flows, where it guarantees the existence of a

forward stochastic flow dΦ = F (Φ, dt) of homeomorphisms of [0, 1]×R+ driven by the martingale

field F (z, t) =
∑∞

i=1 φi(z)b
i
t, cf. [8, Theorem 4.5.1].

In fact, we show below that the SPDE (1.2) with noise field satisfying only (1.4) and initial condi-

tion u0 ∈ L2([0, 1]) still admits a unique generalized solution which is defined by approximation.

More precisely, we obtain a unique Markov process (ûxt ;x ∈ L2([0, 1]); t ≥ 0) on L2([0, 1]),

inducing a Feller semigroup on the space of bounded continuos functions on L2([0, 1]) as the

unique generalized solution of (1.2). However, in view of the poor regularity of the operator

A, a more explicit characterization of the L2([0, 1])-valued process (ûxt )t≥0 by some SPDE or

even just an associated Kolmogorov operator on smooth finitely based test functions does not

seem to be available. This is very similar to the generalized solutions for abstract SPDE with

only m-accretive drift operators obtained in [14] by means of nonlinear semigroup theory. The

advantage in the present case is, however, that the variational approach is embedded such that

we know the solution (ûxt )t≥0 is strong if (1.3) holds and the initial condition x = u0 belongs to

H1
0 ([0, 1]).

Finally we show the ergodicity of the generalized solution (ûxt ) of (1.2) in the case of additive

noise by verifying the conditions of a recent abstract result by Komorowski, Peszat and Szarek

for Markov semigroups with the so-called e-property [6, Theorem 1]. We point out that [6,

Theorem 3] does not apply in our sitation because the deterministic flow does not converge to

equilibrium locally uniformly with respect to the initial condition. However, for the verification

of the lower bound in our case we exploit the fact that the stochastic flow admits a Lyapunov

function with compact sublevel sets.

2. Well-Posedness of certain non-coercive variational SPDE

2.1. Strong solutions for a class of non-coercive SPDE with regular initial condition.

Although we are mainly interested in the example (1.2) we shall formulate here a general exis-

tence and uniqueness result in the abstract variational framework of [7] for stochastic evolution

equations, following with only a few changes the excellent presentation in [13]. Let

V ⊂ H
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be a continuous and dense embedding of two separable Hilbert spaces with corresponding inner

products 〈., .〉V and 〈., .〉H . Via the Riesz isomorphism on H, this induces the Gelfand triple

V ⊂ H ⊂ V ∗

such that in particular

V ∗〈u, v〉V = 〈u, v〉H ∀ u ∈ H, v ∈ V.

In addition we shall also assume that the inner product 〈., .〉V induces a closed quadratic form

on H. This implies the existence of a densely defined selfadjoint operator L : H ⊃ D(L) → H

on H such that V = D(
√
L), 〈u, v〉V = 〈u,Lv〉H for u ∈ V, v ∈ D(L) and such that the closure

of L : V ⊃ D(L) → V ∗, still denoted by L, defines an isometry. Moreover we assume that L

has discrete spectrum with corresponding eigenbasis (ei)i≥n, which will be the case if e.g. the

embedding V ⊂ H is compact.

Let (W (t))t≥0 be a cylindrical white noise on some separable Hilbert space (U, 〈., .〉U ) defined

on some probability space (Ω,P,F) and let Ft = σ(Ws, s ≤ t) be the associated filtration. For

X = H resp. X = V we denote by L2(U,X) the class of Hilbert-Schmidt mappings from U to

X, equipped with the Hilbert-Schmidt norm ‖M‖2L2(U,X) =
∑

i≥1
〈Mui,Mui〉X , where (ui)i≥1 is

some orthonormal basis of U . Let

A : V → V ∗, σ : V → L2(U, V )

be measurable maps, then the existence and uniqueness result below applies toH-valued Itô-type

stochastic differential equations of the form
{

du(t) = Au(t)dt+ σ(u(t))dWt

u(0) = u0 ∈ H.
(2.1)

Below we shall work under the following set of assumptions on the coefficients A and B.

(H1) (Hemicontinuity) For all u, v, x ∈ V the map

R ∋ λ→V ∗ 〈A(u+ λv), x〉V
is continuous.

(H2) (Weak monotonicity) There exists c1 ∈ R such that for all u, v ∈ V

2 V ∗〈Au−Av, u− v〉V + ‖σ(u) − σ(v)‖2L2(U,H) ≤ c1‖u− v‖2H
(H3) (Lyapunov condition) For n ∈ N, the operator A maps Hn := span{e1, . . . , en} ⊂ V into

V and there exists a constant c2 ∈ R such that

2 〈Au, u〉V + ‖σ(u)‖2L2(U,V ) ≤ c2(1 + ‖u‖2V ) ∀u ∈ Hn, n ∈ N.

(H4) (Boundedness) There exists a constant c3 ∈ R such that

‖A(u)‖V ∗ ≤ c3(1 + ‖u‖V ).

Remark 2.1. Note that (H3) replaces the standard coercivity assumption in [7]

2 V ∗〈Au, u〉V + ‖σ(u)‖2L2(U,H) ≤ c2‖u‖2H − c4‖u‖αV , ∀v ∈ V (A)

for some positive constant c4 and α > 1. Both conditions (H3) and (A) yield the compactness

of the Galerkin approximation in V . Condition (A) is used indirectly by applying the finite

dimensional Itô formula to the square of the H-norm. In our case we use condition (H3) directly

by application of the finite dimensional Itô formula to the squared V -norm functional.
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Basically, a solution to (2.1) is a V -valued process such that the equation holds in V ∗ in integral

form, c.f. [7]. The following precise definition is taken from [13].

Definition 2.2. A continuous H-valued (Ft)-adapted process (u(t))t∈[0,T ] is called a solution of

(2.1), if for its dt⊗ P-equivalence class [u] we have [u] ∈ L2([0, T ] × Ω, dt⊗ P, V ) and P-a.s.

u(t) = u(0) +

∫ t

0
A(ū(s)) ds+

∫ t

0
σ(ū(s)) dWs, t ∈ [0, T ],

where ū is any V -valued progressively measurable dt⊗ P-version of [u].

Now we can state the main result of this section as follows.

Theorem 2.3. Assume that conditions (H1)-(H4) hold, then for any initial data u0 ∈ V , there

exists a unique solution u to (2.1) in the sense of Definition 2.2. Moreover,

E

(

sup
t∈[0,T ]

‖u(t)‖2H

)

<∞.

Proof. The proof follows the standard path of spectral Galerkin approximation, the only differ-

ence towards [7, 13] is the compactness argument, c.f., lemma 2.4 below. To this aim let (en)n≥1

be an orthonormal basis in H of eigenfunctions for the operator L : H ⊃ D(L) → H. Clearly

(en)n≥1 ⊂ V and the set span{en, n ≥ 1} is dense in V . Let Hn := span{e1, · · · , en} and define

Pn : V ∗ → Hn by

Pny :=

n
∑

i=1

V ∗〈y, ei〉V ei, y ∈ V ∗.

Then we have Pn|H is just the orthogonal projection onto Hn in H. We shall define the family

of n-dimensional Brownian motions by setting

W n
t :=

n
∑

i=1

〈Wt, fi〉Ufi =
n
∑

i=1

Bi(t)fi,

where (fi)i≥1 is an orthonormal basis of the Hilbert space U . We now consider the n-dimensional

SDE
{

dun(t) = PnAu
n(t)dt+ Pnσ(u

n(t))dW n
t

un(0, x) = Pnu0(x),

}

, (2.2)

which is identified with a corresponding SDE dx(t) = bn(x(t))dt + σn(x(t))dBn
t in R

n via the

isometric map R
n → Hn, x→∑n

i=1 xiei. By [13, remark 4.1.2] conditions (H1) and (H2) imply

the continuity of the fields x→ bn(x) ∈ R
n and x→ σn(x) ∈ R

n×n. Moreover, assumption (H2)

implies

2〈bn(x)− bn(y), x− y〉Rn + |σn(x)− σn(y)|2L2(Rn,Rn) ≤ c1|x− y|2, ∀x, y ∈ R
n

and, by the equivalence of norms on R
n, (H3) gives the bound

2〈bn(x), x〉 + |σn(x)|L2(Rn,Rn) ≤ c5(1 + |x|2),

for some c5 ∈ R. Hence, equation (2.2) is a weakly monotone and coercive equation in R
n which

has a unique globally defined solution, cf. [13, chapter 3].

Lemma 2.4. Let un be the solution to equation (2.2), then for any T > 0 we have

sup
0≤t≤T

E‖un(t)‖2V ≤ (c2T + E
(

‖u0‖2V
)

)ec2T . (2.3)
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Proof. Due to the definition of Pn we may write

〈un(t), ei〉 = 〈un(0), ei〉+
∫ t

0

〈

n
∑

k=1

V ∗〈A(un(s)), ek〉V ek ds, ei
〉

+
〈

∫ t

0
Pnσ(u

n(s)) dW n
s , ei

〉

.

Hence, the Itô formula in R
n yields

‖un(t)‖2V = ‖un0‖2V + 2

∫ t

0
〈PnA(u

n(s)), un(s)〉V ds +
∫ t

0
‖Pnσ(u

n(s))‖2L2(Un,V ) ds

+Mn(t), t ∈ [0, T ],

P-a.s, where Un := span {f1, f2, · · · , fn} ⊂ U and

Mn(t) := 2

∫ t

0
〈un(s), Pnσ(u

n(s)) dW n
s 〉V , t ∈ [0, T ],

is a local martingale. We consider a sequence of Ft- stopping times τj with τj ↑ +∞ as j → +∞
and such that ‖un(t∧ τj)(ω)‖V is bounded uniformly in (t, ω) ∈ [0, T ]×Ω, Mn(t∧ τj), t ∈ [0, T ]

is a martingale for each j ∈ N. Then we have

E‖un(t ∧ τj)‖2V = E‖un0‖2V + 2

∫ t

0
E1[0,τj ]〈PnA(u

n(s)), un(s)〉V ds

+

∫ t

0
E1[0,τj ]‖Pnσ(u

n(s))‖2L2(Un,V ) ds.

(2.4)

Now using the definition of the operators A and Pn we can write

〈PnA(u
n(s)), un(s)〉V =

〈

n
∑

i=1

V ∗〈A(un(s)), ei〉V ei, un(s)
〉

V

=

n
∑

i=1

V ∗〈A(un(s)), ei〉V 〈ei, un(s)〉V .

Since un(t) ∈ Hn for t ∈ [0, T ] and (en)n≥1 ⊂ V by assumption (H3) we can write

V ∗〈A(un(s)), ei〉V = 〈A(un(s)), ei〉H ,

this yields

〈PnA(u
n(s)), un(s)〉V =

n
∑

i=1

〈A(un(s)), ei〉H〈ei, un(s)〉V

=

n
∑

i=1

〈A(un(s)), ei〉Hλi〈ei, un(s)〉H

where {λi ≥ 0} are the eigenvalues of the operator L.

Therefore we have

〈PnA(u
n(s)), un(s)〉V = 〈A(un(s)), un(s)〉V .

Hence, the operator Pn may be dropped in the fist integral on the right hand side term of (2.4)

such that by the second part of assumption (H3)

E‖un(t ∧ τj)‖2V ≤ E‖un0‖2V + c2

∫ t

0
(1 + E‖un‖2V )ds.

Hence letting j → +∞ and using Fatou’s lemma we obtain

E‖un(t)‖2V ≤ E‖un0‖2V + c2

∫ t

0
(1 + E‖(un(s))‖2V ) ds.
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Now Gronwall’s lemma yields

E‖un(t)‖2V ≤ (c2T + E‖un0‖2V )ec2T . (2.5)

For the estimate of E‖un0‖2V , we use the definition of Pn and write

‖un0‖2V = ‖Pnu0‖2V = 〈Pnu0, Pnu0〉V =

n
∑

i=1

n
∑

j=1

V ∗〈u0, ei〉V 〈ei, ej〉V V ∗〈u0, ei〉V

=
n
∑

i=1

λi〈u0, ei〉2H ≤
∞
∑

i=1

λi〈u0, ei〉2H = ‖u0‖2V .

✷

From here all remaining arguments from [13, chapter 4] carry over without change in order to

complete the proof of the theorem. To make the paper self-contained we briefly recall the main

steps. Let

K := L2([0, T ] × Ω, dt⊗ P, V ) and J := L2([0, T ] × Ω, dt⊗ P, L2(U,H)).

Due to the bound (H4) and the reflexivity of K we find a subsequence nk → +∞ such that

unk → ū weakly in K and weakly in L2([0, T ]×Ω, dt⊗ P,H), vnk := A(unk) → v weakly in K∗

and θnk := Pnk
σ(unk) → θ weakly in J . Passing to the limit in (2.2) one obtains in V ∗

u(t) := u0 +

∫ t

0
v(s) ds+

∫ t

0
θ(s) dW (s), t ∈ [0, T ], (2.6)

and in particular u = ū dt⊗ P-a.e. Now the following Itô formula for ‖ut‖H is crucial (c.f. [7]).

Theorem 2.5. Let u0 ∈ L2(Ω,F0,P,H) and v ∈ L2([0, T ] × Ω, dt ⊗ P, V ∗), θ ∈ L2([0, T ] ×
Ω, dt⊗ P, L2(U,H)), both progressively measurable. Define the continuous V ∗-valued process

u(t) := u0 +

∫ t

0
v(s) ds+

∫ t

0
θ(s) dWs, t ∈ [0, T ].

If for its dt⊗P-equivalence class [u] we have [u] ∈ L2([0, T ]×Ω, dt⊗P, V ), then u is an H-valued

continuous Ft-adapted process,

E
(

sup
t∈[0,T ]

‖u(t)‖2H
)

<∞

and the following Itô-formula holds for the square of its H-norm P-a.s.

‖u(t)‖2H = ‖u0‖2H + 2

∫ t

0

(

V ∗

〈v(s), ū(s)〉V + ‖θ(s)‖2L2(U,H)

)

ds+ 2

∫ t

0
〈u(s), θ(s) dWs〉 (2.7)

for all t ∈ [0, T ], where ū is any V -valued progressively measurable dt⊗ P-version of [u].

In view of (2.6) this implies that u is continuous in H, E( sup
0≤t≤T

‖u(t)‖2H ) < +∞ and

E
(

e−c1t‖u(t)‖2H
)

−E
(

‖u0‖2H
)

= E
(

∫ t

0
e−c1s(2 V ∗〈v(s), ū(s)〉V + ‖θ(s)‖2L2(U,H) − c1‖u(s)‖2H) ds

)

.

(2.8)

An analogous formula holds true for (unk(t))t≥0. Hence, for Φ ∈ K, using (H2),

E
(

e−c1t‖unk(t)‖2H
)

− E
(

‖unk
0 ‖2H

)

≤ E

(
∫ t

0
e−c2s

(

2 V ∗〈A(Φ(s)), unk (s)〉V + 2 V ∗〈A(unk(s))−A(Φ(s)),Φ(s)〉V

− ‖σ(Φ(s))‖2L2(U,H) + 2〈σ(unk (s)), σ(Φ(s))〉L2(U,H) − 2c2〈unk(s),Φ(s)〉H + c2‖Φ(s)‖2H
)

ds
)

.
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Letting k → +∞ one concludes that for every nonnegative ψ ∈ L∞([0, T ],R)

lim inf
k→+∞

E

(
∫ T

0
ψ(t)(e−c1t‖unk(t)‖2H − ‖unk

0 ‖2H) dt

)

≤ E

(
∫ T

0
ψ(t)

(
∫ t

0
e−c1s

(

2 V ∗〈A(Φ(s)), ū(s)〉V + 2 V ∗〈v(s)−A(Φ(s)),Φ(s)〉V

− ‖σ(Φ(s))‖2L2(U,H) + 2〈θ(s), σ(Φ(s))〉L2(U,H) − 2c1〈u(s),Φ(s)〉H + c1‖Φ(s)‖2H
)

ds
)

.

(2.9)

On the other hand, due to the weak lower semicontinuity of the norm in K

E

(
∫ T

0
ψ(t)‖u(t)‖2H dt

)

≤ lim inf
k→+∞

(

E

∫ T

0
ψ(t)‖unk(t)‖2H dt

)

. (2.10)

Combining this with (2.8) and (2.9) one obtains that

E
(

∫ T

0
ψ(t)

∫ t

0
e−c1s(2 V ∗〈v(s) −A(Φ(s)), ū(s)− Φ(s)〉V

+ ‖σ(Φ(s))− θ(s)‖2L2(U,H) − c1‖u(s)− Φ(s)‖2H) ds dt
)

≤ 0.

(2.11)

Taking Φ = ū in (2.11) we obtain θ = σ(ū). By applying (2.11) to Φ = ū− εΦ̃h for ε > 0 and

Φ̃ ∈ L∞([0, T ] × Ω,R), h ∈ V and dividing both sides by ε and letting ε → 0, by (H2) and

Lebesgue’s theorem we get

E

(
∫ T

0
ψ(t)

(
∫ t

0
e−c1sΦ̃(s)

(

2 V ∗〈v(s) −A(ū(s)), h〉V ds

)

dt

)

≤ 0.

By the arbitrariness of ψ and Φ̃ we conclude that v = A(ū).

As for the uniqueness consider two solutions u(1) and u(2) of (2.1) with initial condition u
(1)
0 ∈ V

and u
(2)
0 ∈ V respectively. Applying theorem 2.5 to u = u(1)−u(2) together with condition (H2)

and Gronwall’s lemma

E‖u(1)(t)− u(2)(t)‖2H ≤ ‖u(1)0 − u
(2)
0 ‖2He2c1t. (2.12)

This implies uniqueness of the solution for given initial state. Theorem 2.3 is proved. ✷

2.2. Generalized solutions for initial condition in H. By means of (2.12) it is possible to

construct a unique generalized solution to (2.1) for initial condition in u0 ∈ H. In particular

this yields a unique Feller process on H which extends the regular strong solutions of (2.1).

Proposition 2.6. Assume (H1) - (H4) , then there exists a unique time homogeneous H-valued

Markov process (ûxt , t ≥ 0, x ∈ H) such that t → ûxt solves the SPDE (2.1) in the sense of

definition (2.2) whenever x = u0 ∈ V . Moerover, (ûxt ) induces a Feller semigroup on H, i.e. the

space Cb(H) of bounded continuous function on H is invariant under the the operation ϕ→ Ptϕ,

where Ptϕ(x) = E(ϕ(ûxt )), x ∈ H for any t ≥ 0.

Proof. For x ∈ V ⊂ H define t → ûxt ∈ H as the unique solution to (2.1) with initial condition

u0 = x. For arbitrary x ∈ H, choose a sequence (xk)k in V such that ‖xk − x‖H → 0, then

by (2.12) the sequence of processes (t→ ûxk
t )k∈N is Cauchy in C([0,∞);L2(Ω,H)) with respect

to the topology of locally uniform convergence and define (t → ûxt ) as the unique limit. For

ϕ ∈ Cb(H) define Ptϕ(x) as above, then (2.12) obviously yields

E‖ûxt − ûyt ‖2H ≤ e2c1t‖x− y‖2H , t ≥ 0, (2.13)
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which implies that Ptϕ ∈ Cb(H) for ϕ ∈ Cb(H). To prove that (ûxt )
x∈H
t≥0 is Markov, by the

monotone class argument it suffices to show for all x ∈ H

E
(

ψ(ûxt ) · ϕ1(û
x
s1) · · ·ϕn(û

x
sn)
)

= E
(

Pt−snψ(û
x
sn) · ϕ1(û

x
s1) · · ·ϕn(û

x
sn)
)

, (2.14)

for any 0 ≤ s1 ≤ s2 · · · ≤ sn < t and ϕ1, . . . , ϕn, ψ ∈ Cb(H) ∩ Lip(H). By (2.13) we have

|Pt−sϕ(x)− Pt−sϕ(y)| ≤ ec2(t−s) Lip(ϕ)‖x − y‖H ∀ϕ ∈ Lip(H),

hence will be enough to show (2.14) for x ∈ V , where it follows by standard arguments from

the uniqueness of solutions of (2.1), their adaptedness to the filtration Fs, s ≥ 0, which for

s ≤ t is independent of the sigma algebra of increments Gs,t = σ(Wσ −Ws; s ≤ σ ≤ t), c.f.,

[13, proposition 4.3.5]. This proves the existence of (ûxt ; t ≥ 0;x ∈ H) as in the claim of the

theorem. Trivially, uniqueness of (ûxt ) follows from (2.13) which holds for any H-valued closure

of solutions to equation (2.1). ✷

3. Application: Stochastic Curve Shortening Flow in (1+1) Dimension

3.1. Strong solutions for u0 ∈ H1,2([0, 1]) and smooth noise. Let us now show how we can

treat the model rigorously in the case d = 1, which is also known as curve shortening flow, using

the results of the previous section. The simple but essential observation is that for d = 1 the

drift operator in the SPDE (1.1) above may be written

Au =
∂2xu

1 + (∂xu)2
= ∂x(arctan(∂xu)), (3.1)

which fits into our slightly modified Krylov-Rozovskĭı framework. To this aim let

H1
0 ([0, 1]) ⊂ L2([0, 1]) ⊂ H−1([0, 1]),

be the Gelfand triple, which is induced from the Dirichlet Laplacian L = ∆ on L2([0, 1]).

For u ∈ H1
0 ([0, 1]), let Au ∈ H−1([0, 1]) be defined by

H−1
0

〈Au, v〉H1
0
= −

∫

[0,1]
arctan(∂xu)∂xvdx, ∀v ∈ H1,

which is clearly hemicontinuous in the sense of condition (H1), due to the continuity and uniform

boundedness of ζ → arctan ζ. Trivially A is also bounded in the sense of (H4) because

‖Au‖H−1([0,1]) = sup
v∈H1

0 ([0,1]),‖v‖H1
0
≤1

∫

[0,1]
arctan(∂xu)∂xvdx ≤ (

π

2
)1/2. (3.2)

Moreover, by the monotonicity of arctan

H−1〈Au−Av, u− v〉H1 = −
∫

[0,1]
(arctan(∂xu)− arctan(∂xv))(∂xu− ∂xv)dx ≤ 0. (3.3)

The eigenvectors of L = ∆0 are ei = (x → sin(i2πx)), i ∈ N, hence Au = ∂2xu/(1 + (∂xu)
2) ∈

H1
0 ([0, 1]) for any u ∈ Hn = span{e1, . . . , en} ⊂ H1

0 ([0, 1]). Moreover,

〈Au, u〉H1
0
= −

∫

[0,1]

∂2xu

1 + (∂xu)2
∂2xu(x)dx ≤ 0 ∀u ∈ Hn. (3.4)

Let (φi)i∈N denote a sequence of linear independent Lipschitz functions on [0, 1] × R such that

φ(0, y) = φ(1, y) = 0 for all y ∈ R and such that the stronger regularity assumption (1.3) holds

for the noise field, and let furthermore U denote the Hilbert space obtained from the closure
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of the span of {φi, i ∈ N} with respect to the inner product 〈
n
∑

i=1
λiφi,

∑m
j=1 ηjφj〉U :=

∑n∧m
i=1 λiηi.

Define the diffusion operator B : H1
0 ([0, 1]) → L(U,L2([0, 1]) by

B(u)[φ](x) = φ(x, u(x)) ∈ L2([0, 1])

Note that B(u) is in fact in L2(U,L
2([0, 1])) since

‖B(u)(φi)‖2L2([0,1]) =

∫

[0,1]
φi(x, u(x))

2dx =

∫

[0,1]
|φi(x, u(x)) − φi(0, u(0))|2dx

≤ (Lip(φi))
2

∫

[0,1]
(x2 + u2(x))dx = (Lip(φi))

2(
1

3
+ ‖u‖2L2([0,1])),

such that

‖B(u)‖2L2(U,L2([0,1])) =
∑

i

‖B(u)(φi)‖2L2([0,1]) ≤ (
1

3
+ ‖u‖2L2([0,1])) · Λ2 (3.5)

Moreover,

‖B(u)−B(v)‖2L2(U,L2([0,1])) =
∑

i
‖B(u)[φi]−B(v)[φi]‖2L2([0,1])

=
∑

i

∫

[0,1]
(φi(x, u(x)) − φi(x, v(x)))

2dx

≤ Λ2‖u− v‖2L2([0,1]). (3.6)

Similarly, B(u)[φ] ∈ H1
0 ([0, 1]) for u ∈ H1

0 ([0, 1]), and by the chain rule for weakly differentiable

functions,

‖B(u)(φi)‖2H1
0 ([0,1])

=

∫

[0,1]
(∂xφi(x, u(x)))

2dx

≤ (Lip(φi))
2

∫

[0,1]
(1 + |∂xu(x)|2)dx = (Lip(φi))

2(1 + ‖u‖2H1([0,1])),

which yields

‖B(u)‖2L2(U,H1([0,1])) =
∑

i
‖B(u)(φi)‖2H1([0,1]) ≤ (1 + ‖u‖2H1([0,1])) · Λ2 (3.7)

In view of (3.2) – (3.7) we conclude that the conditions (H1) – (H4) are satisfied in the given

case with constants c1 = c2 = Λ2 and c3 =
√

π/2. Hence, by theorem 2.3 we arrive at the

following result.

Theorem 3.1. Assume the regularity condition (1.3) holds for the noise field, then for any

T > 0 there is a (up to dt⊗P-equivalence in [0, T ]×Ω) unique H1
0 ([0, 1])-valued process (ut)t∈[0,T ]

solving the SPDE (1.2) in the sense of definition 2.2.

3.2. Generalized Markovian solution in L2([0, 1]) for non-smooth noise. Proposition 2.6

readily yields generalized solutions for initial condition in L2([0, 1]) as follows.

Proposition 3.2. Under condition (1.3) there is a unique L2([0, 1])-valued Markov process

(ûxt , t ≥ 0, x ∈ L2([0, 1])) such that t → ûxt is a strong solution to the equation (1.2) when

x = u0 ∈ H1,2
0 ([0, 1]). Moreover, (ûxt )t≥0 induces a Feller semigroup on Cb(L

2([0, 1])).

However, noticing that estimates (3.5) and (3.6) remain true under the weaker regularity con-

dition (1.4), by similar arguments as in the proof of proposition 2.6 we arrive at the following

well-posedness result for the SPDE (1.2) under the Kunita-type regularity condition (1.4).
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Proposition 3.3. Under condition (1.4) there is a unique L2([0, 1])-valued Markov process

(ûxt ; t ≥ 0, x ∈ L2([0, 1])) such that for x ∈ H1
0 ([0, 1]), (u

x
t )t≥0 is the limit, in the sense of locally

uniform convergence on C
(

[0,∞);L2(Ω,P;L2([0, 1]))
)

, of the strong solutions to the SPDE

du(k) =
∂2xu

(k)

1 + (∂xu(k))2
dt+

k
∑

i

φi(., u
(k)(.)) dbit, uk0 = x.

Moreover,

E‖ûxt − ûyt ‖2L2([0,1]) ≤ eΛ
2t‖x− y‖2L2([0,1]) ∀x, y ∈ L2([0, 1]), t ≥ 0. (3.8)

In particular, the induced semigroup, Ptϕ(x) = E(ϕ(ûxt )) for measurable ϕ : H → R, is Feller.

4. Ergodicity for Stochastic Curve Shorting Flow with Additive Noise

In this final section we show existence and uniqueness of an invariant measure for the generalized

L2([0, 1])-valued solution (ûxt ; t ≥ 0, x ∈ L2([0, 1])) obtained in proposition 3.2 for the SPDE (1.2)

in the additive noise case, i.e. when

du =
∂2xu

1 + (∂xu)2
dt+QdWt, u(0) = u0 ∈ H1,2

0 ([0, 1]), (4.1)

whereW is cylindrical white noise on some abstract Hilbert space U and Q ∈ L2(U,H
1,2
0 ([0, 1])).

As an example consider the case of U = L2([0, 1]) and Q = (−∆)−β for β > 3/4, with ∆ being

the Dirichlet Laplacian on [0, 1].

Note also that for additive noise the condition (H2) is satisfied with c1 = 0. As a consequence of

(2.12), the Feller semigroup on L2 induced from the generalized solutios û of (1.2) by Ptϕ(x) =

E(ϕ(ûxt )) has the so-called e-property [6], i.e. for all bounded Lipschitz continuous functions

ϕ : L2 7→ R

|Ptϕ(x)− Ptϕ(y)| ≤ Lip(ϕ)‖x − y‖ ∀x, y ∈ L2. (4.2)

Theorem 4.1. Let (Pt)t≥0 denote the Feller semigroup on L2([0, 1]) corresponding to the gen-

eralized solution to (4.1), then (Pt) is ergodic, i. e. there is a unique (Pt)-invariant probablity

measure µ on L2([0, 1]). In particular, limt→∞
1
t

∫ t
0 〈Ptϕ, ν〉 = 〈ϕ, µ〉 for any Borel probability

measure ν ∈ M1(L
2([0, 1])) and any bounded continuous ϕ : L2([0, 1]) 7→ R.

Let QT (x, ·) := 1
T

∫ T
0 µût dt, where µût denotes the distribution at time t of the generalized

solution ûxt to (4.1) with initial conditon u0 = x ∈ L2.

Proposition 4.2. For any x ∈ L2 the family of measures
{

QT (x, ·), T ≥ 1
}

is tight on L2([0, 1]).

Proof. Assume first that ∈ H1,2
0 ([0, 1]). In view of

|ξ| − α ≤ arctg ξ · ξ ≤ β + |ξ|, ξ ∈ R, α, β > 0

it holds that

H−1〈Av, v〉H1 = −
∫ 1

0
arctg(∂xv) · ∂xv dx ≤ −

∫ 1

0
|∂xv| dx+ α

≤ −c‖v‖W 1,1(0,1) + α (4.3)

for some c > 0, by Poincaré inequality.
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Let now t → ut be the solution to equation (4.1) with regular initial condition x = u0 ∈
H1,2

0 ([0, 1]), then theorem 2.5 holds. Hence by the Itô formula for ‖ut‖2L2([0,1] and (4.3) we have

E‖u(t)‖2 = E‖u(0)‖2 + 2E

∫ t

0
V ∗〈A(ū(s)), ū(s)〉V ds+ E

∫ t

0
‖Q‖2LHS(U,H) ds

≤ E‖u(0)‖2 − c E

∫ t

0
‖ū(s)‖W 1,1(0,1) +Dt

(4.4)

where D := α+ ‖Q‖2LHS(U,H). In particular,

E

(

1

t

∫ t

0
‖ū(s)‖W 1,1(0,1) ds

)

≤ 1

c

(

E‖x‖2 +D
)

∀t ≥ 1. (4.5)

Since the functional L2([0, 1]) ∋ u → ‖u‖W 1,1(0,1) ∈ R ∪ {∞} has compact sublevel sets in

L2([0, 1]), the claim follows for regular initial condition x = u0 ∈ H1,2
0 ([0, 1]).

For the tightness of QT (x, .) with general x ∈ L2 recall (e.g. [12, Remark on p. 49]) that it

is sufficient (and necessary) to find for arbitrary ǫ > 0, δ > 0 a finite union of δ-balls Sδ =
⋃

i=1,...,kBδ(xi) ⊂ L2 such that

QT (x, Sδ) > 1− ǫ ∀T > 1.

To this aim choose z ∈ Bδǫ/4(x)∩H1,2
0 (0, 1) and a finite union of δ/2-balls Sδ/2 =

⋃

i=1,...,k

Bδ/2(xi)

such that QT (z, Sδ/2) ≥ 1− ǫ
2 . Let Sδ =

⋃

i=1,...,k

Bδ(xi) and choose a bounded Lipschitz function

ϕ on L2 with χSδ/2
≤ ϕ ≤ χSδ

and Lip(ϕ) ≤ 2
δ . Hence, using (4.2), for all T > 1

QT (x, Sδ) ≥
1

T

∫ T

0
Psϕ(x)ds ≥

1

T

∫ T

0
Psϕ(z)ds −

2

δ
‖x− z‖

≥ QT (z, S δ
2
)− 2‖x− z‖

δ
> 1− ǫ. ✷

Lemma 4.3. For x ∈ L2(0, 1), let (vx(t))t≥0 the (generalized) solution of (4.1) corresponding

to Q = 0. Then it holds

lim
t→+∞

‖vx(t)‖ = 0.

Proof. First, we consider the case where the initial data v0 ∈ C∞
0 (0, 1) (space of C∞-differentiable

function compactly supported in [0, 1]. We set M := ‖v′0‖∞ and define a function h(t) with

(i) h is of class C∞(R) and satisfies

h(t) = arctan t for |t| ≤M

|h(t)| ≤ |t|, t ∈ R.

(ii) h′ is a bounded function on R satisfies infx∈R h
′(x) ≥ µ > 0 for a positive constant µ.

(iii) h′′ is a bounded function on R.

For T > 0 fixed, consider the equation
{

dv(t) = (h(vx(t)))x dt,

v(0) = v0.
(4.6)
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Following a similar argument as in [11] and a maximum principle for uniformly parabolic equation

we can prove that the classical solution v of (4.6) satisfies

sup
0≤t≤T

‖vx‖∞ ≤M.

Hence from the construction of h we deduce that this solution is also the solution of (4.1) with

Q = 0 corresponding to the initial data v0 ∈ C∞(0, 1). Now we remark that for the function

z 7→ arctan z we can write

arctan z = k(z) · z for all z ∈ R,

for some positive decreasing function k on R. Therefore by using the energy estimate for the

function v(t) we can write

1

2

d

dt
‖v(t)‖2 = −〈arctan vx(t), vx(t)〉L2(0,1)

≤ − inf
z∈B(0,M)

k(z) ‖vx(t)‖2

≤ − inf
z∈B(0,M)

k(z) ‖v(t)‖2.

(4.7)

Thus we obtain

‖v(t)‖2 ≤ e
−2t inf

z∈B(0,M)
k(z)

‖v0‖2.

This implies the statement of the lemma for regular initial datum v0. For general v0 ∈ L2(0, 1)

we proceed by approximation and let vn0 a sequence of functions in C∞
0 (0, 1) which converges

to v0 in L2(0, 1) for n → +∞. For n ≥ 0 we denote by vn(t) the solution corresponding to

the initial condition vn0 . By using the fact that vn(t) → 0 as t → 0 and a triangle inequality

argument we deduce the statement of the lemma for general initial datum v0 ∈ L2(0, 1).

✷

Lemma 4.4. For x ∈ L2(0, 1), let (v̂x(t))t≥0 the (generalized) solution of (4.1) corresponding

to Q = 0. Then for every x ∈ L2, T > 0 and ǫ > 0, it holds that

P(‖ûxT − v̂xT ‖ < ǫ) > 0.

Proof. First we suppose that x ∈ V and denote by (vxt )t≥0 the solution corresponding to (4.1)

with Q = 0. We write

z(t) = u(t)− v(t), t ≥ 0.

Then the process z(t)t≥0 solves the equation

{

dz(t) = (Au(t)−Av(t))dt +QdWt

z(0) = 0.

We set

z(t) = y(t) +QWt.

Then we have

dy(t) = (Au(t)−Av(t)) dt.

Therefore,
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1

2

d

dt
‖y(t)‖2 =V ∗ 〈Au(t) −Av(t), y(t)〉V dt

=V ∗ 〈Au(t) −Av(t), z(t)〉V dt−V ∗ 〈Au(t) −Av(t), QWt〉V

≤ 2
(π

2

)
1
2 ‖QWt‖V ≤ 2

(π

2

)
1
2 ‖QWt‖V .

Where we used the monotonicity of A and (3.2) to obtain the estimate in the last line. Thus we

deduce for 0 ≤ t ≤ T

‖y(t)‖ ≤ c T sup
0≤t≤T

‖QWt‖V ,

for some positive constant c. We now use the splitting of z(·) and the Poincaré inequality to

obtain for 0 ≤ t ≤ T

‖z(t)‖ ≤ (c T +
1

2
) sup
0≤t≤T

‖QWt‖V . (4.8)

For the case where x ∈ H we proceed by approximation and use the uniform bound (3.2) to

obtain the same estimate as in (4.8) for the process z(t) = ûx(t) − v̂x(t), x ∈ H. Since Q is

a Hilbert-Schmidt operator from U to V , (QWt)t≥0 is a continuous Gaussian random process

with values in V . Hence, for all δ > 0

P

(

sup
0≤t≤T

‖QWt‖V < δ
)

> 0.

Now let ε > 0 and take δ > 0 such that (cT + 1/2)δ < ε. Then

P

(

‖z(t)‖ < ε
)

> P

(

sup
0≤t≤T

‖QWt‖V < δ
)

> 0. ✷

Proposition 4.5. For every δ > 0 and every x ∈ L2([0, 1]) it holds that

lim inf
T→∞

QT (x,Bδ(0)) > 0.

Proof. We proceed in three steps. Let δ > 0 and x ∈ L2([0, 1]) be given.

Step 1. For R > 0 let CR = {u ∈ L2|u ∈W 1,1
0 (0, 1), ‖u‖1,1 ≤ R}, which is a compact subset of

L2([0, 1]). From (4.5) and Chebychev’s inequality we deduce

QT (0, L2([0, 1]) \ CR) ≤
c

R
∀ T > 1.

Hence we may pick some R > 0 such that QT (0, CR) >
3
4 for all T > 1. From now we omit the

subscript R, i.e. C = CR.

Step 2. Claim: There is some ǫ1 > 0, a γ1 > 0 and a finite sequence T1, · · · , Tk, Ti > 0 such

that
1

k

∑

i=1,...,k

PTi(x,Bδ(0)) > γ1 ∀ x ∈ Cǫ1 ,

where Cǫ1 = {u ∈ L2([0, 1]) | dL2(u,C) < ǫ1} and PT (x, ·) the transition probability correspond-

ing to (ûx(t))t≥0 at time T . In fact, by lemma 4.3 for each x ∈ L2([0, 1]) there exists a Tx and

a rx > 0 such that v̂xTx
∈ Bδ/4(0). For T > 0 and δ > 0 let

D(x, T, δ) := P{‖v̂xT − ûxT ‖L2([0,1]) ≤ δ},
which is strictly positive by lemma 4.4. Hence it follows that PTx(x,B δ

2
(0)) ≥ D(x, Tx, δ/4) =:

γx > 0. Similarly as in the second part of proposition 4.2 we may use (4.2) to deduce that for

each x ∈ L2([0, 1]) there exists rx > 0 such that PTx(y,Bδ(0)) > γx/2 for all y ∈ Brx(x). Since C
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is compact we may select a finite sequence (xi, ri), i = 1, . . . , k, such that C ⊂ ⋃i=1,...,k B(xi, ri).

Setting Ti := Txi the claim follows with ǫ1 := mini=1,...,k ri and γ1 := mini=1,...,k γi/2k.

Step 3: Choose ρ > 0 such that

QT (x,Cǫ1) >
1

2
∀ x ∈ Bρ(0).

This is possible by a similar argument as in the second part proposition 4.2. Finally, by analo-

gous reasons as in step 2, we may find some T0 > 0 and γ2 > 0 such that PT0(x,Bρ(0)) > γ2.

Hence,

lim inf
T

QT (x,Bδ(0)) = lim inf
T

1

T

∫ T

0
Ps(x,Bδ(0))ds

= lim inf
T

1

k

∑

i=1,...,k

1

T

∫ T

0
Ps+Ti+T0(x,Bδ(0))ds

= lim inf
T

1

k

∑

i=1,...,k

1

T

∫ T

0

∫

L2([0,1])

∫

L2([0,1])
PTi(z,Bδ(0))Ps(y, dz)PT0(x, dy)ds

≥ lim inf
T

1

T

∫ T

0

∫

Bρ(0)

∫

Cǫ1

1

k

∑

i=1,...,k

PTi(z,Bδ(0))Ps(y, dz)PT0(x, dy)ds

≥ γ1 lim inf
T

1

T

∫ T

0

∫

Bρ(0)
Ps(y,Cǫ1)PT0(x, dy)ds

which, by Fatou’s lemma is bounded from below by

≥ γ1

∫

Bρ(0)
lim inf

T

1

T

∫ T

0
Ps(y,Cǫ1)PT0(x, dy)ds

= γ1

∫

Bρ(0)
lim inf

T
QT (y,Cǫ1)PT0(x, dy)ds

>
1

2
γ1PT0(x,Bρ(0)) >

1

2
γ1γ2 > 0. ✷

In view of (4.2) and proposition 4.5, Theorem 4.1 is now a consequence of [6, Theorem 1], where

T = L2([0, 1]) according to proposition 4.2.
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