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LOW COMPLEXITY DAMPED GAUSS-NEWTON ALGORITHMS FOR
CANDECOMP /PARAFAC

ANH HUY PHAN ∗, PETR TICHAVSKÝ †, AND ANDRZEJ CICHOCKI ‡

Abstract. The damped Gauss-Newton (dGN) algorithm for CANDECOMP/PARAFAC (CP) decomposition can
handle the challenges of collinearity of factors and different magnitudes of factors; nevertheless, for factorization of
anN-D tensor of sizeI1 × . . . × IN with rankR, the algorithm is computationally demanding due to construction of
large approximate Hessian of size (RT × RT) and its inversion whereT =

∑
n In. In this paper, we propose a fast

implementation of the dGN algorithm which is based on novel expressions of the inverse approximate Hessian in
block form. The new implementation has lower computationalcomplexity, besides computation of the gradient (this
part is common to both methods), requiring the inversion of amatrix of sizeNR2 × NR2, which is much smaller
than the whole approximate Hessian, ifT ≫ NR. In addition, the implementation has lower memory requirements,
because neither the Hessian nor its inverse never need to be stored in their entirety. A variant of the algorithm
working with complex valued data is proposed as well. Complexity and performance of the proposed algorithm is
compared with those of dGN and ALS with line search on examples of difficult benchmark tensors.

Key words. CP, tensor factorization, canonical decomposition, complex-valued tensor factorization, low-rank
approximation, ALS, line search, Gauss-Newton, Levenberg-Marquardt, inverse problems
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1. Introduction. Algorithms for canonical polyadic decomposition, also coined CAN-
DECOMP/PARAFAC (CP), can work well for general data [3, 14, 16]. However, they often
fail for data with factors of different magnitudes [20] or collinear factors such as bottle-
necks and swamps. Bottlenecks arise when two or more components are collinear [6,9], and
swamps arise when collinearity exists in all modes [6, 17]. Alternating least squares (ALS)
algorithms with line searches, regularization, and rotation can improve performance, but they
do not completely solve the problems. The damped Gauss-Newton (dGN) or Levenberg-
Marquardt (LM) algorithm has been confirmed to successfullydecompose such difficult
data [11,19–21,29,31]. However, because these methods require the inverse of a large-scale
approximate Hessian matrix, the dGN algorithm is not applicable to real-world large-scale
and high-dimensional data. In this paper, we establish a fast inverse of the approximate Hes-
sian for low-rank tensor factorization by proving that the approximate Hessian for low-rank
tensor factorization is a low-rank adjustment to a block diagonal matrix, and propose fast
dGN algorithms that do not need to store the approximate Hessian and its inverse entirely at
one time.

The paper is organized as follows. Notation and basic multilinear algebra are briefly
reviewed in Section 2. CP model and common algorithms are shortly reviewed in Section 3.
Section 4 derives the fast dGN algorithm. Low-rank adjustment of approximate Hessian is
derived, and its fast inverse is deduced in this section. Thefast dGN algorithm with two
variants has been proposed in Section 4.2. The fast dGN is extended to complex-valued
tensor factorization in Section 5. In Section 6 we provide examples illustrating the validity
and performance of the proposed algorithms. Finally, Section 7 concludes the paper.

2. Tensor notation and CANDECOMP/PARAFAC (CP) model. We shall denote a
tensor by bold calligraphic letters, e.g.,A ∈ RI1×I2×···×IN , matrices by bold capital letters, e.g.,
A =[a1, a2, . . . , aR] ∈ RI×R, and vectors by bold italic letters, e.g.,a j or I = [ I1, I2, . . . , IN].
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Mode-n tensor unfolding ofY is denoted byY(n). Generally, we adopt notation used in
[5, 14]. The Kronecker, Khatri-Rao (column-wise Kronecker) and Hadamard products and
are denoted respectively by⊗, ⊙, ⊛, [5,14].

Notation 2.1.Given N matricesA(n) ∈ RIn×R, we consider the following products
N

⊛
n=1

A(n) = A(N)
⊛ · · · ⊛ A(n)

⊛ · · · ⊛ A(1), In = I ,∀n,

⊛
k,n

A(k) = A(N)
⊛ · · · ⊛ A(n+1)

⊛ A(n−1)
⊛ · · · ⊛ A(1), In = I ,∀n,

⊙
k,n

A(k) = A(N) ⊙ · · · ⊙ A(n+1) ⊙ A(n−1) · · · ⊙ A(1).

Definition 2.1. (Partitioned matrix and block matrix) A partitioned matrixU of N
matricesU(n) along the mode-2 (horizontal) is denoted by

U =
[
U(1) · · · U(n) · · · U(N)

]
=

[
U(n)

]N

n=1
, (2.1)

and a partitioned matrixV of NM matricesV(n,m) along two modes is denoted byV =[
V(n,m)

]N,M

n=1,m=1
. A block diagonal matrixB of N matricesU(n) is denoted by

B =


U(1)

. . .
U(N)

 = blkdiag
(
U(1), · · · ,U(N)

)
= blkdiag

(
U(n)

)N

n=1
. (2.2)

Definition 2.2. (CANDECOMP /PARAFAC (CP)) A CPD consists in representing a
given N-th order data tensorY ∈ RI1×I2×···×IN by a set of N matrices (factors):A(n) =

[a(n)
1 , a

(n)
2 , . . . , a

(n)
R ] ∈ RIn×R, (n = 1, 2, . . . ,N) [4,10,12] such that

Y ≈
R∑

r=1

a(1)
r ◦ a(2)

r ◦ . . . ◦ a(N)
r = Ŷ, (2.3)

where symbol “◦” denotes outer product. Tensor̂Y is an approximation of the data tensorY.
We often assume unit-length components‖a(n)

r ‖2 = 1 for n = 1, 2, . . . ,N − 1, r = 1, 2, . . . ,R.

3. CP Algorithms. The Alternating Least Squares (ALS) algorithm [2–4, 10, 33]se-
quentially updatesA(n) using the update rule given by

A(n) = Y(n)

(
⊙
k,n

A(k)

) (
Γ(n)

)†
, (n = 1, 2, . . . ,N), (3.1)

whereΓ(n) =⊛k,n C(k), C(n) = A(n) T A(n) (n = 1, 2, . . . ,N) is defined as in Notation 2.1, “†”
denotes the pseudo-inverse.

Denote bya ∈ RRT, T =
∑

n In, concatenation of vectorizations ofA(n), n = 1, 2, . . . ,N,

a =
[
vec

(
A(1)

)T
· · · vec

(
A(n)

)T
· · · vec

(
A(N)

)T
]T

. (3.2)

All-at-once algorithms such as the OPT algorithm [1], the PMF3, damped Gauss-Newton
(dGN) algorithms [11,20,29,31] simultaneously updatea. The dGN algorithm is given by

a← a + (H + µIRT)−1 g, (3.3)

H = JT J, g = JT vec(E) . (3.4)

whereE = Y − Ŷ, J ∈ RJ×RT, (J =
∏

n In) is the Jacobian of vec
(
Ŷ
)

with respect toa, H
denotes the approximate Hessian, and the damping parameterµ > 0. Paatero [20] empha-
sized advantage of dGN compared with ALS when dealing with problems regarding swamps,
different magnitudes of factors.
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The Gauss-Newton (GN) algorithm can be derived from Newton’s method. Hence, the
rate of convergence of the update rule (3.3) is at most quadratic. However, these methods
face problems involving the large-scale Jacobian and large-scale inverse of the approximate
HessianH = JT J ∈ RRT×RT. In order to eliminate the Jacobian, Paatero [20] established
explicit expressions for submatrices ofH. We note that inverse ofH is the largest workload
of the GN algorithm with a complexity of orderO(R3T3) besides the computation of the
gradientg. Paatero [20] solved the inverse problemH−1 by Cholesky decomposition of the
approximate Hessian and back substitution. However, the algorithm is still computationally
demanding. Tomasi [29] extended Paatero’s results [20], and derived a convenient method
to constructH and the gradient forN-way tensor without using the Jacobian. In order to
cope with the inverse ofH, Tomasi [30] used QR decomposition. However, the efficiency of
existing dGN algorithms are still not sufficient for the large-scale problems due to the inverse
H−1.

Recently, Tichavský and Koldovský [24] have proposed a novel method to invert the
approximate Hessian based on 3R2× 3R2 dimensional matrices. For low-rank approximation
R≪ In,∀n, this method dramatically improves the running time. However, the algorithm still
demands significant temporary extra-storage, and it is restricted for third-order tensors.

4. Fast damped Gauss-Newton algorithm.In this section, we will derive a fast dGN
algorithm for low-rank approximation of tensors with arbitrary dimensions. The most impor-
tant challenge of the update rule (3.3) is to reduce the computational cost for construction of
the approximate HessianH and its inverse.

Theorem 4.1 (Fast dGN algorithm).Define matricesΓ(n,m) of size(R×R), n= 1, 2, . . . ,N,
m= 1, 2, . . . ,N, and a partitioned matrixK of size (NR2 × NR2) comprising matricesK (n,m)

Γ(n,m) =
[
Γ(n,m)

]T
=

[
Γ(m,n)

]T
= ⊛

k,n,m
C(k) , C(n) = A(n)TA(n) ∈ RR×R, (4.1)

K (n,m) = (1− δn,m) PR diag
(
vec

(
Γ(n,m)

))
∈ RR2×R2

, n = 1, . . . ,N,m= 1, . . . ,N, (4.2)

whereδn,m is the Kronecker delta,PI ,J is a permutation matrix for any I× J matrixX such
thatPI ,J vec

(
XT

)
= vec(X), PR ≡ PR,R andΓ(n) ≡ Γ(n,n).

For NR≪ T, the fast dGN algorithm is written for each factorA(n) as follows

A(n) ← A(n)
µ + A(n)

(
IR −

(
Fn + Γ

(n)
)
Γ̃

(n)
µ

)
, n = 1, 2, . . . ,N, (4.3)

whereA(n)
µ is a variant of the ALS update rule (3.1) with a damping parameter µ > 0, Fn of

size (R× R) are frontal slices ofF whosevec(F) = Bµ wµ, and

A(n)
µ = Y(n)

(
⊙
k,n

A(k)

)
Γ̃

(n)
µ (4.4)

Γ̃
(n)
µ =

(
Γ(n) + µIR

)−1
, (4.5)

Bµ =



(
K−1 +Ψµ

)−1
, for invertibleK ,

K
(
I NR2 +ΨµK

)−1
, otherwise,

Bµ ∈ RNR2×NR2
, (4.6)

Ψµ = blkdiag

(
Γ̃

(n)
µ ⊗ C(n)

)N

n=1
∈ RNR2×NR2

, (4.7)

wµ = vec

([
A(n) TA(n)

µ − Γ Γ̃
(n)
µ

]N

n=1

)
∈ RNR2

, Γ =

N

⊛
n=1

C(n). (4.8)
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Fig. 4.1. Illustration of the approximate Hessian for a 5-D tensor which can be expressed as a low rank
adjustmentH = G + Z K Z T as in Theorem 4.2. Green dots indicate nonzero elements.

In order to prove Theorem 4.1, we derive a low rank adjustmentfor H and employ the
binomial inverse theorem [13] to invert a smaller matrix of size NR2 × NR2 instead ofH−1.

4.1. Fast inverse of the approximate Hessian H.
Theorem 4.2 (Low rank adjustment for the approximate HessianH). With K defined in

Theorem 4.1, the approximate HessianH can be decomposed into

H = G + Z K Z T , (4.9)

G = blkdiag
(
Γ(n) ⊗ I In

)N

n=1
∈ RRT×RT, (4.10)

Z = blkdiag
(
IR ⊗ A(n)

)N

n=1
∈ RRT×NR2

. (4.11)

Proof of Theorem 4.2 is given in Appendix B, whereas an example of H for a 5-D tensor of
size 3× 4× 5× 6× 7 composed by 5 factors each of which has 3 components is illustrated in
Fig. 4.1. In the left hand side of Fig. 4.1,H consists of (N(N − 1))R2 rank-one matrices and
NR2 diagonal matrices which are located along its main diagonal.

Theorem 4.3 (Fast inverse of the damped approximate Hessian).Inverse of the damped
approximate HessianHµ = H + µ IRT can be computed through

H−1
µ = G̃µ − Lµ Bµ LT

µ , (4.12)

whereBµ is an NR2 × NR2 matrix defined in (4.6) and

G̃µ = blkdiag
(
Γ̃

(n)
µ ⊗ I In

)N

n=1
∈ RRT×RT, (4.13)

Lµ = blkdiag
(
Γ̃

(n)
µ ⊗ A(n)

)N

n=1
∈ RRT×NR2

. (4.14)

The matrixK can also be expressed as a partitioned matrix of matricesD(n,m) = (1 −
δn,m) diag

(
vec

(
Γ(n,m)

))
∈ RR2×R2

K = (I N ⊗ PR)
[
D(n,m)

]
n,m
. (4.15)

If all the entriesγ(n,m)
r,s of Γ(n,m) are non-zeros, the matrixD is invertible, and its inverse is

also a partitioned matrix comprising diagonal matrices. Inverse ofK is briefly described in
Appendix E.

An alternative expressionH−1
µ can be written in block form.

Theorem 4.4 (Fast inversion ofHµ in the block form).Inverse ofHµ can be written as
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H−1
µ = H̃µ =



H̃(1,1)
µ · · · H̃(1,m)

µ · · · H̃(1,N)
µ

...
. . .

...
. . .

...

H̃(n,1)
µ · · · H̃(n,m)

µ · · · H̃(n,N)
µ

...
. . .

...
. . .

...

H̃(N,1)
µ · · · H̃(N,m)

µ · · · H̃(N,N)
µ



, (4.16)

where

H̃(n,m)
µ = δn,m

(
Γ̃

(n)
µ ⊗ I In

)
−

(
IR ⊗ A(n)

)
S̃(n,m)
µ

(
IR ⊗ A(m) T

)
, (4.17)

andS̃(n,m)
µ =

(
Γ̃

(n)
µ ⊗ IR

)
B(n,m)
µ

(
Γ̃

(m)
µ ⊗ IR

)
are matrices of size R2 × R2.

Proof. From (4.12), denote byB(n,m)
µ the (m, n)−th block ofBµ, we have

H̃(n,m)
µ = δn,m

(
Γ̃

(n)
µ ⊗ I In

)
−

(
Γ̃

(n)
µ ⊗ I In

) (
IR ⊗ A(n)

)
B(n,m)
µ

(
IR ⊗ A(m) T

) (
Γ̃

(m)
µ ⊗ I In

)

= δn,m

(
Γ̃

(n)
µ ⊗ I In

)
−

(
IR ⊗ A(n)

) (
Γ̃

(n)
µ ⊗ IR

)
B(n,m)
µ

(
Γ̃

(m)
µ ⊗ IR

) (
IR ⊗ A(m) T

)
.

Please note that the inversion ofHµ in the block form saves memory. It requires to save only

the matrices̃Γ
(n)
µ andS̃µ. While the full matrixH or its inverse hasR2T2 elements, the memory

saving format only requires to storeNR2 elements of matrices̃Γ
(n)
µ andN2R4 elements of̃Sµ.

4.2. Proof of Theorem 4.1.We replaceH−1
µ in (3.3) by those in (4.12) in Theorem 4.3

or Theorem 4.4 and formulate the fast dGN algorithm

a← a + G̃µg − Lµ Bµ LT
µ g. (4.18)

The Jacobian, which may demand high computational cost, still exists in the gradientg in the
update rule (4.18). We also note thatLµ is a block diagonal matrix ofN Kronecker products(
Γ̃

(n)
µ ⊗ A(n)

)
∈ RRIn×R2

given in (4.14). Construction ofLµ has a computational complexity of

orderO
(
T R3

)
, and requires an extra-storage ofO

(
TR3

)
. In order to completely bypass the

JacobianJ in (4.18) and avoid building up the matrixLµ, we seek convenient methods for
computingG̃µg, wµ = LT

µ g, and productLµ Bµ wµ.

Lemma 4.5 (Optimize the update rule (4.18)).With A(n)
µ , Γ and the tensorF defined in

Theorem 4.1,

(G̃µ g)T =

[
vec

(
A(n)
µ − A(n) Γ(n) Γ̃

(n)
µ

)T
]N

n=1

, (4.19)

wµ = LT
µ g = vec

([
A(n) TA(n)

µ − Γ Γ̃
(n)
µ

]N

n=1

)
, (4.20)

Lµ Bµ wµ =



vec
(
A(1) F1 Γ̃

(1)
µ

)

...

vec
(
A(n) Fn Γ̃

(n)
µ

)

...

vec
(
A(N) FN Γ̃

(N)
µ

)



. (4.21)
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Algorithm 1: Fast Algorithm for Low-Rank Approximation
Input : Y: input data of sizeI1 × I2 × · · · × IN,
R: number of basis components
Output : N factorsA(n) ∈ RIn×R.

begin
1 Random or SVD initialization forA(n),∀n

repeat
2 wµ = []

for n = 1 to N do
for m= n+ 1 to N do % K in Eq. (4.2)

3 K (n,m) = K (m,n) = PR diag
(
vec

(
Γ(n,m)

))
% Γ(n,m) = ⊛

k,n,m
C(k),C(n) = A(n)TA(n)

4 Γ̃
(n)
µ =

(
Γ(n) + µ IR

)−1

5 A(n)
µ ← Y(n)

(
⊙
k,n

A(k)

)
Γ̃

(n)
µ % damped ALS factor

6 wµ =
[
wT
µ vec

(
A(n) T A(n)

µ − Γ Γ̃
(n)
µ

)T
]T

% Eq. (D.2)

7 Ψ
(n)
µ = Γ̃

(n)
µ ⊗ C(n) % Ψµ = blkdiag

(
Ψ(n)
µ

)
in Eq. (4.7)

8 f =
(
K−1 +Ψµ

)−1
wµ % or f = K

(
I +ΨµK

)−1
wµ in Eq. (4.6)

for n = 1 to N do % Update A(n) using Eq. (4.3)

9 A(n) ← A(n)
µ + A(n)

(
IR −

(
Fn + Γ

(n)
)
Γ̃

(n)
µ

)
% vec(F) = f

10 NormalizeA(n), n = 1, 2, . . . ,N
11 Updateµ

until a stopping criterion is met

Proof of Lemma 4.5 is given in Appendix D. By replacing̃Gµg, LT
µ g, andLµBµwµ in

(4.18) by those in (4.19), (4.20) and (4.21), we obtain a compact update rule for each factor
A(n), n = 1, 2, . . . ,N as given in Theorem 4.1.

We note that linear systemsBµ wµ in (4.6) have a computational complexity of order
O(N3 R6) which is much lower thanO(R3T3) for (H + µ I )−1 for NR≪ T. Pseudo code of the
proposed algorithm based on the update rule (4.3) is given inAlgorithm 1. If components of
A(n) are mutually non-orthogonal,K is invertible, and its inverse can be explicitly computed
as in Appendix E. In this case, Step 3 is replaced by (E.1). A practical normalization in
Step 10 is that the energy of the components is equally distributed in all modes. The method
often enhances the convergence speed of the LM iteration [32,33].

4.3. Two variants of the fast dGN algorithm. From (4.6), we present two variants of
the fast dGN algorithm which solve the corresponding inverse problemΦ−1wµ.
(a) fLM a. Φ , Φ1 = I NR2 + ΨµK comprisesN diagonal matricesIR2, andN (N − 1) block

matrices
(
Γ(n)−1 ⊗ C(n)

)
PR D(n,m), for n , m. Note thatΦ1 is not symmetric, and its

density is given by

dΦ1 =
N (N − 1)R4 + N R2

N2 R4
=

(N − 1)R2 + 1
NR2

. (4.22)



Low Complexity Damped Gauss-Newton Algorithms for CANDECOMP/PARAFAC 7

0 10 20 30 40

0

5

10

15

20

25

30

35

40

45

nz = 1665

Φ1 = I +Ψµ K

(a) dΦ1 =
(N−1)R2+1

NR2 .

0 10 20 30 40

0

5

10

15

20

25

30

35

40

45

nz = 585

Φ2 = K−1 +Ψµ

(b) dΦ2 =
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Fig. 4.2. Illustration of structure of NR2 × NR2 sparse matricesΦ1 andΦ2 for a 3× 4× 5× 6× 7 dimensional
tensor composed by R= 3 rank-one tensors. The matrixΦ1 is less sparse than the matrixΦ2. Blue dots denote
nonzero entries.

For 3-D tensor factorizations, the fast dGN algorithm in which Step 8 solvesΦ−1
1 wµ

simplifies into the LM-1 algorithm in [24].
(b) fLM b. Φ , Φ2 = K−1 + Ψµ is a symmetric matrix of sizeNR2 × NR2 derived from

(4.2) and (4.7). Theorem E.1 presents an explicit form ofK−1 which is a partitioned
matrix of (R2 × R2) diagonal matrices. Hence, it has onlyN2 R2 non-zero entries. The
block diagonal matrixΨµ (4.7) is constructed fromN (R2 × R2) sub-matrices. As a
consequence, the density of the sparse matrixΦ2 ∈ RNR2×NR2

is

dΦ2 =
N2 R2 + N R4 − N R2

N2 R4
=

R2 + N − 1
N R2

. (4.23)

BecauseΦ1 is not symmetric and less sparse thanΦ2, solving the linear systemΦ−1
1 wµ

could be more time consuming than solvingΦ−1
2 wµ. Inverse ofK is not expensive and has the

explicit expression given in Theorem E.1. However, when thefactor matrices have mutually
orthogonal columns,K is singular because it has collinear columns and rows. In Fig. 4.2, we
illustrate the structures and properties of the two matricesΦ1 andΦ2 for a 3× 4× 5× 6× 7
dimensional tensor composed byR= 3 rank-one tensors.

4.4. Comparison of complexity between dGN and fast dGN.In general, the dGN al-
gorithm [20,29] constructs the whole approximate Hessian of sizeRT×RT from its submatri-
cesH(n,m) (see Appendix B) which are deduced fromC(n) andΓ(n). Computation ofC(n) and
Γ(n) are with of complexityO

(
R2T

)
andO

(
NR2

)
, respectively. According to Theorem B.2,

each off-diagonal submatrix has a complexity ofO
(
R2InIm

)
, it follows that computation of

the wholeH has the complexity ofO
(
R2T2

)
. Note thatH hasR2T2 elements. InverseH−1

can be computed with a complexity ofO
(
R3T3

)
. The gradientg is computed at a cost of

O (NRJ). Thus dGN has a complexity per iteration ofO
(
NRJ+ R3T3

)
.

Complexity of the fLM algorithm is analyzed for each step in Algorithm 1 as follows
Step 3 computesN matricesC(n) andΓ(n) with complexityO

(
R2T

)
andO

(
NR2

)
as in dGN.

Hence, building upK is of complexityO
(
N(N − 1)(N − 2)R2

)
= O

(
N3R2

)
.

Step 4 invertsΓ(n)
µ , n = 1, 2, . . . ,N at a cost ofO

(
NR3

)
.
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Step 5 computes the damped factorsA(n) at a cost ofO (NRJ), and is one of the most expen-
sive steps in the fast dGN algorithm. We note that the large workloadY(n)⊙

k,n
A(k) is

used for evaluation of gradient, and exists in all CP algorithms such as ALS, OPT.
Step 7 builds up the block diagonal matrixΨµ with a complexityO

(
NR4

)
.

Step 8 solves the inverse problemΦ−1wµ with a cost ofO
(
N3R6

)
. This step is much faster

than inverse of the approximate HessianO
(
R3T3

)
due toR≪ In or NR< T.

Instead of construction of the approximate Hessian, the fLMalgorithm builds up the
much smaller matrixΦ of sizeNR2 × NR2. Hence, besides the cost of computation of the
gradient or the damped ALS factors, fLM computesΦ andΦ−1 at a cost ofO

(
R2T + N3R6

)

which is much smaller than the cost for construction ofH and forH−1 in dGN.
The total expense of fLM per one iteration is approximatelyO

(
NRJ+ N3R6

)
. ForN > 7,

the proposed algorithm has the same order of complexity as that of ALS. However, fLM is
much faster than ALS because it requires less iterations than ALS.

4.5. Damping parameter in the LM algorithm. The choice of damping parameterµ
in the fast dGN algorithms (4.3) affects the direction and the step size∆a = H−1

µ g in the
update rule (3.3):a← a + ∆a [18]. In this paper, the damping parameterµ is updated using
the efficient strategy proposed by Nielsen [18]:

µ←


2 max

{
1
3
, 1− (2ρ − 1)3

}
, ρ > 0,

2µ, otherwise,
(4.24)

ρ =
‖et−1‖22 − ‖et‖22
∆aT (g + µ∆a)

, (4.25)

g = JT (y − ŷ) =



vec

(
Y(1)

(
⊙
k,1

A(k)

)
− A(1) Γ(1)

)

...

vec

(
Y(N)

(
⊙
k,N

A(k)

)
− A(N) Γ(N)

)



∈ RR T . (4.26)

whereet = vec
(
Y − Ŷt

)
, the gradientg can be straightforwardly derived as in (D.1) or in

[29, 31]. The factorsA(n) will be updated unless the new approximate is lower than the
previous one:‖et‖2 < ‖et−1‖2. The algorithm should stop whenµ increases to a sufficiently
large value (e.g., 1030). In practice, the factorsA(n) are often initialized using the mode-n
singular vectors of the data tensor [5, 7, 14], then run over ALS (3.1) after few iterations.
According to the CP model (2.3), all the componentsa(n)

r (n , N) except ones of the last
factor are unit-length vectors. The initial value of the damping parameterµ is chosen as the
maximum diagonal entry ofH as

µ0 = τmax
{
diag(H)

}
= τmax

{
diag

(
Γ(1)

)
· · · diag

(
Γ(n)

)
· · · diag

(
Γ(N)

)}

= τmax
{
1, diag

(
C(N)

)}
, (4.27)

whereτ is typically in the range of [10−8, 1].

5. Complex-valued tensor factorization.This section aims to extend the dGN algo-
rithms to complex-valued tensors. Although a real-valued tensor is considered as a complex-
valued tensor with zero imaginary part, for simplicity algorithms for real- and complex-valued
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tensors are introduced in two separate sections. For the complex case, CP model is to find
complex-valued factorsA(n) ∈ CIn×R.

The damped Gauss-Newton-like update rule (3.3) is rewritten to update complex-valued
factors [8,23]

a← a +
(
JH J + µI

)−1
JH

(
y − ŷ

)
, (5.1)

where symbol “H” denotes the Hermitian transpose, and the JacobianJ is given in (B.1). The
approximate HessianH = JH J slightly changes from that for the real-valued tensors. A fast
and efficient computation method for the complex-valued approximate HessianH will be pre-
sented so that the final update rule does not employ both of theJacobian and the approximate
Hessian. We considerH as a partitioned matrix of(N × N) sub-matricesH(n,m) ∈ CRIn×RIm,
n,m= 1, 2, . . . ,N. Each sub-matrixH(n,m) is a partitioned matrix of(R× R) subsub matrices
H(n,m)

r,s ∈ CIn×Im, n,m = 1, 2, . . . ,N, r, s = 1, 2, . . . ,R. The explicit expression of the approx-
imate HessianH is deduced from the following theorems which can be derived in a similar
manner as for real valued tensors.

Theorem 5.1 (Subsub-matricesH(n,m)
r,s ). H(n,m)

r,s are diagonal or rank-one matrices given
by

H(n,m)
r,s = δn,mγ

(n)
r,s I In + (1− δn,m) γ(n,m)

r,s a(n)
r a(m) H

s , (5.2)

whereγ(n)
r,s are the(r, s) entries of the Hermitian matricesΓ(n,m) = ⊛

k,n,m
A(k) H A(k).

Theorem 5.2 (Sub-matricesH(n,m)). WithK defined as in (4.2),H(n,m) are expressed in an
explicit form as

H(n,m) = δn,m
(
Γ(n) ⊗ I In

)
+

(
IR ⊗ A(n)

)
K (n,m)

(
IR ⊗ A(m) H

)
. (5.3)

Theorem 5.3 (Low-Rank Adjustment).For NR≪ T, the approximate HessianH = JH J
can be expressed as a low-rank adjustment given by

H = G + Z K Z H , (5.4)

where sparse matricesG, Z andK are defined as in (4.10), (4.11) and (4.2).
The damped Gauss-Newton algorithms for complex-valued tensor factorization are stated

in following theorems:
Theorem 5.4 (damped GN algorithm for complex-valued tensor factorizations).The fac-

torsA(n) are updated using the rule given by

a← a + (H + µ I )−1 g , (5.5)

where the approximate HessianH is defined in Theorems 5.1 or 5.2, an Levenberg-Marquardt
regularization parameterµ > 0 and the gradientg ∈ CRT is computed as

g =

vec

(
Y(n)

(
⊙
k,n

A(k)∗
)
− A(n) Γ(n)T

)T
N

n=1

T

, (5.6)

where symbol ‘*’ denotes the complex conjugate.
Theorem 5.5 (fast dGN for low rank approximation).For NR≪ T, the factorsA(n) are

updated using the fast update rule given by



10 PHAN AND TICHAVSKÝ AND CICHOCKI

A(n) ← A(n)
µ + A(n)

(
IR −

(
Fn + Γ

(n)T
)
Γ̃

(n)
µ

)
, (5.7)

whereFn are frontal slices of a 3-D tensorF whosevec(F) = Bµwµ, Bµ =
(
K−1 +Ψµ

)−1
if K

is invertible, orBµ = K
(
I +Ψµ K

)−1
, andwµ is computed from the damped ALS factorsA(n)

µ

Γ̃
(n)
µ =

(
Γ(n) + µ IR

)−1
, (5.8)

Ψµ = blkdiag

(
Γ̃

(n)
µ ⊗ A(n)HA(n)

)N

n=1
, (5.9)

wµ = vec

([
A(n) H A(n)

µ − Γ Γ̃
(n)
µ

]N

n=1

)
, (5.10)

A(n)
µ = Y(n)

(
⊙
k,n

A(k)∗
)
Γ̃

(n)
µ . (5.11)

6. Experiments - Computer simulations. The CP algorithms were verified for difficult
data with collinear factors in all modes (swamp). Collinearity degree of factors was controlled
by mutual angles between their components. Collinear factors A(n) were generated from
random orthonormal factorsU(n)

a(n)
r = u(n)

1 + νu(n)
r , ν ∈ (0, 1],∀n,∀r , 1 . (6.1)

Mutual anglesθq,r betweena(n)
q anda(n)

r , q , r were in a range of (0, 60o] for ν ∈ (0, 1]

tan(θq,r ) =


ν, q = 1,

ν
√
ν2 + 2, q , 1, r.

(6.2)

For example,ν = 0.1, 0.2, . . . , 1 yield θ1,r = 6o, 11o, 17o, 22o, 27o, 31o, 35o, 39o, 42o, 45o, and
θq,r = 8o, 16o, 23o, 30o, 37o, 43o, 48o, 52o, 56o, 60o, q , 1, q , r, respectively. For highν such
asν = 2, θ1,r ≈ 63o andθq,r ≈ 78o, tensor can be quickly factorized by CP algorithms. The
higher the parameterν, the lower the collinearity of factors. It is more difficult to factorize
tensors with lowerν (e.g.,ν = 0.1, 0.2). However, whenν > 3, another issue arises from large
difference in magnitude between components. The tensors are still difficult to factorize even
thought collinearity of factors is low (θ1,r > 71o). CP tensors, as in (2.3), can equivalently be
constrained to be of the form

Y =

R∑

r=1

λr a(1)
r ◦ a(2)

r ◦ · · · ◦ a(N)
r , (6.3)

where‖a(n)
r ‖2 = 1,∀r, and eachλr encodes the magnitude. For this experimentλ1 = 1, and

λr = (1+ ν2)N/2,∀r > 1. Therefore, forν = 3, 4, 5 andN = 3, λr = 31.6, 70.1, 132.6,∀r , 1,
respectively. That means the componentsa(n)

r , r = 2, . . . ,R are relatively larger than the
first component. We analyze synthetic tensors for two cases:error-free and noisy data with

additive white Gaussian noise at SNR (= −10 log10
‖Y‖2F
σ2 ∏

In
) = 30 dB or 40 dB added to the

data tensor̃Y = Y + σN , whereN denotes a normally-distributed random tensor of zero
mean and unit variance whoseni1i2...iN ∼ N(0, 1).
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In order to evaluate the factorizations for collinear data,we measured the Median Squared
Angular Error (MedSAE) over multiple runs between the original and estimated components
a(n)

r , â
(n)
r after matching their orders defined as

MedSAE(a(n)
r , â

(n)
r ) = 10 log10

(
median

(
α(n)2

r

))
(dB), (6.4)

whereα(n)
r = arccos a(n)H

r â(n)
r

‖a(n)
r ‖2‖̂a(n)

r ‖2
. Cramér-Rao Induced Bound (CRIB) onα(n)2

r was computed

from the Cramér–Rao lower bound (CRLB) for estimating the componenta(n)
r [15,25–27]

CRIB(α(n)2
r ) = 10 log10

tr
(
(I In − a(n)T

r a(n)
r /‖a(n)

r ‖2)CRLB(a(n)
r )

)

‖a(n)
r ‖2

(dB). (6.5)

For our simulations, due to the same collinearity degreeν for all the components, we have

CRIB(α(n)2
r ) = CRIB(α(1)2

r ), ∀r,∀n,

CRIB(α(n)2
r ) = CRIB(α(n)2

2 ), ∀n, r = 2, . . . ,R.

The average MedSAEs for the estimated components were compared against the average
CRIB. It is important to note that an MedSAE lower than -30 dB,-26 dB or -20 dB means
two components are different by a mutual angle less than 2o, 3o and 6o, respectively. Practical
simulations show that it is difficult for MedSAE to reach a CRIB≥ -30 dB, since collinearity
of factors has been destroyed by noise. Discussion on effects of noise on collinear data in
Appendix F gives us insight into when CP algorithms are not stable, and when they succeed
in retrieving collinear factors from noisy tensors.

6.1. Comparison between dGN and fLM for 3-D tensor factorizations. This sec-
tion compares performance of fLM and the standard dGN algorithm in the Matlab routines
PARAFAC3W developed by Tomasi [28,32]. The dGN algorithm [28] computes the approx-
imate Hessian and gradient, and employs Cholesky decomposition and back substitution to
solve the inverse problemsH−1g. Unfortunately, this toolkit supports only 3-D data. The
fLM a algorithm was verified, and shortly denoted by fLM.

In the first set of experiments, random synthetic tensors were generated from 3 collinear
factor matrices of sizeI × R whereI = 100 andR = 5, 10, 20, 30, 40, 60 andν = 0.5. From
each noise-free CP tensorY composed fromA(n) ∈ RI×R, twenty noisy tensorŝY of 30 dB
SNR were generated. There are in total 200 rank-R tensorŝY. MedSAE for each component
was deduced from 200 runs for each test case.

Both algorithms were initialized by the same factors which were the mode-n singular
vectors of the data tensor [7]. Algorithms stop when 10 differences of successive relative er-

rorsε =
‖Y − Ŷ‖F
‖Y‖F

were lower than 10−8, or until the maximum number of iterations (1000)

was achieved. Execution time for each algorithm was measured using the stopwatch com-
mand: “tic” “toc” of MATLAB release 2009a on a computer whichhad 2 quadcore 3.33 GHz
processors and 64 GB memory. Tucker compression was not usedin the simulations. The
dGN in [28] was adapted to follow the same stopping criteria and the same computational
time measurements, while its other parameters were set to default values.

Fig. 6.1(a) visualizes the overall execution times in seconds and the average execution
times per iteration for both algorithms. The speed-up ratios for the overall decomposition
between dGN and fLM were approximately 6.4, 14.6, 35.1, 16.7, 7.8 and 2.8 times forR= 5,
10, 20, 30, 40, 60 respectively, while the speed-up ratios per iteration were respectively 5.6,
14.7, 20,7, 11.3, 6.5 and 2.7. We note that the numbers of iterations of dGN and fLM were
slightly different because of differences between them in controlling the damping parameters.
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Fig. 6.1. Comparison between the dGN (green lines) and fLM (magenta lines) algorithms for factorization of
100× 100× 100dimensional tensors composed by collinear factors for various R at SNR= 30 dB: (a) the overall
execution times in second (dashed lines) and the average execution times per iteration (solid lines); (b) the average
MedSAE values (dB) of the first componentsa(n)

1 (square marker) and of other componentsa(n)
r (triangular marker),

r = 2, . . . ,R, n= 1, 2, 3.

In Fig. 6.1(b), we illustrate the average MedSAE values of dGN [28] and fLM. The mean
MedSAEs for the first componentsa(n)

1 , n = 1, . . . ,N were calculated overN MedSAE(α(n)2
1 );

whereas the mean MedSAEs for the other componentsa(n)
r , r = 2, 3, . . . ,R, n = 1, . . . ,N

were calculated over (N × (R− 1)) MedSAE(α(n)2
r≥2). Fig 6.1(b) shows that the average values

of MedSAE(α(n)2
r ), r ≥ 2,∀n, asymptotically attained the CRIB. It means that both dGN and

fLM well reconstructed componentsa(n)
r , r = 2, . . . ,R, ∀n even forR = 60. To be accurate,

CRIB is a theoretical lower bound on the mean of the square angular error, not on the median.
In these simulations, the median and mean SAEs appeared to benearly identical so that only
the former one is shown.

For the first componentsa(n)
1 , performances of dGN and fLM were equivalent in the sense

of collinearity reconstruction for smallR= 5, 10. ForR= 20, 30, fLM still reconstructed the
first components. Note that although MedSAEs were different, the relative approximation
errorsε of two algorithms were almost the same but they were not presented here. The
difference in component reconstruction was caused by implementation of the control strategy
for damping parameter. ForR≥ 40, the average MedSAEs of the two algorithms were much
worse than the CRIB, and they were not able to reconstruct thefirst components. Indeed, we
cannot recover the first components due to noise for highR.

In order to analyze complexity of the two algorithms for higher ranksR→ I , we decom-
posed tensors of the same dimensions whose entries were randomly generated. The rankR
varied from 5 toI = 100. The amount of allocated memory and average execution time per
iteration were measured on the computer (PC1) in the previous simulations and on a com-
puter (PC2) which had 2.67 GHz i7 CPU and 4 GB of memory. The results were summarized
in Fig. 6.2. For high rankR ≥ 50, dGN required more than 4 GB of memory and could
consume 20 GB of memory forR = 100 whereas fLM need less than 4 GB of memory. On
PC1 which had 64 GB of memory, fLM was slightly more time consuming for R ≥ 90 than
dGN because the advantage of the fast inversion in (4.6) was lost. However, dGN became
dramatically time consuming on PC2 whenR≥ 40.
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Fig. 6.2. Memory requirements and execution time per iteration of dGNand fLM in approximation of100×
100× 100dimensional tensors by rank-R tensors where R= 5, 10, 20, . . . , 100.

6.2. Factorization of higher-order real-valued tensors.The proposed algorithms have
been extensively verified and compared with the ALS algorithm plus line seach in the N-way
toolbox [2], for 4-D tensors of sizeIn = 50, various ranksR = 5, 10, 15, and with differ-
ent collinearity degreeν = 0.1, 0.3, 0.5, 0.7,0.9. The 4-D tensors were corrupted by additive
Gaussian noise at SNR= 40 dB. For each pair (ν, R) MedSAE was computed from 400
runs. Execution times (seconds) were measured on a computerthat had 6-core i7 3.33 GHz
processor and 24 GB memory.

Algorithms were analyzed under the same experimental conditions as in the previous
simulations. They iterated until successive relative errors ε were lower than 10−12, or the
maximum number of iterations (5000) was achieved. The ALS algorithm plus line seach
(ALSls) was adapted to have the same stopping criteria.

At SNR= 40 dB and ranksR= 5, 10, 15, CRIBs are relatively high (> 40 dB) for mostν
(see Fig. 6.3(d)). Hence, CPD algorithms easily estimated collinear factors and obtained high
MedSAE comparable to the CRIB. Fig. 6.3(d) shows that MedSAEs of ALSls and fLM were
almost similar and approached CRIB except those forR= 15 andν = 0.1. It should be noted
that factorization became more difficult in the case of higher rankR and lowerν. Execution
times of algorithms for differentR andν are illustrated in Figs. 6.3(a)-6.3(c). The results
indicate that the higher the collinearity degree (i.e., smaller ν) the more time-consuming the
algorithms. For example, ALSls on average ran 2083 iterations in 957 seconds to factorize
4-D noisy tensors whenR = 10 andν = 0.1. However, when keeping the tensor size and
rankR and changingν = 0.9, this algorithm ran 34 iterations in 14 seconds. For the same
tensors withν = 0.1, fLM took only 48.6 seconds on average to execute 384 iterations, and
took 6 seconds for 21 iterations withν = 0.9. That means fLM was 21 times faster than ALS
with ν = 0.1. For 4-D tensors ofR = 15 and withν = 0.1, ALSls ran 4225 iterations in
2255 seconds on average, while fLM took only 103 seconds to execute 494 iterations. Hence,
fLM was 24.7 times faster than ALSls for the difficult test case. More execution times and
speed ratios are given in Table 6.1. Speed ratio between ALSls and fLM was high for highly
collinear data (e.g.,ν = 0, 1). For example, fLM was at least 17.1 times and up to 24.8
times faster than ALSls for collinear data withν = 0.1. For lower collinearity degree, ALSls
quickly factorized the tensor after few iterations. Although the speed ratio decreased, fLM
was still approximately 3 times faster than ALSls.
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(a) 4-D tensors,A(n) ∈ R50×5, SNR= 40 dB.
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(b) 4-D tensors,A(n) ∈ R50×10, SNR= 40 dB.
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(c) 4-D tensors,A(n) ∈ R50×15, SNR= 40 dB.
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Fig. 6.3. Comparison between ALSls and fLM for factorizations of 4-D tensors of size50× 50× 50× 50 at
SNR= 40 dB. (a)-(c) execution times (seconds) were measured whenalgorithms factorized tensors of various ranks
R= 5, 10, 15. (d) the average MedSAE (dB) for all components compared with CRIB.

6.3. Factorization of complex-valued tensors.In the next set of simulations, we con-
sidered factorization of complex-valued tensors. FactorsA(n) ∈ C70×R were generated in the
same manner as for experiments in the previous section. However, they had random real
and imaginary parts. In addition to collinearity degreesν = 0.1, 0.2, . . . , 0.5, we considered
ν = 3, 4, 5. We note that although collinearity of factors is low for highν = 3, 4, 5 (θ1,r > 71o),
the tensors are still difficult to factorize.

We compared fLM with ALS plus line search (ALSls). Algorithms stopped when differ-
ences between successive relative errors were lower than 10−8, or the maximum number of
iterations (2000) was achieved. In Figs. 6.4(a)-(b), we illustrate the average MedSAE of all
factors for 70× 70× 70× 70 dimensional tensors with ranksR = 5 and 15 over 200 runs.
ALSls achieved good performance withν = 0.2, and excellent MedSAE withν = 0.3, 0.4
and 0.5. However, for high collinearity degreeν = 4 and 5, ALSls did not obtain perfect
reconstruction. The fLM algorithm outperformed ALSls for all test cases. Figs. 6.4(c)-(d)
indicate that the number of iterations of ALSls tended to decrease gradually asν increased
from 0.1 to 5. Forν = 3, 4, 5, ALSls stopped after tens of iterations because there was not
any significant change in the relative error. Figs. 6.4(c)-(d) also reveal that fLM required less
iterations for higherν. Difference in magnitude between components did not affect fLM.
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Table 6.1
Comparison of average execution times (seconds) between fLM and ALSls for factorizations of 4-D and 5-D

tensors of size In = 50 at SNR= 40 dB composed by collinear factors with variousν = 0.1,0.3, 0.5, 0.9 and for
various R. For each pair (N, Im,R, ν), speed-up ratio and execution times are given as indicatedin the subtable at
the bottom.

Tensor’s size Collinear degreeν
(N-D, Im × R) 0.1 0.3 0.5 0.7 0.9

4-D, 50× 5
347 65 28 15 11

17.1
20

11.1
6

6
4.4

3.9
3.9

2.8
3.8

4-D, 50× 10
957 90 34 40 11

21.2
49

9.6
9

4.9
7

6
6

2.5
6

4-D, 50× 15
2,201 263 48 29 29

24.8
99

15.4
16

4.2
11

3
10

2.9
9

5-D, 50× 5
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(d) 4-D tensors,A(n) ∈ C70×15.

Fig. 6.4. Illustration for MSAE for factorization of 4-D complex-valued tensors with size In = 70 and ranks
R= 5, 15. Algorithms stopped as they reached a derivative of successive relative errors of10−8 or 2000 iterations.

7. Conclusions. Simulations for real- and complex-valued tensors confirmedthe fLM
algorithm was faster than dGN and ALS, and outperformed ALS in the sense of approxima-
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tion accuracy (MedSAE) for difficult test cases. Moreover, MedSAE of fLM was comparable
to CRIB for most test cases even for noisy tensors. For the collinearity modification used in
the simulations, we also show that for the same tensor size and collinearity degree, the higher
rankR the data tensor has, the more difficult the factorization is to retrieve the factor. For the
same sizeIn, rankR, and collinearity degree, the higher the dimensions of the data tensor, the
higher the performance of factorization can be achieved.

Most CP algorithms incorporated with line-search techniques work well for general data,
but often fail for highly collinear data with bottlenecks orswamps. The dGN/LM algorithms
[20, 29] can deal with such data, but demand extreme computational cost associated with
large-scale inverse of approximate Hessians. In this paper, by employing the special structure
of the approximate Hessian, a fast inverse for the approximate Hessian has been derived, and
low complexity damped Gauss Newton algorithms have been proposed for factorization of
low rank real- and complex-valued tensors. The proposed algorithm avoids building up the
whole approximate Hessian and its inverse by working with much smaller matrices of size
NR2 × NR2 instead of(RT× RT). Extensive experiments for tensor factorizations showed
that our algorithms outperformed “state-of-the-art” algorithms for difficult benchmarks for
both real and complex-valued tensors. The proposed dGN/LM algorithms can be extended to
the nonnegative CPD in which factors are nonnegative matrices. Moreover, our algorithms
can be simplified to estimate only one factor for supersymmetric tensor factorization which
can be found in multiway clustering, or to the INDSCAL decomposition [5,15].
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helped improving the manuscript.

Appendix A. Commutation Matrices. A commutation matrixQn expresses connection
between vectorizations of tensor unfoldings, and often exists in construction of the Jacobian
J and the approximate HessianH in dGN algorithms for CP and Tucker decompositions [22].

LemmaA.1. (mode-n to mode-1unfolding) Commutation matrixQn which mapsvec
(
A(1)

)
=

vec(A) = Qn vec
(
A(n)

)
is given byQn = I In+1:N ⊗ PI1:n−1,In, with Ii: j =

∏ j
k=i Ik.

Appendix B. Proof of Theorem 4.2.
In order to prove Theorem 4.2, we seek explicit expressions for the Jacobian and the

approximate Hessian in the next section.
Lemma B.1. The Jacobian matrixJ has a form of [20,31]

J =
[
Qn

((
⊙
k,n

A(k)

)
⊗ I In

)]N

n=1

. (B.1)

We express the approximate HessianH as anN × N block matrixH =
[
H(n,m)

]
n,m

, H(n,m)

of sizeRIn × RIm.
Theorem B.2. (see also [20,29]) A submatrixH(n,m) has an explicit expression given by

H(n,m) = δn,m
(
Γ(n) ⊗ I In

)
+

(
IR ⊗ A(n)

)
K (n,m)

(
IR ⊗ A(m) T

)
, ∀n,∀m. (B.2)

By establishing expressions for submatricesH(n,m), we can prove Theorem 4.2.
Proof. (Theorem 4.2) From (B.2), we construct a sparse matrixG consisting all block

matricesH(n) n = 1, 2, . . . ,N, that is

G = blkdiag
(
H(n)

)N

n=1
= blkdiag

(
Γ(n) ⊗ I In

)N

n=1
. (B.3)
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From Theorem B.2, and by using the product of block matrices,it is straightforward to
decomposeH −G into three matrices defined in Theorem 4.2 as

H −G = Z K Z T . (B.4)

Appendix C. Proof of Theorem 4.3.
Proof. The damped approximate HessianHµ = G + µIRT + ZKZ T is adjusted from

Gµ = G + µIRT by a low-rank matrixZKZ T . Hence, its inverse can be quickly computed by
applying the binomial inverse theorem (see page 18 [13])

H−1
µ =


G−1
µ −G−1

µ Z
(
K−1 + ZTG−1

µ Z
)−1

ZT G−1
µ , if K is invertible,

G−1
µ −G−1

µ Z K
(
I NR2 + ZTG−1

µ ZK
)−1

ZT G−1
µ , otherwise.

(C.1)

Denote bỹGµ inverse of the block diagonal matrixGµ which is also a block diagonal matrix

G̃µ =
(
blkdiag

((
Γ(n) + µ IR

)
⊗ I In

)N

n=1

)−1
= blkdiag

(
Γ̃

(n)
µ ⊗ I In

)N

n=1
.

Similarly, we denoteLµ = G−1
µ Z andΨµ = ZT G−1

µ Z. From (4.11) and by taking into ac-

count
(
Γ̃

(n)
µ ⊗ I In

) (
IR ⊗ A(n)

)
= Γ̃

(n)
µ ⊗ A(n), we have

Lµ = G−1
µ Z = blkdiag

(
Γ̃

(n)
µ ⊗ I In

)N

n=1
blkdiag

(
IR ⊗ A(n)

)N

n=1

= blkdiag

(
Γ̃

(n)
µ ⊗ A(n)

)N

n=1
.

Ψµ = blkdiag

(
Γ̃

(n)
µ ⊗ C(n)

)N

n=1
. (C.2)

Finally, we defineB as in (4.6), and easily deduce (4.12) from (C.1).

Appendix D. Proof of Lemma 4.5.
Proof. From (B.1), (4.13), and note that vec(E) = Qn vec

(
E(n)

)
, whereQn is defined in

Lemma A.1, the product̃Gµ g can be expressed in a block form as

(
G̃µ JT vec(E)

)T
=

[
vec(E)T Qn

(((
⊙
k,n

A(k)

)
Γ̃

(n)
µ

)
⊗ I In

)]N

n=1

=

vec

(
E(n)

(
⊙
k,n

A(k)

)
Γ̃

(n)
µ

)T
N

n=1

=

vec

Y(n)

(
⊙
k,n

A(k)

)
Γ̃

(n)
µ − A(n)

(
⊙
k,n

A(k)

)T (
⊙
k,n

A(k)

)
Γ̃

(n)
µ


T

N

n=1

=

[
vec

(
A(n)
µ − A(n) Γ(n) Γ̃

(n)
µ

)T
]N

n=1

. (D.1)

Similarly, a convenient formula to computeLT
µ g is given by

wµ = LT
µJ

T vec(E) =

[
vec

(
A(n) T

(
A(n)
µ − A(n) Γ(n) Γ̃

(n)
µ

))T
]N

n=1

T

= vec

([
A(n) TA(n)

µ − Γ Γ̃
(n)
µ

]N

n=1

)
. (D.2)
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Finally, for each frontal sliceFn of the tensorF ∈ RR×R×N whose vec(F) = Bµwµ, we have
(
Γ̃

(n)
µ ⊗ A(n)

)
vec(Fn) = vec

(
A(n) Fn Γ̃

(n)
µ

)
. (D.3)

From (4.14), we obtain (4.21). Each product inside (D.3) hasa complexity ofO
(
In R2 + R3

)
.

Hence,Lµ f in (4.21) has a complexity ofO
(
TR2 + NR3

)
≈ O

(
TR2

)
which is lower than

O
(
TR3

)
by a factorR for building upLµ and direct computationLµ f . Furthermore, this fast

computation does not use any significant temporary extra-storage.

Appendix E. Inverse of The Kernel Matrix K.
Theorem E.1. Inverse ofK defined in (4.2) is a partitioned matrix̃K = K−1 whose blocks

K̃ (n,m), for n = 1, . . . ,N,m= 1, . . . ,N are given by

K̃ (n,m) =

(
1

N − 1
− δn,m

)
diag

(
vec

(
C(n)
⊛ C(m) ⊘ Γ

))
PR. (E.1)

Appendix F. Effects of noise on collinear data.
This section discusses briefly effects of noise on factorization of collinear tensor gener-

ated by the modification (6.1). Consider matrix factorization of the mode-n tensor unfolding

Y(n) = A(n)

(
⊙
k,n

A(k)

)T

+ E(n). (F.1)

Analysis of singular values ofY(n) or eigenvalues ofY(n) YT
(n) allow predicting whether fac-

torization succeeds in retrieving collinear factors from noisy tensors. This also gives insight
into when CP algorithms are not stable, and yield non-uniquesolution.

The modification (6.1) can be expressed asA(n) = U(n) Q, whereQ =
[

1 1T
R−1

0R−1 ν IR−1

]
∈

R
R×R. In theory, for noisy tensorsY with In = I ,∀n, we have

Y(n) YT
(n) = A(n) Γ(n) A(n) T + E(n) ET

(n) = U(n) ΣU(n) T + σ2 I N−1 I In . (F.2)

whereΣ = Q
(
QT Q

)•[N−1]
QT , [A]•[p] denotes element-wise power, and

σ2 =
‖Y‖2F

10SNR/10 I N
=

R2 + (R− 1) xy− 1
10SNR/10 I N

, x = 1+ ν2, y = xN−1. (F.3)

It is straightforward to prove thatΣ =


R2 + (R− 1) (y− 1) ν (R+ y− 1)1T

R−1

ν (R+ y− 1)1R−1 (x− 1)
(
1R−1 1T

R−1 + (y− 1)IR−1

)


has (R− 2) identical eigenvaluesλr = (x − 1)(y − 1), r = 2, . . . ,R− 1, and its largest and
smallest eigenvaluesλ1 > λr > λR are solutions of a quadratic equation

λ1 + λR = xy+ (R− 2) (R+ x+ y) + 3, (F.4)

λ1 λR = (x− 1)(y− 1) = λr , 2 ≤ r ≤ R− 1 . (F.5)

Fig. F.1(a) illustratesλr (r = 1, . . . ,R) for 3-D noiseless tensors withI = 100 andR= 15
compared with the noise levelsσ2 I N−1 at SNR= 20 dB and 30 dB. The higher the collinearity
degree of factor, the smaller the eigenvaluesλr . If eigenvaluesλr are considerably lower than
the noise levelσ2 I N−1, the factorization becomes infeasible, e.g., asν ≤ 0.1.

BecauseU(n) are orthonormal,Y(n) YT
(n) hasR leading eigenvalues̃λr = λr +σ

2I (N−1), r =

1, . . . ,R, and (I − R) eigenvalues̃λi = σ
2I (N−1), i = R + 1, . . . , I . In Fig. F.1(b), we plot

eigenvalues̃λi for noisy tensors having the same dimension as that of tensors illustrated in
Fig. F.1(a). The largest eigenvalueλ̃1 significantly exceeds the noise levels, whereasλ̃R is
quite close to the noise level at SNR= 20 dB forν ≤ 0.3, or at SNR= 30 dB forν ≤ 0.1.
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Fig. F.1.Analysis of eigenvalues ofY(n) YT
(n) for 3-D tensors of size In = 100and rank R= 15. R leading eigen-

valuesλr for noiseless tensors and̃λr (r = 1, . . . ,R) for noisy tensors are compared with noise levels (green shading)
at SNR= 20 dB and 30 dB. The more the eigenvalues are in the noise zone,the more difficult the factorization of
noisy tensors to retrieve collinear factors become.
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