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Abstract. In this paper we present a computational study of the stability of time dependent
dual problems for compressible flow at high Reynolds numbers in 2D. The dual problem measures
the sensitivity of an output functional with respect to numerical errors, and is a key part of goal
oriented a posteriori error estimation. Our investigation shows that the dual problem associated
with the computation of the drag force for the compressible Euler/Navier-Stokes equations, which
are approximated numerically using different temporal discretization and stabilization techniques, is
unstable and exhibit blowup for several Mach regimes considered in this paper.
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1. Introduction. Fluid flow at various Reynolds numbers (Re) and Mach num-
bers (M) is described by the Navier-Stokes equations (NSE). The dual (adjoint) NSE,
linearized at primal solutions to NSE, can be used to characterize the effect of local
errors on output functionals of the solution of interest for particular approximations,
e.g. drag and lift of an aircraft, and the stability of the dual equations is a necessary
part of goal oriented a posteriori error estimation. Over the last 15 years adaptive
finite element methods based on a posteriori error estimation have been developed
for a number of applications, see e.g. [8, 5, 10, 31, 30], including time dependent
simulations of fluid flow described by NSE, see e.g. [2, 29, 18, 19]. Many problems
have been resolved, and impressive results have been presented in terms of accuracy
and efficiency. Even so, for time dependent flow problems several challenges remain,
including reliable approximation of the dual NSE with respect to computational and
linearization errors.

In particular, for high Reynolds numbers in 2D, blowup in the dual problem
has been observed by Barth [3] in the sense that solutions to the dual NSE increase
rapidly as the Reynolds number is increased. For stationary problems in 2D, no
such blowup of dual solutions has been reported to the knowledge of the authors,
see e.g. [13, 14, 25, 6]. One question is then if: (i) such blowup is a result of an
inadequate numerical method used to discretize the continuous dual NSE, or (ii) if it
is a consequence of an unstable continuous dual problem, possibly due to an unstable
underlying primal solution. In the case (i), blowup in the dual NSE and thereby also
the a posteriori error estimates is misleading, whereas in the case (ii) it may be an
indication of an incomputable output functional for the problem at hand. On the
other hand, (ii) may also be connected to a linearization error from approximation
of the primal problem in the computation of the dual problem, and thus again be
misleading with respect to error estimation.
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The Euler equations (EE) correspond to NSE without the viscous terms, and
without a viscous boundary layer, as an approximation of high Reynolds number Re
flow, say Re ≥ 104. In this paper we study the stability of the dual NSE and the dual
EE associated with the computation of the drag force as a target functional for flow
past a circular cylinder in 2D for various Mach numbers. We observe that for some
Mach numbers, beyond a certain mesh resolution, numerical approximations to the
dual problem become increasingly unstable as the mesh is refined, to eventually lead to
blowup in time where the dual solution no longer can be advanced in time. The blowup
is localized to spatial regions that correspond to certain flow features in the primal
solution, at which the dual problem is linearized. For the inviscid EE the instabilities
appear to be associated with separation, near attached shocks. Similarly, for NSE
with no slip boundary conditions, separation from the boundary layer appears to be
the source of instability. When blowup is detected in the dual solution, the underlying
primal flow also shows strong vorticity production near separation.

To the knowledge of the authors, no such blowup of the dual problem have been
reported in the literature for computed solutions in 3D. In fact, we have carried
out a number of simulations in 3D for time dependent problems, including turbulent
flow, where no blowup has been observed, see e.g. [20, 17, 18, 19]. For compressible
flow, our computations have been limited to moderately fine meshes [28], but for
incompressible flow, simulations with millions of mesh points have shown no blowup
in the dual solution [32, 23]. On the other hand, trying to solve the dual problem
linearized at a manufactured unstable solution leads to blowup also for incompressible
flow in 3D, see e.g. [21] (Section 19.5).

Fluid flow past a circular cylinder is one of the most well studied problems in fluid
mechanics, and serves as a model problem for a number of important applications.
High Mach number inviscid compressible flow develops discontinuities, such as shocks
where kinetic energy is dissipated. As the Mach number decreases the flow becomes
less compressible, and eventually the discontinuities disappear. Experimentally, high
Reynolds number flow at low Mach numbers past a cylinder is characterized by the
development of a turbulent wake dissipating kinetic energy through vortex stretch-
ing, where the stretched vortices are made thinner to eventually dissipate into heat
when the length scale approaches the Kolmogorov microscale. Turbulence with vortex
stretching is a 3D effect, which cannot be modeled by the 2D equations. It is one
important difference between 2D and 3D flows. Vortex stretching is the basic mecha-
nism of turbulent flow to transfer energy from large to small scales, to eventually be
dissipated at the small viscous scales. In 2D, turbulent dissipation in this form is not
possible. For high Re, the only dissipative mechanism in 2D is energy loss in shocks.
For low Mach numbers, dissipation in shocks is low, whereas for high Mach numbers
it can be significant.

In our computational experiments we observe that the formation of very sharp gra-
dients and high vorticity production, in boundary layers or near (numerically smeared)
discontinuities, is correlated with blowup in the dual problem. In physical experi-
ments, this class of 2D flows are rarely found, instead 3D features develop, likely as a
reaction to instabilities [33]. The contribution of this paper is a computational study
that can lead to new insights into the stability of the dual NSE, limitations in the a
posteriori error estimation framework that relies on the computational approximation
of dual problems, the computability of compressible flow in 2D, and possibly also of
the limitations of 2D flow models. In particular, some key differences to 3D flow are
highlighted.
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In future work we will follow up this study for more problems, to get a better
understanding of the stability of the dual equations, including their dependency on
various flow parameters. We will also perform similar studies of compressible flow in
3D for very fine meshes, to investigate possible blowup beyond the mesh resolutions
currently available.

This paper is organized in the following way: in Section 2 we introduce the Navier-
Stokes and the Euler equations, and in Section 3 we discuss vorticity and differences
in 2D and 3D. In Section 4 we describe an adaptive finite element method including
a posteriori error estimation with a dual problem. We use this adaptive method for
numerical experiments presented in Section 5, where the stability of the dual problem
for flow past a circular cylinder is studied for different Mach numbers. We conclude
with a summary of our findings in Section 6.

2. The basic equations. Let Ω be a fixed (open) domain in R
d, d = 2, 3, with

boundary Γ and let I = [0, t̂] be a time interval with initial time 0 and final time t̂,
and set Q = Ω × I. We seek density ρ, momentum m = ρu and total energy E,
with velocity u = ui = (u1, · · · ,ud), for (x, t) ∈ Q, with x = xi = (x1, · · · ,xd).
The compressible Navier-Stokes equation without source terms for a perfect gas with
appropriate boundary conditions read: find û = (ρ,m, E) such that

∂tû+∇ · f(û)−∇ · fvisc(û) = 0 in Q,

û(·, 0) = û0 in Ω,
(2.1)

where ∂tû = ∂û
∂t

, and the fluxes are defined as

f(û) =







ρu

m⊗ u+ pI

(E + p)u






, fvisc(û) =







0

2µε(u) + λ(∇ · u)I

(2µε(u) + λ(∇ · u)) · u+ κ∇T






, (2.2)

with û0 = û0(x) given initial data, and where I is the identity matrix in R
d, ⊗ denotes

the tensor product. The pressure p is defined from the state equation of a perfect gas:

p = (γ − 1)ρT, T =

(

E

ρ
−

1

2
|u|2

)

, (2.3)

where (γ − 1) is the adiabatic gas constant, T is a temperature and |u|2 =
∑

i u
2
i ,

ε(u) =
1

2
(∇u+∇uT )

is the strain rate tensor and κ ≥ 0 the thermal conduction parameter. The viscosity
parameters are assumed to satisfy the conditions µ > 0, λ + 2µ > 0. We define the
speed of sound as

c =

√

pγ

ρ
.

For high Reynolds numbers the flow can be modeled by the compressible Euler
equations: find û = (ρ,m, E) such that

∂tû+∇ · f(û) = 0 in Q,

û(·, 0) = û0 in Ω.
(2.4)
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3. Vorticity. For the present discussion we focus on the Euler equations, for
simplicity, as a model for high Re number flow, which we can write as:

∂tρ+∇ · (uρ) = 0 in Q, (3.1)

∂tm+∇ · (m⊗ u) +∇p = 0 in Q, (3.2)

∂tE +∇ · (uE + up) = 0 in Q. (3.3)

Mass conservation (3.1) gives that we can write the momentum equation (3.2) as:

∂tu+ (u · ∇)u+ ρ−1∇p = 0. (3.4)

Assuming that the solution to (3.4) is differentiable, we can derive an equation
for the vorticity ω = ∇×u, in the form of a linear convection-reaction system, which
takes p, ρ and u as coefficients:

∂tω + (u · ∇)ω − (ω · ∇)u+ ω(∇ · u) =
1

ρ2
∇ρ×∇p. (3.5)

Here the vortex stretching term (ω · ∇)u corresponds to the basic mechanism in
turbulence that transfers energy from large to small scales, to eventually dissipate as
heat at the smallest scales. We also note the baroclinic vector 1

ρ2∇ρ×∇p, which acts
as a source of vorticity in areas where the gradients of density and pressure are not
aligned.

For incompressible flow with constant density, the baroclinic vector is zero and
the vorticity equation reduces to:

∂tω + (u · ∇)ω − (ω · ∇)u = 0. (3.6)

Thus for incompressible flow, the only source of vorticity is the boundary conditions.
No slip boundary conditions can generate vorticity in the resulting boundary layer,
whereas slip boundary conditions create no vorticity. On the other hand, the vortex
stretching term can lead to high local growth of vorticity from small perturbations,
see [22].

In 2D, the vorticity equation takes the form:

∂tω + (u · ∇)ω + ω(∇ · u) =
1

ρ2
∇ρ×∇p. (3.7)

Vorticity in 2D is a scalar, and there is no vortex stretching term. In particular, no
turbulent dissipation by vortex stretching is thus possible for high Re flow in 2D.

4. Adaptive finite element method. We now recall an adaptive finite ele-
ment method for the time dependent compressible Euler/Navier-Stokes equations,
developed in [28, 27, 29]. We highlight the role of the dual problem for a posteriori
error estimation, and we present an adaptive algorithm which we use in our compu-
tational study.

4.1. Discretization of the primal problem. Let 0 = t0 < t1 < ... < tN = t̂,
be a sequence of discrete time steps with associated time intervals In = (tn−1, tn] of
length ∆tn = tn − tn−1, and let Wh ⊂ H1(Ω) be a finite element space consisting of
continuous piecewise linear functions on a fixed mesh Th = {K} of mesh size hK < 1,
with triangular elements K. We first discretize the equations in space by a finite
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element method, and we then solve the resulting system in time with a 3rd order
explicit Runge-Kutta method.

The finite element approximation of the compressible Euler equations (2.4) reads:
find ûh = ûh(t) ≡ (ρh(t),mh(t), Eh(t)) with ûh(t) ∈ Xh ≡ Wh × W d

h × Wh, such
that

(∂tûh, v̂h) + (∇ · f(ûh), v̂h) + (fh,visc(ûh),∇v̂h) = 0, (4.1)

for all test functions v̂h = (vρh, v
m

h , veh) ∈ Xh, where

(v,w) =
∑

K∈Th

∫

K

v ·w dx.

The resulting system of ordinary differential equations (ODE) is solved by the
Runge-Kutta method RK3. We denote by ûn the solution at the discrete time steps
tn, that is ûn ≡ ûh(tn).

We define un, pn and Tn to be finite element functions in W d
h , Wh and Wh,

respectively, defined by their nodal values at time t = tn:

un(N i) = mn(N i)/ρn(N i),

pn(N i) = (γ − 1)ρn(N i)Tn(N i),

Tn(N i) = En(N i)/ρn(N i)− |un(N i)|
2/2

(4.2)

for all nodes N i in the mesh Th.
The method is stabilized by adding entropy viscosity, described in [12], where the

viscous fluxes at t = tn are approximated as:

fh,visc(ûh) =







νn∇ρn

µnε(un)

µnε(un) · un + κn∇Tn






. (4.3)

The entropy functional is defined as

Sn(pn, ρn) =
ρn

γ − 1
log

(

pn
ργn

)

.

Let ∆t be a constant time-step and Sn, Sn−1, Sn−2 be the value of the entropy func-
tional at times tn, tn−1, tn−2 respectively. Then, at each time step the entropy residual
is computed for each mesh cell K in Th and is then used for computation of the arti-
ficial viscosity:

R(Sn) :=
1

2∆t
(3Sn − 4Sn−1 + Sn−2) +∇ · (unSn), (4.4)

µE |K := cE ‖ρn‖∞,Kh2
K‖R(Sn)‖∞,K . (4.5)

The maximum artificial viscosity, µmax, is determined as follows:

µmax|K = cmaxhK‖ρn‖∞,K‖|un|+ cn‖∞,K , (4.6)

with cn the speed of sound. Finally we set:

µn|K = max [min(µmax|K , µE |K), µphys] ,

κn|K =
P

γ − 1
µn|K , νn|K =

Pρ

‖ρn‖∞,K

µn|K ,
(4.7)

where P ∈ [0, 1

4
] and Pρ ∈ [0, 1

10
], cE = 1 and cmax ∈ [0.1, 0.5] according to [11, 12].

And µphys is a physical viscosity coefficient which is zero for the inviscid computations.
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4.2. Dual problem. We introduce the following dual problem, see [27]: Find
Φ = (φρ, φm, φE) such that

−∂tΦ− f ′(ûh)
T∇Φ = ΨQ in Q,

(n · f ′(ûh))
TΦ = ΨΓ on Γ× I,

Φ(·, t̂) = 0 in Ω,

(4.8)

where φρ is dual density, φm dual momentum and φE dual energy, f ′(ûh)
T is the

transpose of the Jacobian matrix f ′(ûh), and Ψ ≡ {ΨQ,ΨΓ} are source terms with
ΨQ ∈ L2

(

I;L2(Ω)× [L2(Ω)]
d × L2(Ω)

)

and ΨΓ ∈ L2

(

I;L2(Γ)× [L2(Γ)]
d × L2(Γ)

)

,
which define a linear target functional by

M(û) =

∫

Q

û ·ΨQ dx dt+

∫

I

∫

Γ

û ·ΨΓ dS dt. (4.9)

The expression n · f ′(ûh) is referred to as the normal flux Jacobian. Boundary
conditions for the dual problem are chosen based on the target functional and the
boundary conditions of the primal equation.

4.3. The finite element discretization of the dual problem. Since we
cannot solve the continuous problem (4.8) analytically, we replace Φ by a finite element
approximation. Assuming homogeneous Dirichlet boundary conditions, for simplicity,
we discretize the dual problem (4.8) in space by piecewise linear continuous finite
elements, where we seek a function Φh = Φh(t) = (φρh

, φmh
, φEh

) ∈ Xh ≡ Wh ×
W d

h ×Wh, such that
(

−∂tΦh − f ′(ûh)
T∇Φh, v̂h

)

+ (fvisc(Φh),∇v̂h) = (ΨQ, v̂h), (4.10)

for all test functions v̂h = (v
φρ

h ,vφm

h ,vφE

h ) ∈ Xh. The ODE system (4.10) is solved
by time stepping to get approximations Φn ≡ Φh(tn) for each discrete time tn.

The dual equations are stabilized at t = tn by adding artificial viscous fluxes:

fvisc(Φh) =







νn∇φρn

µn∇φmn

κn∇φEn






, (4.11)

with the stabilization parameters

µmax|K = cmaxhK‖|un|+ cn‖∞,K ,

νn|K = min
(

µmax, cE h2
K‖Rφρn

(Φn)‖∞,K/‖φρn
− φρn

‖∞,Ω

)

,

µn|K = min
(

µmax, cE h2
K‖Rφmn

(Φn)‖∞,K/‖φmn
− φ

mn
‖∞,Ω

)

,

κn|K = min
(

µmax, cE h2
K‖RφEn

(Φn)‖∞,K/‖φEn
− φEn

‖∞,Ω

)

,

(4.12)

where g = 1

|Ω|

∫

Ω
g is the average of the corresponding quantity, and the residuals at

time t = tn are defined as

(Rφρn
(Φn),Rφmn

(Φn),RφEn
(Φn)) = −(∂tΦn + f ′(ûn)

T∇Φn −ΨQ). (4.13)

The finite element discretization of the dual problem (4.10) involves the solution of the
discretized primal equations ûn, reconstructed in time by linear interpolation. The
transpose of the Jacobian in the above discretization (4.10) has the same characteristic
values (speeds) as that of the primal compressible Euler equations. Therefore we use
the same local wave speed as in (4.7) for the upper bound of the viscosity in the
stabilization (4.12).
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4.4. Time discretization. In the computational study we have tested different
methods for time discretization of the dual problem (4.10): the first order implicit
Euler method, the second order implicit Crank-Nicholson method, and explicit Runge-
Kutta methods of orders 1, 2, 3 and 4. For all these tests we use either first order
h-viscosity stabilization, or residual based viscosity defined in (4.12). We present
results of different temporal discretization later in Section 5.4.1. Before linearization
of the dual problem, we also performed tests where we averaged the primal solution
ûn by up to several levels of Clément interpolation [7, 1], to avoid blowup in the dual
solution triggered by small numerical oscillations in the primal solution. Regardless
of using different time-stepping techniques, stabilization and averaging, blowup in the
dual solution is observed for the same Mach numbers in the numerical tests.

For the primal and dual problems, the time-step is calculated from the local cell
diameter h and velocity un: at time step tn, the current time step is defined by

∆tn = CFL min
K∈Th

hK

‖|uh(tn)|+ ch(tn)‖∞,K

, (4.14)

for all elements K in the mesh Th The CFL number in the numerical examples of this
paper is typically chosen between 0.4 and 0.5.

4.5. Computation of drag coefficient. The drag coefficient for a body can
be computed from:

Cpd =
Fpd

1/2ρ∞|u∞|2A
, (4.15)

where Fpd = 1

|I|

∫

I

∫

Γbody
p(n · epd) dS dt is the mean drag force over the time interval

I, epd = (1, 0)T is a unit vector in the flow direction, Γbody is the surface of the body,
ρ∞ is the free stream density and u∞ is the free stream velocity of the fluid. A is a
reference area, in this paper the diameter of the cylinder. We consider high Reynolds
number compressible flows where pressure drag has the highest contribution to the
total drag force, and thus we here neglect the shear stress contribution to drag. In
this paper we use (4.15) to compute the drag coefficient of a 2D cylinder, although
we note that alternatively a volume formulation may be used [18, 24, 9].

4.6. A posteriori error estimation and adaptive algorithm. The following
a posteriori error estimate can be derived using standard techniques, see e.g. [15, 28,
16, 20]:

|M(û)−M(ûn)| ≤
∑

n

∑

K∈Tn

∫

In

ChhK |R(ûn)|K · |DΦ|K

+
∑

n

∑

K∈Tn

∫

In

|V is(ûn;πhΦ)K | dt+ h.o.t.

≡
∑

n,K

EK
n + h.o.t.

(4.16)

where M(û) is a target functional, V is(ûn;wh)K , for wh ∈ Xh, comes from the
artificial viscosity stabilization, R(ûn) = 1

2∆t
(3ûn − 4ûn−1 + ûn−2) + ∇ · f(ûn) is

the residual of the Euler equations (2.4), DΦ is a space-time derivative of the dual
solution Φ, Ch = 1/2 is an interpolation constant, and h.o.t. denotes higher order
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terms from the linearization. Furthermore, in practice the exact dual solution Φ is
replaced with its finite element approximation Φh.

The drag force, which is computed from the surface integral of the body, is chosen
as the target functional, so data for the dual problem is chosen as:

ΨQ = 0 in Q,

ΨΓ · (0,n, 0) =
1

|I|
(0, epd, 0)

T on Γbody × I,

ΨΓ · (0,n, 0) = 0 on Γwall × I,

ΨΓ = 0 on Γoutflow × I,

Φ(·, t̂) = 0 in Ω.

(4.17)

Due to the choice of boundary conditions for the primal variables at inflow nothing
is imposed for the dual variables. For detailed analysis of different target functional
and boundary conditions for the adjoint problem, see [15].

An estimate of the error in the drag coefficient Ēpd is obtained by normalization
of the error in the drag force:

Ēpd =

∑

n,K EK
n

1/2ρ∞|u∞|2A
. (4.18)

We can then formulate the following adaptive algorithm:

Algorithm 1. Given a tolerance TOL, start from an initial coarse mesh T 0
h ,

with k = 0:

1 Compute an approximate primal solution on the mesh T k
h ;

2 Compute an approximate dual solution on the same mesh T k
h ;

3 Compute the error indicator defined in (4.16), if
∑

n,K EK
n < TOL, then

STOP;

4 Refine a fixed fraction of cells in T k
h with largest error indicator to get a new

mesh T k+1

h ;

5 Set k = k + 1 and go to 1.

5. Computational study. In this section we present a computational study of
the stability of the dual problem for flow past a circular cylinder in 2D. We perform
the adaptive algorithm, with the source term in the dual problem corresponding to a
posteriori estimation of the error in pressure drag defined above.

For each Mach number we solve the forward problem until t = 6. Since we are
interested in fully developed solutions, we focus on the time interval [3, 6], and thus
starting from this final time we solve the dual problem backwards until t = 3.

At the end of each adaptive cycle 10% of the cells with the largest error contri-
bution are refined. The stability factor S =

∫

I

∑

K |DΦ|K dt, and the estimate of
the total error Ēpd are computed for every adaptive iteration. The total error Ēpd is
estimated as the product of local errors in the form of residuals, and stability weights
measuring local sensitivity through the solution to the dual problem, whereas the
stability factor S isolate the stability information, without multiplication with local
errors. In Figure 5.1, the total error indicators Ēpd and the stability factors S are
computed for different Mach numbers as the mesh is refined, up to the finest mesh
before blowup of the dual solution.
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Fig. 5.1. log 10 of number of nodes versus log 10 of the total error Ēpd, (above), and log 10
of number of nodes versus log 10 of the stability factor S, (below), for different Mach numbers and
boundary conditions.

5.1. Data and boundary conditions. The adaptive algorithm is performed
for different Mach number regimes: subsonic flow M∞ = 0.2, 0.4; transonic flow
M∞ = 0.6, 0.8; and supersonic flow M∞ = 1.4, 2.0, and the following dimensionless
variables are used: ρ∞ = γ = 1.4, p∞ = 1, c∞ = 1, u∞ = M∞. We consider a
2D domain: a box of size 1.251 × 0.787, with a circular cylinder of diameter 0.0254
located in the center of the box. The domain is uniformly triangulated by 6310 nodes
and 12144 elements.

The following parameters are used in the time-stepping and the artificial viscosity:
for the primal problem: CFL = 0.4, cE = 1, cmax = 0.25, Pρ = 0.2, P = 0.2; for the
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dual problem: CFL = 0.4, cE = 1 or 2, cmax = 0.1 or 0.2.
We have the following boundaries: inlet Γinlet, outlet Γoutlet, wall Γwall, and

cylinder surface Γbody. We impose slip boundary conditions (reflecting boundary
conditions) at the wall by requiring the normal component of the velocity to vanish,
so that no mass or other convective fluxes can penetrate the wall:

u · n = 0, on Γwall × I. (5.1)

The outward normal n is computed for each boundary node by taking a weighted
average of the surrounding facet normals. We impose the slip boundary condition in
strong form, that is, the boundary condition is applied after assembling the stiffness
matrix and the load vector, where a row in the linear algebra system corresponding
to a boundary node is replaced by a new row according to the boundary condition.
Following Löhner [26] we apply characteristic based boundary conditions at inlet Γinlet

and outlet Γoutlet. Characteristic variables of the one-dimensional Euler equations are
found locally in each boundary cell, which are then modified according to incoming
waves to approximate non-reflecting boundary conditions.

For subsonic flow, no-slip boundary conditions are imposed on the cylinder sur-
face, and we use a physical viscosity corresponding to a Reynolds number of Re ≈
20 000 based on the cylinder diameter.

To reduce the geometry error in the approximation of the cylinder surface, we
project the new nodes of the refinement to the exact boundary surface. See for
instance Figure 5.2, which shows the initial mesh and the final mesh for the subsonic
M∞ = 0.4 simulation.

Fig. 5.2. M∞ = 0.4; zoom of the initial mesh (left) and the mesh after 14th adaptive iterations
(right), with 32 105 nodes and 63 088 cells.

5.2. Subsonic flow. For low Mach numbers we have subsonic flow, which we
here model in two ways; either using the inviscid Euler equations with slip boundary
conditions, or the viscid Navier-Stokes equations with no slip boundary conditions.

5.2.1. The inviscid case. We first consider subsonic flow around a cylinder at
M∞ = 0.38, where we use the inviscid Euler equations and slip boundary conditions.
This problem has a stationary solution with zero drag coefficient, and is a standard
test case for numerical methods, see e.g. [4]. The pressure and Mach number are
symmetric across the cylinder.

Due to inaccuracy in the geometry representation of the cylinder boundary, nu-
merical noise develops which generate unphysical vorticity. Bassi and Rebay [4] show
that a highly accurate solution for DG methods can be obtained by using a high order
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representation of the geometry. In this paper we use a linear approximation of the
boundary, where we apply the slip boundary condition in strong form using a nodal
based normal of the boundary. For coarse meshes we observe instabilities and spuri-
ous vorticity behind the cylinder, see Figure 5.3. The error in the geometry decreases
when the mesh is adaptively refined. We obtain almost a symmetric shape for the
Mach isolines for the finest mesh. The error estimate Ēpd is converging to zero, and
the stability factor S has a moderate size, see Figure 5.1. We observe no blowup in
the dual solution as the mesh is refined.

Fig. 5.3. Inviscid subsonic flow, M∞ = 0.38. Isolines of Mach number starting from 0 and
increasing with step 0.038 are from 5th adaptive iteration with 11 791 nodes and 23 239 cells, (top
left), and 13th iteration, with 33 178 nodes and 65 622 cells, (top right), for t = 6. Isolines of
magnitude of the corresponding dual momentum are plotted in the row below, with |φm|∞ = 1.14
(left) and |φm|∞ = 2.23 (right), for t = 5.

5.2.2. The viscous case. We consider subsonic flow at M∞ = 0.2 and M∞ =
0.4, where we use a physical viscosity corresponding to a Reynolds number of about
20 000 and no slip boundary conditions on the cylinder surface. For the initial it-
erations of the adaptive algorithm we observe that the estimate of the total error
decreases, and the stability factors grow only moderately, see Figure 5.1. However,
already after the 6th iteration the stability factors increase rapidly, resulting in di-
vergence of the estimated error in drag. This is consistent with the computational
results in [3], that indicate blowup of the dual problem for subsonic flow at increasing
Reynolds numbers.

The vorticity and dual momentum are plotted in Figures 5.4 and 5.5. The top
rows shows the solution of the 10th and 9th adaptive iterations respectively, and the
lower row the solutions from one iteration before the blowup in the dual solution. In
both cases we see that the growth in magnitude of the dual solution, is correlated
with the sharpening of gradients and increase of vorticity in the primal solution as
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the mesh is refined.

Fig. 5.4. Viscous subsonic flow, M∞ = 0.2. The first row: 10th iterations, 20 752 nodes and
41 032 cells, |ω|∞ = 285.76, |φm|∞ = 26.74; The second row: 14th iterations, 33 406 nodes and
65 895 cells, |ω|∞ = 1 185.343, |φm|∞ = 11 764.07.

5.3. Transonic flow. For transonic flow with M∞ = 0.6 and M∞ = 0.8, we use
the inviscid Euler equations with slip boundary conditions on the cylinder surface.
The flow is characterized by trailing shock waves attached to the cylinder, where the
main contribution to the drag force is the resulting pressure jump.

Due to the similarity of the solutions at these two Mach numbers, we here present
plots only for M∞ = 0.8. Figure 5.6 shows the vorticity and dual momentum for two
adaptive iterations (the 6th and 11th iteration). The flow separates near the attached
shock waves, where also the magnitude of vorticity is the highest, and the wake is
rapidly oscillating. Similar to the viscous subsonic case, vorticity increases by mesh
refinement, and the dual solution shows blowup which originates from the same region
of the flow near separation of the primal solution.

5.4. Supersonic flow. Now we consider supersonic flow at the inlet with M∞ =
1.4 and M∞ = 2. The flow develops a detached bow shock upstream the cylinder, and
attached trailing shock waves form behind the cylinder. The attached trailing shocks
are more stable than for the transonic case, no rapid fluctuation is found. However,
when the mesh is refined, we observe small fluctuations in the wake, and vorticity
increases near the separation.

Figure 5.7 shows vorticity and dual momentum for the M∞ = 2. For coarse
meshes the dual solution shows no signs of blowup. The upper right plot of the
figures indicate that the position of the bow shock has the highest impact for the
accuracy of the drag force. The dual solution is convected upstream, and two waves
travel toward the upper and lower wall boundaries and are then reflected.
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Fig. 5.5. Viscous subsonic flow, M∞ = 0.4. The first row: 9th iterations, 18 156 nodes and
35 889 cells, |ω|∞ = 499.78, |φm|∞ = 12.85; The second row: 14th iterations, 32 105 nodes and
63 088 cells, |ω|∞ = 2 713.74, |φm|∞ = 531 929.90.

Fig. 5.6. Inviscid transonic flow, M∞ = 0.8. The first row: 6th iterations, t = 3, 13 440
nodes and 26 552 cells, |ω|∞ = 288, |φm|∞ = 12.44; The second row: 11th iterations, t = 2.1,
23 305 nodes and 46 074 cells, |ω|∞ = 834.56, |φm|∞ = 177 355.87.
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Fig. 5.7. Inviscid supersonic flow, M∞ = 2.0. The first row: 7th iterations, t = 3, 17 098
nodes and 33 826 cells, |ω|∞ = 486.67, |φm|∞ = 2.92; The second row: 9th iterations, t = 2.55,
23 344 nodes and 46 242 cells, |ω|∞ = 1 044.18, |φm|∞ = 83 569.0.

But as the mesh is further refined, we again observe blowup in the dual solution
originating near separation and the attached shocks.

5.4.1. Implicit time-stepping and uniform mesh refinement. The above
computations are done using explicit 3rd order Runge-Kutta method for primal and
dual problems. The artificial viscosity for both solvers are residual based. In this
section we do the following tests: for a given Mach number M∞ = 1.4 we solve
the dual problem (a) with first order viscosity, (b) with an implicit scheme for time-
stepping and (c) with uniform mesh refinement: after each cycle we refine the area
inside a circle with radius 0.127 and located at the center of the cylinder uniformly.

Figure 5.8 is the result of the computation where the mesh is uniformly refined
and Figure 5.9 is from the case where first order viscosity is used. Figure 5.10 shows
the total estimated error and the stability factors as functions of the number of nodes
for all different cases: EV means the explicit Runge-Kutta and high order viscos-
ity; hV means the explicit Runge-Kutta and first order h-viscosity; Uniform means
that the mesh is refined uniformly after each cycle where primal-dual problems are
solved; Implicit means the implicit Crank-Nicholson method and h-viscosity is used
in the dual computation. We observe that, regardless of using different time-stepping
schemes, adaptive or uniform mesh refinements, linear or high order artificial viscosity,
there is a blowup on the dual solution as the mesh resolution is fine enough.

6. Summary and conclusion. Stability of the dual problem is of key impor-
tance in goal oriented a posteriori error estimation, which is a basis for adaptive
finite element methods. In this paper we have presented a computational study of
the stability of the dual problem for 2D flow past a circular cylinder at various Mach
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Fig. 5.8. Inviscid supersonic flow, M∞ = 1.4, the mesh is refined uniformly after each
iterations. The first row: 6th iterations, t = 3, 26 684 nodes and 53 084 cells, |ω|∞ = 249.62,
|φm|∞ = 1.737; The second row: 8th iterations, t = 2.85, 86 753 nodes and 173 174 cells, |ω|∞ =
501.13, |φm|∞ = 62 161.19.

numbers. Our results confirm previous reports of blowup of the dual problem, at
certain Mach numbers for flow at high Reynolds numbers in 2D [3, 2].

In this paper we investigate the stability of the dual solution with respect to the
computation of a mean drag force on the cylinder. For inviscid subsonic flow we have
no blowup in the dual solution, and the adaptive algorithm converges towards the
stationary solution. Although, for viscid subsonic flow at Re ≈ 20 000, we observe
blowup as we refine the mesh, which is consistent with the findings in [2]. For transonic
and supersonic flow, blowup is found when the mesh is refined beyond a certain
resolution, where the source of instability is the region near separation at the attached
shocks, which for transonic flow is oscillating rapidly. The position of the attached
shock is of critical importance in the computation of drag, since the pressure drop
over the shock is a significant part of the drag. For supersonic flow computed on
coarse meshes, the position of the bow shock appears most important, whereas when
the mesh is refined, the region near the attached shock dominate the dual problem.

We have tested various stabilizations techniques and time stepping methods to
solve the dual problem, which all show consistent results of blowup. Therefore, we are
lead to the conclusion that the blowup is not a result of an unstable discretization. Our
hypothesis is instead that the continuous dual problem is unstable, likely connected
to the primal solution at which the dual problem is linearized.

We also note that up until the dual solution blows up, it serves well as a basis for
adaptive mesh refinement, where the mean drag force appears to converge, see Figure
5.11. We present the final meshes which are adaptively refined for the supersonic case
in Figure 5.12.
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Fig. 5.9. Inviscid supersonic flow, M∞ = 1.4, h-viscosity is used to stabilize the dual problem.
The first row: 7th iterations, t = 3, 15 295 nodes and 30 275 cells, |ω|∞ = 567.71, |φm|∞ = 1.76;
The second row: 9th iterations, t = 2.625, 20 130 nodes and 39 874 cells, |ω|∞ = 1 017.63,
|φm|∞ = 104 469.26. h-viscosity is used to stabilize the dual problem.
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of nodes versus log 10 of the stability factor S, for M = 1.4 with different ways of approximation of
the dual problem and spatial mesh adaptations.
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Fig. 5.11. Pressure drag coefficients Cdp on the finest adapted meshes from all computations.
For subsonic viscous flow M∞ = 0.2, 0.4 and transonic flow M∞ = 0.6, 0.8, the curves oscillate more
and obtain non-periodic motion as the mesh is refined. For supersonic flow, the curves are more
stable: this could be due to stability of the attached shock waves on the boundary of the cylinder.
The bottom-right figure shows the convergence of Cdp in the mean value for all Mach numbers.
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Fig. 5.12. Supersonic flows: meshes after 9 adaptive iterations for M∞ = 1.4 (above), and
11th iterations for M∞ = 2 (below).

For error estimation properties, the next question is then if blowup is the conse-
quence of a linearization error from approximation of the exact primal solution, or if
the underlying exact primal solution is unstable.

In work presented elsewhere we have solved dual problems in 3D, for compressible
and incompressible flow, with no signs of blowup in the dual problem. In particular,
we have computed incompressible turbulent flow in 3D using millions of mesh points
[32, 23], for which the dual problem is stable. Similar studies in 3D for compressible
flow will also be performed for very fine meshes, to investigate possible blowup beyond
the mesh resolutions currently available.

We note that blowup in this paper is localized to regions near where the flow
separates from the cylinder surface, and that these regions also show high vorticity
production. In 2D no vortex stretching is possible, which is the basic mechanism for
turbulent dissipation in 3D. For physical flow at high Reynolds numbers, 3D effects
will develop, and thus a 2D model can be questioned. If the blowup in the dual
solution is an indication of an unstable 2D flow, this condition could be useful to
single out when a 2D model is unphysical.
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We will follow up the present study, to get a better understanding of the stability
of dual solutions in 2D and 3D, including the dependency on various flow parameters.
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