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Abstract. A class of nonlinear elliptic quasi-variational inequality (QVI) problems with gra-
dient constraints in function space is considered. Problems of this type arise, for instance, in the
mathematical description of the magnetization of superconductors, in problems in elastoplasticity, or
in electrostatics as well as in game theory. The paper addresses the iterative solution of the QVIs by
a sequential minimization technique relying on the repeated solution of variational inequality—type
problems. A monotone operator theoretic approach is developed which does not resort to Mosco
convergence as is often done in connection with existence analysis for QVIs. For the numerical so-
lution of the QVIs a penalty approach combined with a semismooth Newton iteration is proposed.
The paper ends with a report on numerical tests involving the p-Laplace operator and various types
of nonlinear constraints.
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1. Introduction. Quasi-variational inequalities (QVIs), introduced by Bensous-
san and Lions in [9, 32] to formulate impulse control problems, arise as mathemat-
ical models of various phenomena in the applied sciences. These involve areas such
as, for instance, game theory, solid and continuum mechanics, or superconductiv-
ity. For related models and analytical investigations we refer the reader to, e.g.,
[11, 20, 31, 33, 37, 39], the monographs [8, 14, 30], and the references therein. A
recent study on stability issues for solutions of a rather general class of QVIs in finite
dimensions can be found in [35].

While the feasible set of the QVIs may be rather general in finite dimensions
(see, e.g., [35]), the situation for function space related problems is different, and the
related literature is rather scarce. More specifically, most of the available work studies
problems where the state (or solution) of the QVT has to satisfy pointwise constraints
on a given subset of the underlying domain. This generalizes the variational inequality
setting studied, e.g., in [12, 17, 28, 41] with respect to the choice of the involved bounds
on the state. A particular instance of such a problem is the obstacle problem with a
compliant obstacle [36].

In [39], Prigozhin developed a critical-state model for the stationary magnetiza-
tion of superconductors. In this model the constitutive relation for the electric field
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depends on the gradient of the vertical component of the associated magnetic field.
This gives rise to a QVI which involves the p-Laplacian, a nonlinear elliptic partial
differential operator, and pointwise constraints on the gradient of the associated state.
An abstract generalization of the time dependent (parabolic) version of this problem
was considered by Rodrigues and Santos in [42]. In the parabolic case, the solu-
tions to this QVI approach solutions to the stationary model, i.e., the elliptic case,
as time tends to infinity. The mathematical challenges in the elliptic as well as in
the parabolic setting of this problem are due to the nonlinear nature of the involved
differential operator and the general type of bounds in the gradient constraints.

Several other applications leading to QVIs with gradient constraints can be found
in [31]. In fact, a class of elliptic QVIs with gradient constraints was analyzed by
Kunze and Rodrigues in [31], where existence results (in some of the cases stud-
ied) follow from an application of Schauder’s fixed-point theorem and convergence
of the feasible sets in the sense of Mosco. Concerning the numerical treatment of
this problem class, we note that the literature is extremely scarce. We also mention
that compared to QVI problems with pointwise constraints on the state, problems
containing pointwise gradient constraints are significantly more difficult to handle.
This is due to the specific nonlinearity of the constraints, the nontrivial kernel of the
gradient operator, and the associated analytical and numerical challenges.

In this paper we study an abstract version of the problem class considered in
[31]. We establish a novel efficient sequential minimization technique for numerically
approaching solutions to the QVI of interest that also proves existence. Our solution
approach is based on monotone operator theory, an approximating sequence of varia-
tional inequalities (VIs), and semismooth Newton methods for solving the associated
subproblems. In our report on the practical behavior of the overall algorithm we
provide examples involving the p-Laplacian for p = 3 and several types of gradient
constraints.

The rest of this paper is organized as follows. In section 2 we state the class of
QVI problems under investigation and its relation to a nonlinearly constrained min-
imization problem in function space. In section 3, we study a penalized version of
the latter minimization problem, its asymptotic properties as the penalty parameter
tends to infinity, and its relation to a specialized version of the QVI of interest. It
turns out that a solution to the QVI solves the special QVI, which contains a possibly
much smaller feasible set than the original QVI, but not vice versa. This obstacle is
overcome by establishing Theorem 4.5 in section 4, which provides a framework for an
approximation method (related to a sequence of VIs) of solutions to the QVI. Conti-
nuity properties of the solutions to these VIs with respect to several parameters are
studied as well. Based on our analytical findings, in section 5 we introduce an infinite
dimensional algorithm for solving the QVI and provide details on its implementation.
A penalty parameter update rule and a semismooth Newton solver (including con-
vergence considerations) for the associated subproblems are the subjects of section 6.
This section ends with a report on numerical tests involving the p-Laplace operator.
We provide differentiability properties (in infinite dimensions) for the p-Laplace and
the penalty operators in Appendix A. Finally, in Appendix B, we establish condi-
tions for which the solution mapping of a class of VIs is contractive with respect to
the upper bound of the gradient constraint (addressing a hypothesis used in Theorem
4.5).

Notation. Throughout this paper, for a Banach space X its norm is written as
| - |x, with the exception of R!, where the (Euclidian) norm is written as | - |. For
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v € X and R > 0 we denote Br(vg) := {v € X : |v —vg|x < R} and its closure (in
X) by Br(vg). We denote the strong convergence of a sequence {u,} C X tou € X
by u, — u. Weak convergence is written as uw,, — u. The Lebesgue measure of a
measurable set ) is denoted as ||, and we say that a property holds “a.e. (almost
everywhere) in Q" if it is true in Q except for a subset Qg C Q such that || = 0.
For a real-valued function v, we define v = max(0,v) in the pointwise sense, that is,

vt = v if v is nonnegative and zero otherwise.

2. Problem formulation. In this section we consider a class of QVI problems.
A particular instance arises in the mathematical modeling of superconductors; see
[31, 39, 42] . Let Q C R! with [ > 2 be a bounded and open domain, and define
W =W, P(Q) for 1 < p < oo (see [1] for a definition of the Sobolev space W, *(€2)),

with norm
1/p
ol = /|vu|de .
Q

The (topological) dual space of W is given by W~1#' () with p = p/(p — 1) and is
denoted by W’. Also, (-,+) : W x W — R defines the duality pairing between W’
and W.

Suppose that C is a closed and convex subset of W such that 0 € C' and we are
given a nonlinear mapping ® : C C W — L(Q) C L>(Q), where L(Q) = {p €
L>(Q) : p(x) > v ae. inx € Q} with v > 0. For ¢ € L(Q), the subset K(p) of W
defined as

K(p) ={veW:|Vu(x)| < ¢(x) a.e. on Q}

is nonempty (since 0 € K(p) for any ¢ € L°(Q2)), closed, and convex. Then, the
same holds true for the subset K(®(u)) of W when u € C' is fixed. The requirement
“v > 07 is inherited from physical models in several applications (see, for example,
31)).

Suppose that f € W' and A: W — W’. Then we define the problem (Pqvi) as
the following QVI:

(Pqvi) Find u € Csubject to u € K(®(u)) : (A(u) — f,v—u) >0 Yve K(P(u)).

When ®(u) = ¢ € L () for all u € C, we refer to (Pqvr) as (Pvr) because the QVI
reduces to a VI.
Unless otherwise stated, the nonlinear operator A is assumed to satisfy the fol-
lowing hypotheses:
H1. It is uniformly monotone; i.e., there are constants ¢ > 0 and r > 1 such that

(A(u) — A(v),u —v) > clu — vl Vu,v € W.

H2. It is continuous on finite dimensional spaces; i.e., if M is a finite dimensional
subspace of W, then A : M — W' is weakly continuous; i.e., for each v € W
the map u — (A(u),v) is continuous on M.

H3. (Implied by H1) Tt is coercive, i.e., (A(u),u)/|ulw — oo as |ulw — oo.

H4. (Implied by H2) It is hemicontinuous; i.e., the real-valued function
t — (A(u + tv),w) is continuous for ¢ € [0, 1] for all u,v,w € W.

H5. It is homogeneous of degree 3 > 0, i.e., A(tu) = t? A(u) for each u € W and
t>0.
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H6. It is of potential type; i.e., there is a Gateaux differentiable mapping a : W —
R which is called the potential of A such that

lim a(u + tv) — a(u)

lim ; = (A(u),v) Yu,veW.

H7. If {u,} is a sequence in W such u,, — w in W and (A(un),u,) = (A(u),u)
as n — 00, then [Vu,|rray — [Vu|prq) as n — oo.

HS8. It is bounded in the following sense: There is a constant 7’ such that 0 <
r" <r (where r > 0 is that of H1) and a nondecreasing continuous function
F :[0,00) — [0,00) with F(0) = 0 such that

[(A(w),v)| < [uliy F(jolw) Vu,v € W.

In some of the proofs ahead, H1 will be replaced by a weaker version: We say that
A is monotone if u,v € W implies (A(u) — A(v),u —v) > 0. We explicitly write H3
and H4 given the fact that we occasionally invoke these hypotheses without H1 or
H2, respectively.

In [31], existence of solutions to (Pqvi) is shown for A : W — W' satisfying
hypotheses H1, H2, and H8, with ® : C € W — LZ°(§2) compact and continuous,
where C = {v e W : |v|lw < (|flw/c)/ =D},

If A is monotone, homogeneous, hemicontinuous, and of potential type (hypothe-
ses H1, H4, H5, and H6), then its potential a : W — R (see [13]) is given by

(A(w),u)

1 1
(2.1) a(u) = /0 (A(tu),u) dt = (A(u),u)/o thdt = 311

The following is an important example of an operator that satisfies hypotheses H1-
HS.
Ezample 1. The p-Laplacian map A, : W — W/, defined as

(2.2) (Ap(u),v) == /Q |VulP~2(Vu - Vo) dx

for all u,v € W = W, ?(Q) and some p > 2, satisfies hypothesis H1-HS.

Indeed, hypothesis H1 (and therefore H3) follows from the vector inequality
(|x|P72x — |y|P"%y,x — y) > ¢|x — y|P (when p > 2) with some ¢ > 0 and x,y € R/,
which implies

(Ap(u) — Ap(v),u —v) > clu— vl

Continuity on finite dimensional subspaces (hypothesis H2 and therefore H4) fol-
lows from the study of differentiability of the map « +— Ap(u) in Appendix A. Since
Ap(tu) = tP~1 A, (u), the operator A, is homogeneous of degree p—1 (hypothesis H5).
An application of the Lebesgue bounded convergence theorem proves that A, is of
potential type (hypothesis H6) with the potential a(u) = %(Ap(u), u) = % Jo IVulPdx
(for a proof, see [6]). Hypothesis HY7 is verified by noting that (A, (u), u) = |Vun|’£p(9)l .
Finally, the operator A, is bounded in the sense of hypothesis HS, i.e.,

(2:3) [(Ap(u),v) < /Q VP~ Vo] dx < fulfy olw-.
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While there is a rich literature on numerically solving (Pvyr), i.e., ®(u) = ¢ in
(Pqvr) (see [29, 25, 18, 23] and the references therein), the literature on QVI-solvers is
relatively scarce, with [19, 42] being some of the very few references available. While
in [19] a special problem structure is required, [42] rather offers a theoretical scheme
which might be turned into a numerical algorithm. Typically, these approaches relate
(sub)problems to specific minimization tasks. Based on this, below we relate (Pqyr1) to
a particular minimization problem or even a sequence thereof. We start by introducing

min J(u) := 75 (A(u),u) — (f,u) overue C CW }

(P) subject to u € K(®(u)),
which we study next.

2.1. Relation between (P) and (Pqvi). Under certain hypotheses (for ex-
ample, when @ is constant and C =W, i.e., ®(u) = ¢ € L (Q) for all w € W), u* is
a solution to (Pqyr) if and only if it is a solution to (P) (for a proof, see [15] or [41]).
In the case where ® : C C W — LS°(Q) is not constant and C' is a proper subset of
W, this result does not hold in general (not even in finite dimensions; see [16]). A
simple infinite dimensional counterexample is the following: Consider p = 2 so that
W = Wy?(Q) = H(Q) (a Hilbert space) with € := (0,1) x (0,1) and A defined as
(A(u),v) :== [, Vu-Vodx for all u,v € W. It is straightforward to observe that A
satisfies hypotheses H1-H8. Let C = {u e W : |ulw < 1/2} and ®(u) =vifu e C.
Let also vy € W such that |vf|w =1 and |Vvs(x)| < v ae. in Q, and define f € W’
as (f,v) = Jo Vs - Vodx for all v € W. In this case, Theorem 3.2 below shows that
(P) has a solution. Alternatively, suppose u* solves (Pqv1). Since u* € C but vy ¢ C
(since |vf|w = 1), then |u* —vs|w > 0; however, vy € K(®(u*)). Therefore, choosing
v =wy in (Pqvi), we have

(Au®) = fovp —u") = / V(u* =) V(v —u*) dx = —[u* —vsffy >0,
Q

a contradiction.

Despite the previous fact, we prove in Theorem 4.5 that a solution to (Pqyr) can
be obtained (under additional hypotheses) as the limit of a sequence of solutions to
problems of the type (P).

We establish now a first relation between solutions to (Pqvi) and (P). For this
purpose, we suppose that the operator A : W — W’ satisfies H1, H4, H5, and H6
(although H1 may be replaced by just monotonicity).

PROPOSITION 2.1. If u* is a solution of (Pqv1), it also solves

B+1

min J(u) := 2= (A(u),u) — (f,u) overu e W }
subject to u € K(®(u*)).

Alternatively, suppose u* is a solution to (P) and ® is concave, i.e., A®(1)(x)+ (1 —
A)P(1h2)(x) < P(Ah1 + (1 — AN)h2)(x) for all Yr,1p2 € C C W, X € [0,1], and x € Q.
Then, u* satisfies

ue (Ko NK(®u)): (A(u) — f,v—u) >0 Yo e (Ko NK(P(w))),

where Ko ={ve C CW:ve K(®w))} (which is nonempty, since 0 € Kg).

Before we prove Proposition 2.1, note that since A satisfies hypotheses H1, H4,
H5, and H6, its potential a is given by a(u) = (A(u),u)/(8 + 1). This implies that
u > J(u) is Gateaux differentiable and (J'(u),v) = (A(u) — f,v), where J'(u) € W".
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Proof. Let u* be a solution of (Pqyr), and let w € K(®(u*)) be arbitrary. Then
v = (1—=X)u*+ lw with A € [0, 1] belongs to K (®(u*)) because the latter is a convex
set and u* € K(®(u*)). Then,

(J'(u),w—u*)=(A@*) — ffw—u*) >0 VYwe K(®(u")),

because u* solves (Pqyr). Since @’ = A is monotone, a is convex (for a proof, see [46]).
Henceforth u — J(u) = a(u) — (f,u) is also convex. Therefore, J((1 — A\)u* + Aw) <
(I = N)J(u*) + AJ(w), which implies that

0 < (J' ("), w — u*) = lim 2T AW = uT) = J(wT)

A0 p) < Jw) = Jw)

for all w € K(®(u*)), which proves the first claim.

Conversely, let u* be a solution to (P), and let w € Ke N K(®(u*)) be arbitrary
with @ concave. Then v := (1—\)u* 4+ w, with A € [0, 1], belongs to K (®((1—X)u*+
Aw)); since C' is convex, v € C' and |Vou(x)| < (1 — A)®@(u*)(x) + A®(w)(x) < ((1 —
A)u* +Aw)(x). Therefore, we have J(u*) < J(u*+ A(w—u"*)), because u* is a solution
to (P), and the convexity of J implies J(u* + AMw —u*)) < A(J(w) — J(u*)) + J(u*).
Hence,

- oy i S 4 Aw —ut)) — J(u”)
OS(J(u),w—u)zlAlﬁ} 3

< J(w) — J(u*).

Since (J'(u*),w —u*) = (A(vw*) — f,w —u*) and w € K¢ N K(P(u*)) was arbitrary,
the second claim is proved. O

We note that for specific versions of the QVI such as for problems of finding Nash
points in n-person games, there is a more direct characterization of the equivalence
between solutions to a minimization problem of type (P) and the QVI associated
with it; see, for example, [8] or [10]. The reason for this relies on both the type of
functionals being minimized and the structure of the convex sets that determine the
constraints.

3. Penalty formulation. Problem (P) poses several numerical and theoretical
difficulties due to the constraint set K (®(-)) : W — 2. Most of these arise because
of the nonlinearity of ®, or more specifically because u — ®(u) may be nonsmooth
and nonconcave (for example, in problems arising in superconductivity, operators
of the form ®(u)(x) := a(1 + Blu(x) — h(x)|)~! for some function h and «, 3 > 0
are common). We approach this challenge by considering a sequence of penalized
versions of problem (P). The latter problems are important for Algorithm 1 and its
convergence analysis and more specifically for step 2 of Algorithm 2. Moreover, a
special version of these penalized problems is utilized in section 5 and subsequently
in section 6 for the numerical solution of (Pqvr).

A similar technique was recently used in PDE-constrained optimization [24] and
for solving VIs of the first kind [18].

In this section we assume that ® : C C W — LS°(Q) is completely continuous
(i.e., ® maps weakly convergent sequences in W into strongly convergent ones in
L>(Q)) and that A : W — W' satisfies H1, H4, H5, H6, and H7 (although H1
may be relaxed by assuming only monotonicity of A and H3).

For v > 0, consider the penalized version of (P) given by

(P,) min J, (u) := J(u) +yJ"(u) overue C C W
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with
1

J(u) = m(A(u),u) —(f,u) and J"(u) := %|(|VU| —®(u)*|L20);

where ()T denotes max(0,-) in the pointwise sense.

THEOREM 3.1. For each v > 0, the problem (P.) admits at least one globally
optimal solution.

Proof. Step 1: Existence of a weakly convergent infimizing sequence. Let {u,} C
C be an infimizing sequence of J, in W, i.e., lim, o Jy(u,) = infyec Jy(u). Note
that 0 € C and that J,(0) = 0. For some N € IN and all n > N we have that

L=1+J,00) > Jy(un) > J(uy) > ( 1 (Aun),un)

Z\BFT Junlw "f'W*>'“”'W’

and hence {u,} C C is bounded in W; otherwise, W

quence of {uy} (because of the coercivity hypothesis in H3). Since C' is convex and
closed, {u,} is uniformly bounded, and since W is reflexive, there exist a subsequence
of {un} (also denoted by {u,}) and u* € C C W such that u, — u* in W.

Step 2: Weak lower semicontinuity of u +— J¥(u). Since u, — u* in W =
WyP(Q), we have Vu, — Vu* in LP(Q) and ®(u,) — ®(u*) in L=(Q) because
O :C CW — LP(R) is completely continuous.

Consider g : R' xR — R defined as g(s, t) = 3((|s|—t)")? which satisfies that s —
g(s,t) is a convex function. Note that we may write J* as J* (u) = [, g(Vu, ®(u))dx.

Let

— oo for some subse-

2

((Jzn ()] = wn(x))")

N~

9(2n, wn)(x) =

for all x € Q, where the sequences {z,} and {w,} satisfy z, — z* in LP(Q?) and
wy, — w* in L2(9).

If z,, — z* in LP(Q2), then there exist subsequences of {z,} and {w, } (also denoted
by {z,} and {w,}) which converge a.e. in Q to z* and w*. This in turn implies that
9(zn,wy) converges to g(z*, w*) a.e. in Q, and then by Fatou’s lemma,

(3.1) liminf | g(zp,wy)dx > / g(z*, w*) dx.
Q

n—oo Q
Consider the case where z, does not converge strongly (but weakly) to z* in
LP(Q). Let M :=liminf,,_, fQ 9(zn,wy) dx. Then there exist subsequences of {z,}
and {wy,} (denoted by {z,,} and {wy,}) such that lim; o [, 9(2n,, wn,) dx = M.
Suppose that h; and ho belong to L?(€2); then it follows that
|1 [L2) — B3 (2| < BT — b3 [L20) < [h1 — ha|L2q),

and hence

R

IN

1/2
</ |w* — w, 2dx)
Q

S |U}* — wni|Lm(Q)|Q|1/2.
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Then lim;_, o fQ g(zn,, w*) dx = M because w, — w* in L>®(Q) by assumption.
Therefore, for each € > 0, there is an index i, such that for all i > 4. it holds that

/ 9(zn,, w*)dx < M +e.
Q

Suppose € > 0 is fixed. Since z, — 2z* in LP(Q)), then by Mazur’s lemma, there exists
a sequence {n,}°2; C co {zn,}{2; such that . — z* in LP(Q2), and for each r € IN
there is an R(r) € IN such that

R(r)
r
Nr = ai Zn;s
1=t

with ZR(Z) of =1and af >0 for all ic <i < R(r) and all » € IN. Here “co” denotes

1=1

the convex hull. Since s — g¢(s,t) is convex, we observe that

R(r

)
/ g(nr,w*) dx < az/ g(zn;, w*)dx < M +e.
Q = Q

By (3.1) and since 1, — z*, we know that [, g(z*, w*)dx < liminf, . [, g(n,, w*)dx,
and by the definition of M we have M = liminf,, . fQ 9(zn, wy) dx, i.e.,

/ g(z",w*)dx < 1irninf/ 9(zn, wy) dx + €.
Q n— o0 Q

Since € > 0 was arbitrary, we conclude fQ g(z*, w*) dx < liminf, fQ 9(zn, wy) dx.
Let z, = Vu,, and w,, = ®(u,), and hence

/ g(Vu*, ®(u*)) dx < 1irninf/ 9(Vg, P(uy,)) dx.
Q Q

n— oo

This shows that J¥ is weakly lower semicontinuous on C' C W = VVO1 P(Q).

Step 3: Weak lower semicontinuity of u — J(u). Since A is monotone, ho-
mogeneous, hemicontinuous, and of potential type (hypotheses H1, H4, H5, and
H6), its potential a : W — R is given by a(u) = (A(u),uw)/(8 + 1) (see (2.1)). Its
Gateaux derivative a’ = A is monotone, and then a is convex. Also, A is monotone
and hemicontinuous, and W is a real Banach space; therefore A is demicontinu-
ous. (A map A : X — X* where X is a Banach space, is called demicontinuous
when A(u,) — A(u) in the weak-star topology whenever u,, — u as n — oo. In
our case, X = W is reflexive, and hence the weak-star convergence is replaced by
weak convergence, that is, A(u,) — A(u) whenever w, — u as n — oo. See, for
example, [46].) Finally, since W is reflexive, if u, — u, then A(u,) — A(u) and
(A(un),un) = (A(u),u), ie., ur— a(u) = (A(u),u)/(B + 1) is continuous. We have
that a is convex and continuous, and consequently it is weakly lower semicontinuous
(see [46] for a proof). Therefore, J(u) = (A(u),uw)/(8 +1) — (f,u) is weakly lower
semicontinuous, and hence J, = J + vJ P is weakly lower semicontinuous as well.
Finally, inf,cc Jy(u) = limp o0 Jy(un) > Jy(u*), which implies that u* is a global
minimizer of J, on C' C W. a

Remark. Note that the previous theorem also addresses the situation in which
® is a constant operator, that is, ®(u) = ¢ € L(Q) for all w € C C W. In this
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case, the existence of minimizers is obtained directly by observing the convexity of
the functional J,. This same argument simplifies the previous proof in the case when
® is concave (and then —® is convex).

Let u., denote a solution of problem (P,). When ® : W — L°(Q) is differentiable
(we assume here that C' = W), the optimality system (similarly obtained as in [24])
for this problem is given by

7<(|VUV| = ®(uy)" (6, V - ‘I’/(Uv))”) L2029 (f,v) = (A(uy),v),
Vuy x i w(x s

B1(0)!  otherwise
Yv e W,

where B;(0)! denotes the closed unit ball in R!. Therefore, in the case of ®(u) = ¢ €
L (Q) for all u € W, we have ®'(u) = 0, and the first equation of (OS,,) reduces to

(Ve =00 90) o = () = (Al 0),

The next theorem shows the asymptotic properties of the penalized problem (P.).

THEOREM 3.2. For each v > 0, let u, € C C W denote a solution to the problem
(Py). Then, for each sequence {v,} of positive values tending to infinity, there is a
subsequence {7y, } for which Uy, —UinW ask — oo, where u € C is a solution to
problem (P).

Proof. Note that 0 € C' and J,(0) = 0. Since A satisfies the coercivity condition
in H3, we observe that

1 (A(U'Yn )7 u'Yn)

0=Jy(0) > J,, (uy,) > ( - |f|W*> |y, W75

and then {u,,} is uniformly bounded in W. Since C is convex and closed, W is a
reflexive Banach space, and {u,,} is uniformly bounded, there is a subsequence of
{u,, } (also denoted by {u.,}) such that w,, — @ in W when v, — oo for some
ueC.

Since 0 = J,, (0) > J,, (un,) for all v,, it follows that v, J* (u,,) is uniformly
bounded for all v,. Then, J% (u, ) = |(|Vtty, |~ ®(uy,)) ¥ |72(q) — 0 asym — co. From
Uy, — @in W as v, — 0o, we observe that 0 = liminf, o J¥ (u,, ) > JF () > 0 due
to the weak lower semicontinuity of J¥ (see the proof of Theorem 3.1). Therefore,
J¥ (@) = 0, which implies |Va(x)| < ®()(x) for almost all x € Q, i.e.,

€ K((a)).

Let w € C ¢ W with @ € K(®(@)) be a solution to problem (P). Then, J(a) < J(u)
and Jy, (ty, ) < J, (@). Therefore, since J is weakly lower semicontinuous,

J(@) < liminf J(u,,) < liminf J,, (u,,) <limsup J, (u,,) < limsup J,, (@) = J(a),

n— oo n—r oo n—oo n—oo

which implies that J(a) = J(@) and lim, o J,, (uy,) = J(@). Thus, @ € C is a
global solution to problem (P).
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Without loss of generality, suppose that v,411 > 7, for all n € IN. Then, it is
elementary to check that J., . (u,,,) > Jy, (uy,) and J(@) > J,, (us,) by

J’Yn+1 (u’7n+1) = J(u’7n+1) + %’Hrljp (u7n+1) 2 J(u’7n+1) + A/nJP(anJrl) 2 JVn (u%l)ﬂ

and J(w) = Jy, (@) > J,,(u,,). Hence, by standard optimization techniques for
penalty functions (see, for example, [34, proof of Lemma 1, Section 10.11]) we ob-
serve that v, J¥ (u,) = 0 as n — co. From lim, o0 Jy, (4, ) = J() and J,, (u,,) =
J(tr, )+ I (., ), we have that lim, o J(u-, ) = J(@). Note that J(u) = (A(u),u)/
(B+1)—(f,u) and (f,u,) — (f,a) as n — oo; hence

(3.2 T (A(us,), us,) = (Al), ).

Since u,, — @ € C in W = W, *(Q), then Vu,, — Va in LP(Q)!, and also
Uy, — @ in LP(Q2) by the Rellich-Kondrakov theorem, which states that if 2 is a
bounded domain of R!, then the canonical embedding W, () < LP(Q) is compact
(see, for example, [6]). Also, since u,, — % and (A(u, ), u, ) = (A(@), @) as n — oo,
then by H7 this implies that |Vu,|r»oy — [Vu|peq) as n — oo. This latter fact,
together with Vu,, — Vu in LP(Q), implies that Vu,, — Va in LP(2)!, because of
the locally uniform convexity of LP(Q)! for 1 < p < co. Therefore, u,, — @ € C in
W=w,"(Q). 0O

Remark. In the case of ®(u) = ¢ € LP(Q) for all w € C = W and using the
notation of the previous theorem, we have that u,, solves (P, ), and its strong limit
limy— o0 Uy, = % in turn solves (P), which also solves (Pqvi). For the case when C' is
a proper subset of W and ® is nonconstant and completely continuous, we have that
the strong limit of solutions of (P, ), limk—ec uy, = U, solves (P). Moreover, if ®
is concave, then u satisfies

ue (Ko NK(®(u)): (A(u) — fiv—u) >0 Yo e (KN K(P(u)));

cf. Proposition 2.1. This is a weaker result than saying that «* solves (Pqyr); however,
the following section (specifically Theorem 4.5) defines an iteration to approximate
solutions to (Pqvyr), where each of the involved subproblems is a problem of type (P).

4. Fixed-point-type iteration. Suppose ¢ € L°(Q), f € W', and that A :
W — W’ satisfies hypotheses H1, H2, and H8. Let S(A, f, ) denote the unique
solution (see [46] for a proof of uniqueness) to

(4.1) find u € K(p): (A(u) — f,ov—u) >0 Yo € K(p),

where K(p) = {v € W : |[Vu(x)| < ¢(x) a.e. on x € Q}. Using this notation, a
solution to problem (Pqvr) is given by u = S(A, f, ®(u)). Therefore, for a fixed
few ,®:CCcW — LX), and A: W — W, solutions to problem (Pqy1) are
given by fixed points of the mapping u — S(A, f,®(u)) on C C W. The purpose
of this section is to study the iteration w,, = S(An, fn, Pn(ttn_1)), with n € IN and
ug € C C W given, for some sequences of monotone operators { A,, } and of completely
continuous mappings {®,} (with the same domain C C W) and {f,} € W'. For
analytical purposes, the continuity properties of the map (A, f,p) — S(A, f,¢) are
studied first.

The following result establishes continuity (in some sense) of solutions (A4, f, ) —
S(A, f,¢). For the proof we use an argument from [42, 43] and extend the result to
our type of nonlinear monotone operators.
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LeMMA 4.1. Let f; € W' with |filwr < ¢f (for some constant cy > 0) and
pi € LX(Q) fori=1,2. Assume that A1, As : W — W' satisfy H1 (with the same
constants ¢ > 0 and r > 1), H2, and H8 (with the same v > 0 such that v < r
and the same function F'). Define u; == S(A;, fi,p:) for i = 1,2. Then there are
constants Ca, Cy, and C, (depending only on cy) such that

|ur — uz|yy < Cadr(Az, A1) + Cylf1 — folwr 4+ Color — @a|re (),

where dp (A2, A1) == SUDye 5, (0) |A2(v) — A1 (v)|lw: and Br(0) = {v e W : |v|w < R}
with R := (cf/c)ﬁ,

Proof. Define a := 1+ w, and notice that ‘plT(z) < pa(x) and Wo([z) <
@1(x) (recall that ¢;(x) > v > 0, since ¢; € Ly°(Q2) for i = 1,2). Then, set vy := %
and vg := 2, which satisfy v; € K(p2) and v € K (1) because of

[Vvi(2)] < o HVui(z)] < a7 i) < p;(2)
for (i,7) = (1,2),(2,1).
Using vo in (4.1), with A = Ay, f = f1, and u = u;, we observe that

(Ar(ur),ug —ur) > (frue —ur) + (1—a™") (Ar(ur) — f1,uz),

and analogously, replacing vy in (4.1) with A = A, f = fo2, and u = u2, we obtain
the same inequality with “1” and “2” interchanged. Adding both inequalities and
multiplying by —1, we have that
(AQ(UQ) - Al(ul), Uz — Ul)
< —(fi = faruz —ur) + (7' = 1) ((Ar(wr) — fr,u2) + (A2(u2) — f2,u1))

or, equivalently,

(4.2)
(AQ(UQ) — Ao (u1),uz — Ul) < —(Az(ul) — Ay(ur) + f1 — fa,u2 — Ul)
+ (a7t = 1) ((A1(u1) = f1,u2) + (Az(uz) — f2,u1))
=I+1I

We start by bounding I. Using v = 0 in (4.1) and the uniform monotonicity (with
the same ¢ > 0 and r > 1 for ¢« = 1,2) of the operators A;, we have |u;|w <

(|fi|W’/C)T7i1 < (cf/c)ﬁ =: Rfori=1,2. Also, |I| < (JA2(u1) — A1 (u1)|w + |f1 —
falw)|uz — u1|w, and hence

|I| < D1 (0r(A2, Ar) + | f1 — falwr),

with D; = 2R and Bg(0) = {v e W : [v|w < R}.
We now turn our attention to I7. The boundedness condition H8 for A; implies
that

|(Ar(ur) = f1,u2) + (A2(u2) — f2,u1)| < Do,

where Dy := 2(R" F(R) + ¢;R). Further, by the definition of a, |2 —1] < L1 —
©2|1 (), and then

[LI| < (D2/v)lp1 — p2|L=(a)-
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Therefore, from (4.2), we have that
(Az(uz) — Az(u1),uz — u1) < D1 (0r(A2, A1) + | f1 — falw) + (D2/v)|e1 — p2|p()-
Finally, the uniform monotonicity of A, (hypothesis H1) implies that
lur — ualiy < (D1/c) (6r(A2, A1) + |f1 = falw) + (Da2/ve)lpr — p2|pe=(q)-

Since Dy and D, depend only on cy, the claim is proved. a

Remark 1. The result in Lemma 4.1 guarantees the continuity of the solution
mapping (f, @) — S(A, f,p) for a fixed A, but it does not guarantee Lipschitz con-
tinuity (which would be desirable later for the convergence of our numerical scheme)
with respect to either of the variables (f,¢). Under certain hypotheses, it can be
proven that f — S(A, f,¢) is Lipschitz continuous (see [43] or [41]) when r = 2 in
H1. Conditions for obtaining Lipschitz continuity (and the contraction property) of
the map ¢ — S(A, f, ) are given in Theorem B.1. Suppose that X and Y are Banach
spaces, and that Cx C X is closed and convex. Consider the (generally nonlinear)
map ¢ : Cx C X — Y. We say that ® is bounded if it maps bounded sets in Cx
into bounded sets in Y. If it maps bounded sets in C'x into sets with compact closure
in Y, then it is said that ® is compact. Finally, if for every sequence {u,} such that
Uup — u* in X we have ®(u,) — ®(u*), we say that ® is completely continuous. Since
® is allowed to be nonlinear, if X and Y are reflexive, and ® is completely continuous,
then it is compact, but the converse is not true in general. (For a counterexample
consider X =Y = L*(I) with I = (0,1), ®(u) = [;|u(t)]* d&. Then ® is clearly
compact because its range is one dimensional. Let u, (t) = sin(ant). Then u,, — 0 in
X but ®(u,) =1/2 # 0= &(0).) For convergence purposes, it is useful to define the
following.

DEFINITION 4.2. Suppose X andY are Banach spaces. Let &, P, : Cx C X — Y
for n € N, where Cx is closed. We say that the sequence {®,} is continuously
convergent to ® (denoted as ®, — ®) if the following holds:

(a) For any bounded sequence {u,} C Cx, the sequence {®,(u,)} C Y has a

strongly convergent subsequence in 'Y .

(b) If {un} C Cx and u, — u* in X, then O, (u,) — ®(u*) inY as n — .

If &, = & for all n € IN, Definition 4.2 is equivalent to requiring that ® be
continuous and compact. However, in general, Definition 4.2 does not require ®,,, for
n € IN, to be continuous or compact: Let X be an infinite dimensional Banach space
and Cx = X =Y. Consider ®,,(u) = (step(1 — |u|x)/n)u, where step(t) =1if ¢t > 0
and zero otherwise. It is straightforward to observe that &, -~ 0 and ®,, is not
continuous or compact for n € IN.

In general, if ®,, — ®, then ® is continuous. In fact, condition (b) of Definition
4.2 is sufficient for this (see, for example, [4, 3]).

It is not clear whether ®,, — ® implies that ® is compact. However, if condition
(a) of Definition 4.2 is strengthened by requiring that the set of cluster points for any
subsequence of {®,,(u,)} C Y (when {u,} C C is bounded) be nonempty, then this
implies that ® is compact. In this case, the set of all cluster points of {®,,(u,)} C Y,
for all bounded sequences {u,} C Cx, is compact (see [45] for a proof). Since the
latter set contains ®(B) for any bounded B C Cx (because of condition (b)), ® is
compact.

Sufficient conditions for satisfying (a) and (b) in Definition 4.2 are well known
from the theory of collectively compact sets of operators (see [2]). For example, if
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{®,} is collectively compact (i.e., USL P, (B) is compact in Y for any bounded set
B C Cx), uniformly equicontinuous (i.e., for each € > 0, there is a d(¢) > 0 such
that |®,(u) — @,(v)|ly < e for n € N if |u —v|x < d(e) with u,v € Cx) and P
lies in the pointwise closure of {®,} (i.e., for any u € Cx, ®,(u) — ®(u)), then
conditions (a) and (b) in Definition 4.2 are satisfied. In this case, ® is compact since
the strengthened condition (a), described in the previous paragraph, is met.

DEFINITION 4.3. Let A, A, : W — W’ forn € N. We say that {A,} is uniformly
convergent to A : W — W' (denoted as A,, — A) if the following hold:

(a) All A, satisfy H1 (with the same ¢ > 0 and same r > 1), H2, and H8 (with

the same 1’ > 0 such that ' < r and the same F).
(b) For each fized R > 0,

lim sup [|A4,(v) — A()|lw =0.

N yeBr(0)

If A, - A as n — oo, then A satisfies H1, H2, and H8 (with the same
parameters ¢,r,r’, and F, as all 4,). If each A, is a linear continuous operator,
condition (b) of Definition 4.3 is equivalent to requiring that A € Z(W,W’) (the
space of bounded linear operators from W to W) and lim,, ;o0 [An — Al 2w,w) = 0.

DEFINITION 4.4 (hypothesis Al). Let f, f, e W, AJA, W = W', and ,P,, :
C CW — LX) forn € N with C closed and convex. We say that the sequence
Un = S(An, frn, Pn(un—1)) with n € N and ug € C satisfies hypothesis Al if

Liminf,, 008 (An, frn, Pn (@0{un}*)) C 0 S (A4, f, @ ({un}")),

where Liminf denotes the lower limit in the sense of Kuratowski, {u,}* denotes the set
of cluster points of the sequence {uy,}, i.e., {u,}* = {u € WyP(Q) : up — u forn €
IN' € N}, and co{un,}* denotes the closed convex hull of {u,}*.

We recall that if {M,} is a sequence of subsets of a Banach space X, then
Liminf,, oM, = {z € X : lim,_, d(z, M,) = 0}, where d(z, M,,) = infyenm, |z —
ylx (sce [7]).

Hypothesis Al is simple to verify in certain situations, e.g., when {u,}* is a
singleton and S (A4, fn, ®n(v)) — S(A, f,®(v)) as n — oo for all v € C. Although
we will prove in Theorem 4.5 that the second condition always holds when f, — f in
W', A, — A, and &, — ®, as n — oo, in order to prove that {u,}* is a singleton,
other assumptions are required. For example, consider that A,, = A, f, = f, &, = ®
for all n € IN. Suppose that for some closed, convex subset M C Wol P(Q), we observe
that S(A, f,®(-)) : M — M and that u — S(A4, f,®(u)) is contractive on M; that
is, there is a 0 < a < 1 such that [S(A, f, ®(u1)) — S(A, f, ®(u2))|lw < alu; — us|w
for all u1,us € M. Therefore, by Banach’s contraction principle, the sequence u,, =
S(A, f,®(up—1)) for n € N and ug € M satisfies {u,, }* = {u*} (a singleton). For the
sake of completeness, in Appendix B we give conditions for u — S(A, f, ®(u)) to be
contractive.

The following constitutes our main result. It proves the existence of solutions to
(Pqvr) and shows how to approach them by a sequence of solutions to VIs.

THEOREM 4.5. Let f, f, e W, A/ A, : W = W', and ®,9,,: C CW — LZ(Q)
for n € WN with C closed and conver such that C O Bg(0) with R =
sup,en(|fulw: /)Y (where » > 1 and ¢ > 0 are as in Definition 4.3). Sup-
pose that [ is strongly convergent to f € W', ®, is continuously convergent to a
compact ® (Definition 4.2), and that A,, is uniformly convergent to A (Definition
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4.3), i.e.,
A, S A 0, -®  and f,— fin W,

as n — 0. Consider uy € C and the sequence {u,}>2, defined as
Up = S(An, fr, Pn(un—1)); i.e., u, € W is the unique solution to

(4.3) findu € K(®p(un—1)) : (An(u) — fr,v—u) >0 Yo € K(®p,(tp-1))-

Suppose that {u,} satisfies hypothesis Al.
Then, there is a u* € T0{uy,}*, where u* = S(A, f, ®(u*)); i.e., u* solves

findue K(®(w)): (A(u) — f,v—u) >0 Yo € K(®(u)).

If {un}* = {u*} (a singleton), u, — u* in W (along a subsequence ), where u* =
S(A, f, ®(u*)).

Proof. Step 1: The set {u,}* is not empty. Using v = 0 in the VI given in
(4.3) and because the operators A, satisfy hypothesis H1 (with uniform ¢ and r for
all n € IN), we have |u,|w < (|fn|W//c)ﬁ. Then, the sequence {®,(u,—_1)} is well
defined, because {u, } C Br(0) C C with R = sup, (| falw’/c)7 1. Since &, —< @,
condition (a) in Definition 4.2 implies that ®,,(u,—1) — y in L>°(QQ) for some y when
n € N C IN. Lemma 4.1 states that
(4.4)
|un - um|1T/V < OA(SR(Am Am) + Cf|fn - fm|W/ + O@@n(un—l) - q)m(um—l)|L°°(Q)-

We know that {®,,(u,—1)} with n € IV C N is a Cauchy sequence in L*°(Q) and
A, % A implies O0r(An,Ap) — 0, as m,n — oco. Also, we have that f, — f in
W'. Therefore {u,} with n € IN' C IN is a Cauchy sequence in W and has a strong
limit. Thus, u, — u* for n € IN' € IN in W for some u* C W, and since u,, € C for
n € N' C N, then u* € C. Hence, {u,}* is not empty.

Step 2: If w, — w* in W, then S(An, fn, Pn(wy,)) = S(A, f,®(w*)) in W as
n — oo. Let y, = S(An, fn, Pn(wy)). We know that @, (w,) — ®(w*) in L>(Q)
(because of condition (b) in Definition 4.2). Then, by Lemma 4.1, we observe that
{yn} is a Cauchy sequence in W, and then y, — y* in W, for some y* € W as
n — 0o. The strong convergence (in W = Wol’p(Q)) of y, to y* implies the strong
convergence of Vy, to Vy* in LP(Q2)!. For a subsequence of {y,} (denoted also by
{yn}), Vyn(x) = Vy*(x) for almost all x € Q. Hence, |Vy,(x)| < &, (wy(x)) a.e.
(because y, = S(An, fn, Pn(wy))) implies that |[Vy*(z)] < ®(w*(z)) for almost all
x € Q, le., y* € K(®(w")).

Step 2.1: For arbitrary v € K(®(w*)), there is a sequence {vr} such that vy €
K(®,, (wn,)) with k = 1,2,... for some subsequence {wy, } of {w,} and vy — v in
W. Since ®(w*), @, (wy,) € LX (), we have that ®(w*)(x) > v and @, (wy,)(x) > v
for almost all x € Q and for all n = 1,2,.... Also, ®,(w,) — ®(w*) in L>®(Q).
Therefore we next show that for any n € (0, 1) there is an N(n) such that

0 < n®(w*)(x) < (w5 )(x)

for almost all x € Q and for all n > N(n). Indeed, let n € (0,1) be arbitrary and
0, = {x € Q:n®(w*)(x) > P,(wy,)(x)}. Then, for almost all x € Q,,, we observe
that

[ @(w") = P (wn)|Loe @) 2 P(w")(x) = P (wn)(x) > (1 =n)@(w")(x) = (1 =n)r > 0.
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But [®(w*) — ®pn(wn)|p=) — 0, and hence for some large enough N(n), we have
that |Q,] =0 for all n > N(n).

Now, let {n,} be a monotonically increasing sequence in (0,1) such that
lim, 4o = 1, and let v € K(®(w*)) be arbitrary. Hence, the sequence {v,}
with v,, = n,v belongs to K(®n,,)(wn(,.)))s i-e.,

[Von ()] = [ Vox)| < nn®(w")(x) < @) (Wn ) (X)

for almost all x € Q. Also, we have |[v — v, |w = (1 — n,)|v|w, L.e., v, = vin W.

Step 2.2: y* = S(A, f, ®(w*)). The operator A is monotone and hemicontinuous,
and W is a real Banach space. Therefore A is demicontinuous (for a proof, see [46]);
ie, from y, — y* in W, we infer that A(y,) — A(y*) in W’. Since A,(yn) =
(An(yn) — A(yn)) + A(yn), and [An(yn) — A(yn)lw < 0r(An, A) = 0 as n — oo, we
have that A, (y,) — A(y*) in W'.

Finally, we have that (Ax@)(Unwm.) — fnm.)) — (A(y*) —f) in W’ and
(Vn = YN(n,)) = (v —y*) in W, and hence

(AN(nn)(yN(nn)) - fN(nn)v’Un - yN(nn)) — (A(y*) - fvv - y*)a

asn — 0o. Since (A(Yn(n,)) = [N(m,)> Un —YN(n,)) = 0 and v € K(P(w*)) is arbitrary,
we observe that

(AW*) = fiv=y) 20

for all v € K(®(w")), i.e., y* is identical to S(A, f,®(w*)), which implies that
S(An, frn, ®n(wy)) = S(A, f,®(w*)) in W if w, - w* in W, as n — oo.

Step 3: There is a u* € To{un}* such that u* = S(A4, f,®(u*)). Let @ € {u,}*
be arbitrary. Then, u,, — @ as j — oo (for some subsequence {un;} of {u,}), and
hence wun; 11 = S(An; 41, fr; 41, P, +1(un,)) = S(A, f,®(w)) = @ € {up}* as j — oo.
Therefore, S (f, A, ® ({un}*)) C {u,}*, and this implies that @ S (f, A, ® ({u,}*)) C
co{un}*.

Since the sequence u, = S(An, fn, Pn(tun—1)) for n € N and ug € C satisfies hy-
pothesis A1, we have that Liminf,,—, S (An, fn, @n (C0{u,}*)) C TS (A4, f, @ ({un}*)).
Also, for a fixed @ € To{uy}*, we have that S(A,, fn, ®,(4)) — S(A, f, ®(@)). There-
fore, S (A, f, ® (co{un}*)) C Liminf, oS (An, fn, @pn (€6{u,}*)). This implies that

S (A, f, @ (eo{un}")) CT0 S (A, f, @ ({un}")) C o{un}”,

ie, S(A, f,® () :co{un}* — co{u,}*. Since ¢ — S(A4, f, ) is continuous (Lemma
4.1), and u +— ®(u) is continuous (because ®,, — ®) and compact, then u
S(A, f, ®(u)) is continuous and compact, and since €6{u, }* is closed, bounded, and
convex, by Schauder’s fixed-point theorem, there is a u* € €o{u,}* such that u* =
S(A, f, ®(u*)).

If {u,}* is a singleton, then co{u,}* = {u,}* and {u*} = {u,}*; i.e., there is a
subsequence of {u,} that converges strongly to u*. O

Remark. The previous theorem is a type of abstract stability result. These are
(usually) obtained with the aid of the Mosco convergence of the sets K (®,,(u,—1)) to
K(®(u*)) and the continuity of the operator A : W — W' (see [41]). Neither of these
hypotheses is used to prove the previous theorem.
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5. Algorithm. Although the method described in this section works for a gen-
eral operator satisfying the hypotheses of Theorem 4.5, from now on we assume
that A = A,, as the p-Laplacian is related to interesting applications such as (for
example) the magnetization of a superconductor (see [31]). Also, we assume that
®:C CW — LX(Q) is continuous and compact and C = W. The algorithmic
approach we pursue in order to solve problem (Pqyr) consists of solving a sequence of
problems with a fixed upper bound, i.e., a sequence of problems (Pqyr) with constraint
sets K (py,) for some sequence {¢,} C L().

When @ determines a QVI problem (i.e., when ® is not constant), then we consider
the sequence of solutions {u,}22, defined as u, := S(A,, f, ®(uy,—1)) and ug € W
given. Thus, u,, solves

(5.1) find u € K(®(up—1)) : (Ap(u) — f,v—u) >0 Vo € K(®(up—1)).

Note that the problem in (5.1) is the first order necessary and sufficient condition of
the convex minimization problem

min %(Ap(u),u) —(f,u) overue W
(5:2) subject to u € K(®(up—1)). }

We propose Algorithm 1 for the sequential minimization of the QVI under con-
sideration. The stopping criteria for our algorithm could be related to the inequality
obtained in (4.4), i.e., [upt1 — un|w < C(|®(un) — ®(un—1)|1(0))*/? for some C > 0.
This indicates some type of sublinear convergence. Interestingly, in our tests it turned
out that we have linear convergence, i.e., lim, oo [tnt1 — Un|w/|tUn — tn_1|w < 1.

For the resolution of step 2 of Algorithm 1 (given in Algorithm 2) consider
Jy(u,v) == J(u) +vJ¥ (u,v) with

() /|Vu|p dx — (f,u) and J (u,v) /| V| — B(0))* |2 dx.

Algorithm 1.

Data: fe W’ and @ : Wol’p(Q) — L°(Q2) € L*°(Q2) continuous and compact.
1: Initialization. Choose ug € W arbitrary and set n = 1.
2: Solution to subproblem. Compute the solution u, = S(A,, f, ®(un—1)) to the
VI problem (5.1).
3: Check stopping criteria. Unless suitable stopping criteria are met, set n = n+1
and return to Step 2.

Algorithm 2. (Step 2 of Algorithm 1.)

1: Initialization of v and un,. Set v = 0 and v; > 0 arbitrary. Compute
Un o = ATGMIN, e ) J(u) and set i = 1.

2: Solution to uy ~,. Compute u,_,, := arg minueW&,p(Q) Iy (U, Ui —1).

3: Check stopping criteria. If suitable criteria are met, u, := up,, and go to
step 3 of Algorithm 1. Otherwise, compute ;1 > ; as a function of {v;}%_, and
{tn,y, }]:0 and such that v; — oo as ¢ — oo. Set 7 := 7+ 1 and return to step 2.
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There are several ways of computing 7;+1 in step 3 of Algorithm 2. The simplest
is to consider just v;41 = &v; for : € N, € > 1, 79 = 0, and y; > 0. We consider
an adaptive method to perform this iteration in section 6 since Algorithm 2 is highly
sensitive with respect to 7. However, the only requirement for {v;} is v; — oo as
i — 0.

6. Numerics. We consider the approximation of the problem (Pqyr) associated
with the p-Laplace operator and always use 2 := (0,1) x (0,1) and p = 3.

Our finite difference approximation scheme has M? uniformly distributed nodes
implying the mesh size h = 1/(M + 1). At a node x;; = (x;,z;), with x; = ih and
x; = jh for 1 <i4,j < M, we approximate w(x;;) for w € W by w;; = w(x;,z;)
and denote by w” the corresponding discrete approximation of w on the given mesh.
We approximate the W-norm by |w"[}, := Z% (D= )|p h? with (D_w");; =
F(wig — w_yyj, wi; — wi—1))" and |(u",0")T]% = uZ; 4+ v}, The discretization
of the operator A, and the optimality conditions (OS ) are discussed at the end
of this section. Also, whenever the pointwise evaluation of f in Q is well defined,
(fP,wh) = E%:l fijwijh?. This is the case when f € W, for instance.

In our numerical tests, several choices of f € W’ and O W — LP(£) are used.
In our examples f € W = W, *(2), and we initialize uff = f in Algorithm 1. In the
case where f is less regular, a different initialization must be used.

Before we analyze Algorithm 2, we describe the termination condition (step 3) of
Algorithm 1 in the case when ® is not a constant operator.

6.1. The convergence of Algorithm 1. Although there is no proof that Algo-
rithm 1 has linear convergence, we observe in our test runs that the sequence {u"?}%
defined as

h |UZ+1 —uplw : ; h h
= satisfies  lim pp = p” <1
Jugy, = up s |w nee

This implies that {u?}°° , is a Cauchy sequence with a limit a" and that
n
h h_ . h
|u —u |W < T {p’n}n n+1 H |U1 _uO|W7

with T({un}o2 1) = 1+ 250, [T)2 . plt. If there is & € (0,1) such pft < 4 for all
n e ]N then T({ﬂ’ n= 1) H] 1 ﬂ’h < 511/(1 - 6) Slnce T({y’n n:n—i—l) = 1 + MZ,—}-l +
[ i ot -+ and lim gl = ph < 1, then T({ph}o2,, 1) < 1/(1—phyy) = 1/(1—pl)
for a sufficiently large n. Therefore, in our numerics we declare that Algorithm 1 has
converged if, for some n > ny,

h h
MaXp —ng<r,s<n |Mr - Ms' <€y,

(ALlconvergence)
‘“1 _“o olw

1— l" HJ 1/1’3 < €2
for some prescribed ng € IN, €; > 0, and €5 > 0; in this case, Algorithm 1 is stopped.

In our numerical tests for Examples 3 and 4, using ng = 4, ¢; = 1e-3, and €2 = le-4,
the conditions (ALlconvergence) are satisfied at n = 13 and n = 11, respectively.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/15/13 to 141.20.53.3. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journal s/ojsa.php

QVIs WITH GRADIENT CONSTRAINTS 1241

6.2. Algorithm 2. The sequence {v,,}%°_, in Algorithm 2 is defined as follows.
First, we bound the minimum and maximum “y-steps” by 0 < MinGammaStep <
MaxGammaStep, respectively. We define vy = 0 and «; = MinGammaStep and assume
7m*17“2,vm71ﬂ and u” | are given. Let A(Y,Ym—1) := Y — Ym_1, and set
1(77 Tm—1, u?}}b,'ym_ﬁ uﬁ—l) = (7 - ’Ym—l)']P (uﬁ,'ym_l ’ uﬁ—l) - 7t01|‘] m (uﬁ,'ym_l ) uﬁ—l”
(note that J,(+,-) and J¥ (-, -) are defined in section 5), where v;,; € (0, 1) is a constant

which is usually chosen close to 0, if the map Q > x + ®(u”_,)(x) is not constant,
and close to 1 in the other case. Define the set

O(Ym_1,ul ul ) ={yeR*t: I("/,’ym,l,uﬁﬁm_l,uﬁ_l) <0 and

N, Ym—17 7N

MinGammaStep < A(7, Ym—1) < MaxGammaStep}.
For m > 2, v, is chosen such that
(Fupdatc) Ym = maxe(’ym—lvuf’i,'ym_lvuf’i—l)'

After ~y,, is computed according to (I'update)s uﬁwm is determined as described
later in subsection 6.2.1.

Let us further motivate (Pypdate). The condition I(Ym, ym—-1,up ., uk_ 1) <0

is justified as follows. Suppose u, € Wol’p(Q) minimizes J(tn ) + VI (U, Un—1),
and let V : RT — R™ be defined as

V(Y) = J(unq) + 7T (1)

When p = 2, its Fréchet derivative is %(7) = J¥ (U, un—1) (see [24]). In this case,
Jp(ufw, ul_,) is an indicator of how fast the functional is growing with respect to
7 (and hence I(v, Ym-1,upi, _ ,u_;) controls the distance, for v > vy, 1, between
V() and its tangent at the point ~,,—1). In the case of p > 2, this quantity still
seems to be a reliable indicator of the growth behavior of V. Note, however, that it
is not clear whether J P(unm Up—1) is the Fréchet derivative of V when p # 2.

Let pp o= lup =l fw/lup o —wul |w. For the meshes studied,
ie., h =1/32, 1/64, 1/128, 1/256 (and the choice of (I'update) parameters for our
numerical runs), we observe that limsup,,_, ., uﬁ)m < 1. Based on this, we declare
that Algorithm 2 has converged if for some m € IN the following holds for 7., > Ymin:

Y JE (@l ul ) < e,

n,Ym? "M

h h
(Fconvergence) Un v — Unym—1 |W < €4,

Hm—1 < 51 < Hm

for some prescribed Yy > 0, €3 > 0, ¢4 > 0, and 0 < §; < 1; in this case, we stop
Algorithm 2 (the inner loop) and return to Algorithm 1 (the outer loop).

The first condition in (Iconvergence) (for a small es > 0) guarantees “almost”
feasibility of “Z,vm in the L?(Q2) sense. The second condition (for a small ¢4 > 0)
implies a small variation with respect to the previous iterate, and the third condition
(for a 4y close to 1) suggests that the variation in the following iterates will not be
significant. The parameter 7y, is usually chosen big enough so that the first condition
in (Tconvergence) is not satisfied due only to a small 7.
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In all the examples that follow we have chosen vy = 10, €3 = 1e-5, ¢4 = 1le-4,
and 1 = 0.9, for which the conditions in (I'convergence) are satisfied when ~,, >

500. Also, m = Y J" (ulk  sul ) and m — |uft  —ul_ |y are monotonically
decreasing, and i, < 1. Hence we consider u := u oy .1.nn, with FinalGamma =

1000.

6.2.1. Step 2 of Algorithm 2. Let F(u) = Ap(u) — f + yB(u) for u € W,
with P(u) = V*(|Vu| — ®(up—1))"q(Vu)V (defined as in Corollary A.3 in Appendix
A and where “V*” refers to the adjoint of the operator V : Wy *(Q) — LP(Q)!). If u*
satisfies (OS,), then F'(u*) = 0. For the numerical solution of (OS,), we next specify
the discretization of the system. For this purpose, throughout this section we assume
that u” | and ~ are given.

For a (uniform) mesh of size h we define the approximation of the second order
elliptic operator u — B(a,u) := V*(a(x,y)Vu) with a(z,y) > 0 as [B]" given by

—[B"(a",u")ij = (aij + agsn);) (ugrr); — uig) — (g + ag—1);) (usj — ug—1);)

+ (i + i) (Wi 1) — wig) — (i + ao1y) (wig — wig-1))

with a;; = a(xi, z;)/(2h?), 1 <4, j < M. This scheme is second order accurate, and
the linear map u" — B(a",u") is symmetric and positive definite (see [27]). Hence,
the approximation of F', denoted by [F]", is defined as

[F1" (u")i; = [Ap)"(u")ij — fig + B ("),
where
(A" (u")ij = [B"(ID_u"[P~2,u")i;,

with (D—Uh)i' = %(Uij —U(—1)j, Uij _ui(jfl))T and |(Uh7wh)|fj_2 = (Uin +wi2j)(p_2)/2a

[B1" (u")ij = [BI"((ID—u"| = [®]" (u, 1)) /I D-u"|,u")i5,
with [®])"(v");; = ®(v")(2i,25), (vh);-;- = (vi;)*, and (u"/w");; = u;j/wi; provided
that Wi 7& 0.

Assuming that |[D_u"|;; > € > 0 for some prescribed e and that a" solves
[F]"(u") = 0, following the arguments of the proofs of Theorem A.1 and Corollary A.3
in the discrete setting, one finds that [F]" is semismooth at @” (see [40]) and that all
V € Og[F)"(u") are nonsingular. Here OgH () := {J : J = limy, sz s;epy VH (7))},
where H : R™ — R" is locally Lipschitz and Dy denotes the set where H is differen-
tiable. Therefore, based on this discussion, the Newton iteration

Vi = Vij—1 — Vvi:ll[F]h(Uifl) for i = 1,2, .

with V;_1 € O0g[F ]h(vi,l) converges superlinearly to a provided that vy is chosen
sufficiently close to a" (for a proof of this see, for example, [22] or [40]). Finally, let

h h : _ . h . .
Up_1; Up -, > and v, be given. Define vg = uy, .~ and perform the iteration

(61) ‘/;,1(’[}1‘—’01‘,1) = —[F]h(vifl) for i = 1,2,...,

where Vi1 € 0[F]"(v;—1). Then, we define ul!  —:= v, whenever vy — vp_1|w <
NewtonTol with NewtonTol = 1le-5. Each iterate v; in (6.1) is computed by the
conjugate gradient method with tolerance given by ConjGradTol = le-3*NewtonTol.
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6.3. Specification of our test problems and discussion of numerical re-
sults. We note that all test problems specified below satisfy the prerequisites of
Theorem 3.2. Although Theorem 4.5 (in combination with Theorem B.1) is applica-
ble to a wide range of problems, the p-Laplacian in Examples 3 and 4 does not fulfill
condition (i) in Theorem B.1 but shows the “contraction” behavior in the numerical
tests.

Examples 1 and 2 (VIs). We consider the approximation of two VI-problems

on Q= (0.1)x(0,1). The data f € W and ® : W — L°(Q) are given in the following
table:

Example 1 Example 2
f(z1,z2) sin(27z1) sin(rze) | (z1z2(x1 —1)(22 — 1))2
@(w)(wl,wg) 0.1 0.4XQO("E1,"E2) +0.1

The function xq, denotes the characteristic function of the set €y = (0.5,1) x
(0.5,1). In these examples we use the mesh size h =1/256 for computing the finite
difference approximation to the solution of the respective VIs. The computed nu-
merical solutions 4" are shown in Figures 6.1(e) and 6.1(f) for Examples 1 and 2,
respectively. The approximations of the corresponding active sets (i.e., A = {x €
Q:|Va(x)| — ©(a)(x) = 0}, where @ solves the VI) are shown in Figures 6.1(c) and
6.1(d), respectively.

Next, we study the stability of the Newton iteration with respect to mesh refine-
ments. For this purpose we use a sequence of uniform meshes with h, = 27% with
k =5,6,7,8. The parameters for (I'ypdate), common to both examples, are ;0 = 0.2
and MinGammaStep=0.01. We use MaxGammaStep=100 and MaxGammaStep=10 for Ex-
amples 1 and 2, respectively. The number of Newton iterations (until successful
termination for solving step 2 of Algorithm 1) with respect to v in Figures 6.1(a) and
6.1(b) show little variation with respect to h. This suggests mesh independence of
our semismooth Newton solver in Algorithm 2. Figure 6.1(b) shows the number of
Newton iterations only for 0 < v < 300. For v > 300 and for all meshes, only three
iterations are required.

Examples 3 and 4 (QVIs). The mesh size in these examples is h =1/256. The
data f € W and @ : W — L°(Q) for Examples 3 and 4 are given as follows:

Example 3 Example 4
flz1,22) (z122(z1 — 1) (22 — 1))? sin(27z1) sin(7za)
2()(z1, 2) 2| Jo¥(x) dx|+0.1 10¢1 (x)| [ d2(x)¥(x) dx| +0.05

The variable “x” is shorthand notation for “(x1,x2).” The functions ¢, and ¢
are defined by

o1(x1,22) == e 3((@1=3)"+(@2=5)%) ¢2 (1, 72) == 10X, (1, 72) + 0.1,

where xq, denotes the characteristic function of the set g = (0.5,1) x (0.5, 1).
The parameters for (I'ypdate) are given by the following:

Example 3 | Example 4
Yol 0.1 le-4
MinGammaStep 0.1 1
MaxGammaStep 100 10

The numerical results are shown in Figures 6.2 and 6.3, respectively.

Our theory does not ensure linear convergence of the fixed-point iteration for
approximating the solution of the QVI. However, we observe numerically that the
quotient pi, == |[ul, ; —ul|w /|ul—ul_,|w approaches 0.3139 in Example 3 and 0.3055
in Example 4 as observed in Figures 6.2(b) and 6.3(b), respectively. This implies a
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u'(x,,x,) where u’ is the solution to the Q.V.I U'(x,,x,) where U is the solution to the Q.V.I.
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(e) Approximate solution. Example 1. (f) Approximate solution. Example 2.

F1G. 6.1. Number of Newton iterations with respect to v for (a) Example 1 and (b) Ezample
2. Active set (grey) A := {x € Q: |Vu*(x)| — ®(x) = 0}, where u* is the approzimated solution to
the VI for (c) Example 1 and (d) Ezample 2. Approzimation to the final solution of the VI for (e)
Ezample 1 and (f) Ezample 2.

much faster convergence than expected from the previously described relation |ul, ; —
ully < Cyl|®@(ul) — (ul_,) 1L/£(Q). Indeed, our results appear to indicate |ul,; —
ul |l /| ®(ul) —@(u271)|1L/£(Q) — 0 as n increases in both examples (see Figures 6.2(a)
and 6.3(b)).

The behavior of n + J(u!), where n is the iteration number and
J(u) == [|VulP dx/p — [ fudx, is shown in Figures 6.2(c) and 6.3(c) for Exam-
ples 3 and 4, respectively.
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Approzimate solution to the QVI.
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The approximation of the active set A = {x € Q : |Vu|—®(ua) = 0}, where @ solves
the QVT of interest, is shown in Figures 6.2(d) and 6.3(d). Here, @ is approximated
by u,’;*, which satisfies conditions (ALlgonvergence) for some n* € IN. The values of n*
are 13 and 11 for Examples 3 and 4, respectively.

7. Discussion and open problems. In section 6, we provided details on the
implementation of the generalized Newton method for solving a nonsmooth equation.
This equation was related to the first order optimality system of step 2 of Algorithm 1.
Clearly, from a functional analytic and also a numerical analysis (mesh independence)
point of view, it might be of interest to study the subproblem solver in the original
function space setting. See, e.g., [21, 23, 24, 22] for such an analysis in the context of
optimization problems with PDE constraints or path-following techniques for classes
of variational inequalities. In our context this analysis is hindered by the following
fact. Let F be given by

Fu) = Ap(u) = f + B (u),

where A, is the monotone operator defined in (2.2) and P(u) =
V*(|[Vu| = ®(uy_1))Tq(Vu)V as in Corollary A.3. Then F is Newton (or slant) differ-
entiable, i.e., semismooth, as a mapping from W, * () to (Wol’s,)’ for3 <3s <p < o0,
where 1/s+1/s" =1 (for a proof, see Theorem A.1 and Corollary A.3) with a Newton
(or slant) derivative G given by

Gr(u) = DAp(u) +7Gp(u),

where DA, is defined as in (A.1) and Gy as in (A.9). We refer the reader to [22,
26, 40] for the notion of a Newton (or slant) derivative. The fact that the range

space is (W, s’ (Q)) implies a fundamental difficulty associated with the Newton-
type iteration, for which we require the Newton derivative of F' to have a uniformly
bounded inverse in some neighborhood of u* € W with F'(u*) = 0. At this point, the
latter property is still an open question, and it is not clear whether it is possible to
add a “lifting step” to the algorithm (as done in [24]) to overcome this difficulty.
The behavior of uft = |ul | —ult|w /|ul —u"_|w is an interesting feature of Ex-

amples 3 and 4. In addition to showing linear convergence, it satisfies uﬁ/ 7 puh <0
for h =1/32, 1/64, 1/128 (for n > 2), and this difference gets smaller as h decreases.
The observed linear convergence suggests that the bound established in Lemma 4.1
is not optimal, i.e., the Lipschitz continuity of the mapping u — S(A, f, ®(u)) (ob-
tained in Theorem B.1) might hold under weaker conditions on A and ®, in some
neighborhood of a solution to problem (Pqyr).

In Examples 1-3 the quantity p!, = [ul h

T Ym41 uﬁ;ym |W/|u1}}b7'ym - unfym,l |W
decreases monotonically and uﬁm < 1 for the region 2 < m < 8 (and for n > 2
in Example 3). This suggest that in this region we have superlinear convergence of
m >l to ), and this is reflected in the relatively low values of 5 for which the
conditions in (Iconvergence) are met. In Example 4, although uﬁ)m does not decrease,
it satisfies 0.1 < uz)m < 0.5 for 2 < m < 8. The behavior described above seems to
be independent of the mesh size.

The choice of parameters in (I'ypdate) is crucial for the convergence of the al-
gorithm in each of the examples. Our observation is that if ¢ in K(p) is spatially
variant in €2, then the strategy should be conservative (i.e., Vo1, MinGammaStep, and
MaxGammaStep should be relatively small). For Examples 1 and 3, the algorithm
appears much more robust with respect to the parameters in (I'ypdate)-
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Appendix A. Differentiability properties. We study differentiability prop-
erties of Ay, : W — W,

(A (u),0) = /Q VuP~2(Vau - Vo) dx,

for all u,v € W = W, ?(Q) and of P : W — (Wol’s/ (Q)) (for some s),
Vu - Vw
Blw) = [ (vul— o T ax
O+ (u) [Vul
for all w € W and w € Wol’s,(Q), where ¢ € L2(Q) := {v € L>®(Q) : jv(x)| > v >
0 a.e. for x € Q} and QT (u) := {x € Q: |[Vu(x)| > 0}.

A.1. Fréchet Differentiability of the p-Laplacian.
THEOREM A.1. The map A, : W — W’ is continuously Fréchet differentiable
for 2 < p < oo with derivative DA, (u) € L(W,W') at u € W, given by

(A1) (DA, (w)h, =) = /Q o) (P DITUE T (T IR (Vu-V2) D (R V) dx

for all h,z € W with QF(u) = {x € Q: |Vu(x)| > 0}.

Proof. Suppose p > 2 (when p = 2 the result is standard).

Step 1: DAp(u)h is the strong Géateauz deriwvative at uw € W in direction h € W.
For fixed x € Q, the map ¢ — |Vu(x) + tVA(X)|P~2 (Vu(x) + tVh(x))" defines a
differentiable function G(-,x) : R — R! as

G(t,x) = |Vu(x) 4+ tVA(X) P72 (Vu(x) + tVA(x))" .
Suppressing “(x)” for the sake of brevity, its derivative with respect to “t” is given by
G'(t,-) = (p—2)|Vu+ tVA[" " ((Vu +tvn)" Vh) (Vu +tVh)T
+ [V + tVA[" A (VR)T

when Vu(x)+tVh(x) # 0 and G'(t,x) = 0 otherwise. If x ¢ Q7 (u), then G'(0,x) = 0.
Suppose that 0 < |t| < 1. Then the mean value theorem implies that

|G (t,%) = G(0,%)] < (p— D(|Vu(x)| + [VA(x)))’ 7| Vh(x)][t].

Also, for 0 < |t| < 1, we have

‘(prwh) — Ay (u)

" — DA, (u)h, z)

<q G(t,X) — G(va) _ GI(O,X) |VZ| dx
Q t

G(t,x) - G0,x) 2\ 7
< (/Q‘ ; - G'(0,x%) dx) |z|lw -

Since (|Vu|+|Vh|)P=2|Vh| € LY(Q) and |Vu[P~2|Vh| € L9(Q2) with %—i—% =1 so that
q= ﬁ, then

p—1

G(t,x) — G(0,%)
t

< ((p— )(|Vu| + [VA)P2|VA| + (p — 1)[VulP2|VA]) 7T € LY(9).

- G'(0,x)
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Applying Lebesgue’s bounded convergence theorem, we observe that DA, (u)h is the
strong Gateaux differential of A, at u in the direction b, i.e.,

lim Ap(u+th) — Ap(u)

lim " = DA, (u)h.

Step 2: Fxistence and continuity of the Fréchet derivative. We will show that u +—
DAp(u) is continuous, and thus DA, (u) is the Fréchet derivative of A, : W — W' at
u € W. It is convenient to write the pairing (DA, (u)h, z) with the use of transposes
as

(DA, (w)h, 2) = / ((p — 2)(VAT V) |[VulP~ g+ () Vu' + [VulP2VAT) Vz dx,
Q

where xq+(y) is the characteristic function of the set Q% (u). Consider k : R — R
and kjj : R! = R, for 1 <i,j <1, defined as

P—4(x . e, e
) =[x and 0 = { Ol X2 0

where ey, is the vector with a one in the kth position and zero otherwise. All functions
k and k; j, for 1 <4,j <1, are continuous and satisfy

max |k (O, 660 ) < P2 = x5 for 1<, <1

with ¢ = p%. Hence all k; ; and k are (p,q)-Carathéodory (see [38]). Therefore,

2
the Nemytskii (or superposition) operators defined by N; ;(w)(x) = k; j(w(x)) and

N(w)(x) = k(w(x)) with N; ; : LP(Q)! — L72(Q) for 1 <1i,j <l and N : LP(Q) —
L7-2 () are well defined and continuous (see, for example, [38] or [5]).

We observe, due to the equivalency of norms in finite dimensions, that

‘(DAp(u)h - DAp(v)h,z)‘
< /(p — 2)‘Vu|Vu|p_4xQ+(u)VuT — VU|V’U|p_4XQ+(»U)VUT |[Vh||Vz|
Q

+ |[VulP2 = [Volr2| V|2 dx
<C(p-2) Z / ‘|Vu|p Xa+ ) (Viu)(Vju) — |VulP~xar ) (Viv)(V;0)|| V|| VZz]|
i,j=1

+ |[Vulr2 = [Volr=2| [V V2 dx

for some C' > 0 and where V,u = Vu -e; for 1 < ¢ < [. Hence, using Holder’s
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inequality, we obtain

‘(DAp(u)h — DA, (v)h, z)‘

l
< C((p - 2) Z </Q ‘|Vu|p_4xg+(u)(viu)(vju)

_p_ P
_ |V1}|p_4XQ+(U)(viU)(VjU) r dX)

+ (/ [ITuf2 — |Volr2
Q

As a consequence, we infer

p—2

e dx) >|h|w|z|w.

DA, (u) — DAP(U)|$(W)W/)

1
<C((p=2) Y INij(Vu) = Nij(Vo)|Lag) + IN(Vu) = N(Vo)| Lo |
ij=1
with ¢ = 1)%2' Suppose now that u, — w in W. This implies that Vu, — Vu
in LP(Q)!, and since each one of the mappings N, ; : LP(Q)! — Lv2(Q) for 1 <
i,j < land N : LP(Q)! — L5°2(Q) is continuous, the above inequality implies that
DA, (upn) = DA,(u). Therefore DA,() : W — Z(W, W) is continuous, and hence
DA, (u) is the Fréchet derivative of the map u — A, (u) at u. O

Newton derivative of the penalty term. Consider P(u) := b(u)q(u) with
b(u)(x) = (Ju(x)] — p(x))T, where p(x) > v > 0 and q(u)(x) = % when u(x) # 0.
Suppose 2 C R! is an open and bounded domain. We know that b : LP(Q)! — L5(12)

for 1 < s < p < oo, with a Newton derivative (see, for example, [26] for a definition)
Gp(u) € L(LP(Q)!, L*(2)) given by
u’ (x)

u(x)

when u(x) # 0 and where Gyax is the Newton derivative of max(-,0) : LP(Q)! —
L5(2) (see [24] and [22]). Define Q(u) as

Qu)(x) = — ] (id— “<X>UT<><>>

~ Ju(x [u(x)]?

Gp(u)(x) = Gmax([u(x)] — ¢)

when u(x) # 0 and where id is the identity mapping. We have the following result.
THEOREM A.2. Let p and s satisfy 3 < 3s < p < oo; then Gp(u) : LP(Q)! —

L*(Q)!, given by

(A.2) Gp(u) = q(u)Gy(u) + b(w)Q(u),

is a Newton derivative of P.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/15/13 to 141.20.53.3. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journal s/ojsa.php

QVIs WITH GRADIENT CONSTRAINTS 1251

Proof. Consider
P(u+h) — P(u) — Gp(u+ h)h = b(u+ h)(q(u + h) — q(u) — Q(u+ h)h)
+ (q(u) —q(u+ h)) (b(u +h)— b(u))
+ q(u+ h)(b(u + k) — b(u) — Gy(u+ h)h)
=I1+I1I+1II.
We start by estimating I. Define
(A.3) Q,(h) ={xeQ:|(u+h)(x)|>v}
We observe that if x € Q\Q,(h), then b(u+h)(x) = 0. Hence |I|1:y = [I|L:(q, ()
We partition Q,(h) = Qf (h) U, (h) with

v

Qf () = {x € Q(A) : ju(x)| > 3} and Q5 () = () \ & (h).

If x € Q, (h), then |u(x)| < v/2 and |(u + h)(x)| > v, and hence |h(x)| > v/2. Then

v

Wl Loy > %190, (R)]*/P, and consequently

(A4) lim | (k)| = 0.

Iy =0

For all x € 2, we have that |b(u + h)(x)| < |(u+h)(x)| and (when |u+ hl, |u| > 0)
q(u+h) = q(u) = Q(u + h)h
(141~ 1ul -

U
 |u A h|ul

(u+h)Th) (u+h)Th(u+h _i)
|u+ hl lu+hl2 \|u+h| |u|l)’

First, suppose that x € Q;f (h). Then, we have |u(x)| > v/2 and |(u+ h)(x)| > v and
observe that

[b(u + h)(x) (a(u + h) = q(u) = Q(u+ h)h)(x)]

u T X
< <|u +h| — |u| — %) (x)| + 2|hy(2 ) |(u|u| —ulu+ h|+ |u|h)(x)|
u T
< (o = = BEBLY ]+ hutolngor

Second, suppose that x € 7 (h). In this case, we have |u(x)| < v/2 and |(u+h)(x)| >
v and observe that

|b(u + h)(x) (g(u + h) — q(u) = Q(u + h)h) (x)]

M) (x)‘ +2|h(x)].

< ‘<|u+h|—|u|— T

Holder’s inequality implies (because 3 < 3s < p) that
|b(u +h) (q(u +h)—qu) — Qu+ h)h)

L (S (h))!
+h)Th
<|lu+h|—|u| — 7(u| +;L|
u L#()
48(122) - —s)/(ps
Tz |l Loy |Pl70 gy + 21925 (R)| =P B oy,
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with 8(|Q]) = 1 if 3s = p and B(|Q) = |Q|P—35)/Ps if 35 < p.
Then, since u — 7\% is a Newton derivative of |-| : LP(Q)! — L*(Q) when u(x) # 0
and hm\hILp(mz%O |2, (k)| = 0, we observe that

(A.5) I'=o(|h|Le))-

Now we turn our attention to I7. We define the following disjoint partition of
Q= UL, Qh):

Q' ={xe€Q:|(u+h)(x)| >v/2and |u(x)| > v/4},
D ={xecQ:|(ut+h)(x)|>r/2and |ux)| <v/4},
DB ={xecQ:|(ut+h)(x)| <v/2and |u(x)| > 3v/4},
Q' ={xcQ:|(u+h)(x)| <v/2and |u(x)| < 3v/4v}.

If x € Q% then b(u 4+ h) — b(u) = 0, and hence |II|psqu < [II]ps@iy +
1| 2003y If x € Q2 U Q3 then |h(x)| > v/4. Therefore, we find |h|zpyn >
21(Q2UQ3)(h)|V/P and

(A.6) lim  [(Q2U Q) (h)] = 0.

Ih“LP(Q)l —0
We know that |(g(u + h) — ¢(u))(x)| < 2, and therefore

|II|LS(Q2UQ3)l < 2|b(u + h) - b(u)|Ls(Qqu3)l < 2|h|Ls(Qqu3)l
< 22U Q) (h)| %

h|LP(Q)l7

implying |[11]sqz2u08) = o(|h[Le@y)-
If x € Q' then from a simple calculation we observe

[(q(u+h) = q(u))(x)] < i—glu(X)llh(X)l,

which implies by Holder’s inequality (note 3 < 3s < p) that

|(q(w) = q(u+h)) (b(u + h) — b(u))

Ls(Q)t

16 165(1€2))
< ;|Uh2|LS(Q)l < ———lul @y |70y

with B(|Q]) = 1 if 3s = p and B(|Q|) = |Q|P~39)/P% if 35 < p. Then, |I1|pqiy =
O(|h|2Lp(Q)l). We conclude that

(A?) II = O(|h|Lp(Q)l).
Finally, it is simple to argue that
(A.8) IIT = o(|h| eyt ),

since ¢ is bounded. O
Theorem A.2 implies the following result.
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COROLLARY A.3. Let W = Wy () and X = Wol’s/(ﬂ), where 1 + 4 =1 and
3<3s<p<oco. LetP: W = X' be

P(Vu) - Vw dX:/ (IVu| —@)*de

(P, wxx = | - -

QF (u)

for allw € X and where P(Vu) = q(Vu)b(Vu). Then Gyp(u) : W — X', given by

(A.9) (Gp(u)v,w)x x = / (Gp(Vu)Vo) - Vw dx

Qt(u)

for all u,v € W and w € X, is a Newton derivative of 3.

Proof. The map V : WyP(Q) — LP()! is Fréchet differentiable with V as its
derivative, and P is Newton differentiable as a mapping from LP(Q)! to L*(Q)! for
3 < 3s < p. Then u — P(Vu) is Newton differentiable (because the composition
of a Newton and a Fréchet differentiable mapping is Newton differentiable; see, e.g.,
[26]) as a mapping from W, *(2) to L*(Q)! with a Newton derivative u — Gp(Vu)V.
Therefore, by Holder’s inequality,

|(B(u+h) —P(u) — Gp(u+h)h,w)x x|
< / |P(V(u+ 1)) — P(Va) — Gp(V(u+ h)Vh|| Vo] dx
QF (u)

< [P(V(u+h)) — P(Va) — Gp(V (u + h))Vh gy Vel -

Since € is a bounded domain, then [Vw|p. gy = |w[x (Where X = Wol’s,(Q)) for
1 < s’ < oo (because the Poincaré inequality holds even in the case s’ = oo when
|| < oo; see [44]). Therefore

IB(u+h) —P(u) — Gp(u+ h)h|x:
< [P(V(u+ h)) — P(Vu) = Gp(V(u+ h)Vh| Loy

Since the right-hand side goes to zero as |h|w — 0, the statement is proved. O

Appendix B. Conditions for u+— S(A, f, ®(u)) to be contractive. Through-
out this appendix, we denote the norm of W, () as |- |W01,p(9) (instead of |- |w ). For
the sake of brevity, we will denote S(f, ®(u)) = S(A, f, ®(u)), assume  is a bounded
domain and C, denotes the Poincaré’s constant associated to Wy*(2), i.e., for all
ve Wyt (), [v|Lr(a) < Cp|v|WO1,p(Q), where Cp, > 0 depends only on p and €.

THEOREM B.1. Let 1 < p < oo and assume the following:

(i) A: WP (Q) = W12 (Q) satisfies H1 with min(2,p) > r > 1, H2, and H5
with B > 1.
(i) f e L™ (Q) ¢ WP (Q) such that (f,v) = Jo fvdx for all v € WyP(Q),
where 1/r+1/r" =1 and 1/p+1/p' = 1.
(iti) ®: Wy P(Q) — LP(Q) € L®(Q) is defined as ®(u) = M u)p with ¢ € L=(Q)
such that ¢(x) > 0 a.e. on Q, and the map u — A(u) satisfies the following:
a. A : Br(0) € WyP(Q) — Rt with R := (Cp|f|L7J(Q)|Q|(P*T)/p)1/(rfl);
A< A\u) <X for all u € Br(0) and 0 < v < Ap(x) a.e. in Q.
b. [A(v) = Aw)| < Lilv — w|W01,p(Q) for all v,w € Br(0) and some Ly > 0.
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Then, the map u — S(f, ®(u)) satisfies that S(f, ®(-)) : Br(0) — Br(0) and
IS B(u1)) — S D)) iy < Ls(Dlun — tzlyir o)

for all uy,us € BR(0) and some Ls(f) > 0 such that lim|f‘m,(m_,0 Ls(f)=0.

Proof. Let ¢ € L2(Q), f1, f2 € L™ (Q) € W12 (Q) such that (f;,v) = Jo fivdx
for v € WyP(Q). Let u; = S(f;,¢) for i = 1,2. Then, the uniform monotonicity
implies

clur —uzljyrs ) < (Alur) = Aluz), ur —u2) < (fi = fa,uz — ua)-

Young’s inequality states that [, |gv| dx < ETL,/ Jolgl” dx + L [, |v]" dx for all g €
L™ (Q), all v € L"(Q), and all € > 0. Since p > r by Young’s, Holder’s (when p > r),

and Poincaré’s inequalities,

C|U1 - ’u’2|1T/V011P(Q) < (fl - f2,U2 - Ul)

/
T

/ 1
,/|f1—f2|r dX+—T/|U1—U2|rdX
Q re Ja

’

e , 1 r/p
< _// |f1 _ f2|r dx + _T|Q|(P*T)/P </ |U1 _ U2|P dX) ,
T Q Te Q

€ ’ CT ’r‘/p
< —,/ [f1— f2|" dx + —1;|Q|(p_r)/p </ |Vui — Vus|P dx) .
Q r€ o

M

<

<

Hence for a sufficiently large € > 0,
/ 1/p

s

e 1/r
7 ’
lur — U2|W(}*”(Q) < c;|rm<pﬂ~>/p </Q [fr = fl" dx) '

(c— =)

Therefore, for p > r > 1, we have ©1 > 0 such that

(B.1) 1S(f1,¢) = S(f2, P)lwirr () < Orlfr = f2|TLT//T(Q)-
Suppose 1 > 0 is such that pp € L°(Q). Since A satisfies H5, A(tu) = t# A(u)
for all t > 0 and all w € WyP(Q). Thus, if u = S(f,¢), then pu = S(u°f, uy)

(because u > 0) or, equivalently, S(f, ) — S(u?f, pp) = (1 — u)S(f,¢). Using this
and (B.1), we observe

1S(f,0) = S(fs o)l wrr(q)
< [S(f,9) = S f.u0)lywan () + 1S f, 1) = S(F, 1) lwan o

1/r
< 1= S Dgriy + 0111 =1 ([ 1517 ax)
(B.2) = 1= ullS(f, ©)lwar ) +O1l1 - NBP/(T*D'f'TLT/’T(m'

Suppose that 0 < p < [ for some fixed g > 0. Since 2 > r > 1 and 5 > 1, it holds that
|1 — pP|V/ (=1 < @51 — pl for some O3 > 0 (depending only on fz) for all u € (0, .
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Since |1 — p|v < @ — pp|L~(q) because ¢ € L°(Q2), then from (B.2) we have

(B.3)
1S(f,0) = S(f, 1) lwrw () < (IS(f,0) e () + ©1 Y @)1=l

< (S(f, @)lwpr +© 92|f|LT Q)) v o — | Lo (@)

Using v = 0 in (4.1), the uniform monotonicity and the homogeneity of A imply
|U|€V1,p(9) S (A(u),u) S (fa U) Hencea
0

(B.4) 1S(f, D)lwr () < (Gl QP2 f] o ) /) D = R,
From (B.3), we obtain

(B.5) IS(f,0) = S(fs ) ey < Os(f)le — el (o),

for which limz )0 O3(f) = 0.

Now, let ¢ = )\(ul)qS, p:= A(ug)/A(uy) for some uy, up € Br(0) C W, P (). This
implies that pe = A(uz2)¢. Since u < i := A/X < 0o, the above inequality implies

(B:6)  [S(f,A(11)0) = S( M) Ol r ) < O3]z e A1) = M)
(B.7) < O5(f)Iglro= @ Lalur —uzlyirq)-

We observe that (B.4) implies that S(f, ®(Br(0))) C Br(0). Finally, define Ls(f) :=
O3(f)|#|L () L. Then by (B.6) we observe u + S(f, ®(u)) is Lipschitz continuous
(with Lipschitz constant less than one for small enough |f[;. ) on Br(0). O

Ezample B.2. Consider p = 2 and some domain 2, so that W,* = H{(Q), and
A=—-A:H}Q) — H (), where A denotes the Laplacian. In this case, we have
that » = 2 (and hence consider f € L?(Q)) and that 3 = 1. Consider ®(u) = \(u)g,
with ¢ =1 and

w) :/ V| dx + v,
Q
Let R := Ca|f|r2(0)- Then, for u € Br(0), AM(u)p(x) > v for all x € Q and also
@) = Aw)| < 2120 — wl gy q).

Further, by Theorem B.1, for a small enough f (in the L*(Q) sense), the sequential
approximation u, = S(f, ®(un—1)) with ug € Br(0) converges to a fixed point of

u = S(f, ®(u)).
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