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Abstract

We present a perturbation method for determining the moment sta-

bility of linear ordinary differential equations with parametric forcing by

colored noise. In particular, the forcing arises from passing white noise

through an nth order filter. We carry out a perturbation analysis based

on a small parameter ε that gives the amplitude of the forcing. Our per-

turbation analysis is based on a ladder operator approach to the vector

Ornstein-Uhlenbeck process. We can carry out our perturbation expan-

sion to any order in ε, for a large class linear filters, and for quite arbitrary

linear systems. As an example we apply our results to the stochastically

forced Mathieu equation.

Subject Class: Primary: 93E15; Secondary: 60H10, 34D10.

1 Introduction

1.1 A Class of Stochastically Forced Linear Equations

The original goal of this work was to develop a framework for analyzing the
stability of the stochastically forced Mathieu equation:

ẍ+ γẋ+ (ω2
0 + εf(t))x = 0, (1)

where f is a stochastic process, and the stability is determined by the bound-
edness of the second moment 〈〈x2(t)〉〉 [5, 13]. Here, 〈〈·〉〉 denotes the sample-
average. We wanted to avoid heuristic methods, and consider cases where f(t)
is a stochastic process with a realistic power spectral density. In particular,
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we do not want to assume that f is white noise. Hence we want to analyze
the case where f(t) is colored noise. However, in order to rigorously derive
a Fokker-Planck equation for a stochastic differential equation, the governing
equation must include only white noise [5]. We can achieve both goals of rigor
and realistic power spectral density by letting f be the output of a linear filter
that is forced by a vector white noise ξ. That is,

ṡ = Hs+ ξ(t), (2)

f(t) = 〈a, s(t)〉, (3)

where H is an n×n real, diagonalizable matrix, whose eigenvalues have negative
real parts, a ∈ Rn, and 〈·, ·〉 is the standard inner product on Cn. We will
take deterministic initial condition s(0) = 0. We assume the noise vector ξ is
weighted white noise, meaning

〈〈ξ〉〉 = 0, 〈〈ξ(t+ τ)ξT (t)〉〉 = Bδ(τ), (4)

where B is symmetric and positive semi-definite. Thus, when s(t) solves (2) it
is a standard vector-valued Ornstein-Uhlenbeck process. We refer to the scalar
process, f(t) = 〈a, s(t)〉, as colored noise or as an nth-order filter provided
s(t) solves (2). We will make only mild requirements on the matrices H and
B, thereby allowing for wide variability in the power spectral density of the
resulting process 〈a, s(t)〉. Thus, in allowing for a wide range of choices of H,B,
and a, our approach accommodates a broad class of colored noise forcing terms.

In this paper we will be concerned with the more general problem of linear
equations that are being parametrically forced by the function f(t) in equation
(3). That is equations of the form

ẋ = A0x+ ε〈a, s〉A1x, (5)

where s is the solution to the stochastic equation (2), x(t) ∈ RN for some N ≥ 1,
and A0, A1 are N ×N constant matrices.

The purpose of this paper is to present a perturbation method (assuming ε
is small) for determining the stability of the solution x(t) of (5), by which we
mean the boundedness of the second moments of x(t). However, our method
applies to the pth moment, so we will not limit our analysis to second moments
only. Van Kampen has presented a heuristic approach to the case of colored
noise forcing, [24]. Though derived by completely different means, his result for
the Mathieu equation (1) is the same as ours when considering only the first-
moments, and without damping. He arrives at his result by truncating some
series at order ε2, and is only expected to be valid to this order. Our method is
rigorous, can be applied to find solutions to any order in ε, and applies to any
moment. We discuss this further in §5.2.

We were originally interested in equation (1) as a model for the response of
capillary gravity waves to a time-varying gravitational field arising from ran-
dom vertical motions of a container with a free surface (as in [19]). Here f(t)
represents the random fluctuations in acceleration. Since the Fourier transform
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of an acceleration should vanish at zero, along with its derivative, the power
spectral density of a realistic process f should satisfy S(0) = S′(0) = 0. For
example, we can construct a two-dimensional filter using the system (2) that
has the power spectral density

S(ω) =
σβ2ω2

(ω2 + µ2
1)(ω

2 + µ2
2)
, (6)

by choosing

H =

(
−µ1 0
β −µ2

)
, B =

(
σ 0
0 0

)
, a =

(
β

−µ2

)
, µ1, µ2, σ > 0.

The formula for S(ω) in equation (6) follows from Corollary 7 in Appendix C.
The stochastically forced Mathieu equation has been analyzed before, for

instance in [2, 3, 4, 9, 16, 22] but not for the case (1), or the general setting (5).
In [16, 22] they consider additive forcing, and in [2, 3, 4] they consider a different
type of parametric forcing. In [9] they consider a different class of colored noises
and study stability by truncating an infinite hierarchy of moment equations.
Other studies concern Lyapunov stability, or rely on numerical methods. Our
analysis applies to a broad class of equations (5) with a wide variety of forcing
terms (2), is semi-analytical (relying only on numerics for the computation of
eigenvalues of small matrices), and can be applied to any moment.

1.2 Ladder Operators and the Vector Ornstein-Uhlenbeck

Process

Our perturbation analysis of the moment stability of equation (5) relies heav-
ily on a simple characterization of the eigenvalues and eigenfunctions of the
Fokker-Planck equation associated with equation (2). In particular, in §2 and
§3 we characterize the spectrum using ladder operators by generalizing Dirac’s
creation and annihilation operator approach to the quantum harmonic oscillator
[11]. An understanding of the spectrum and eigenfunctions in terms of its ladder
operators is crucial to developing the perturbation theory in §4. Though other
authors have used ladder operators for Ornstein-Uhlenbeck processes, they have
only considered the scalar case n = 1 [20, 21, 23, 25]. We believe the extension
to the vector case is by no means trivial, and is interesting in its own right.

The probability density function P (s1, . . . , sn, t) associated with the process
s(t) defined by equations (2) and (4) satisfies the Fokker-Planck equation

∂tP = DP, with DP =
1

2
div (B∇P )− div (HsP ) . (7)

D is called the Fokker-Planck operator associated to (2). See [12] for a deriva-
tion of this equation. We note that the Fokker-Planck equation (7) is the same
in both the Itô and Stratonovich interpretations because the matrix B is inde-
pendent of s (see [12]). The operator D will play a crucial role in our stability
analysis.
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In §2 we begin by analyzing the operator D in terms of its associated ladder
operators. That is, operators L satisfying the commutator equation

[D,L] = µL (8)

As in Dirac’s theory of the harmonic oscillator, the significance of the ladder
operators stems from the fact that if φ is an eigenfunction of D with eigenvalue
λ, then the function Lφ will either vanish, or be an eigenfunction of D with
eigenvalue λ+ µ.

In §2 we show that we can construct the ladder operators by solving a matrix
eigenvalue problem

Ty = µy, T = DA, (9)

where A is an antisymmetric matrix and D is a symmetric matrix, expressed
in terms of H, B. We show there are n raising operators, Lk, which generate
new eigenfunctions of D with an increase in the real part of the eigenvalue,
and n lowering operators L−k that correspondingly decrease the real part of
the eigenvalue. We also show that D can be expressed in terms of its ladder
operators. In particular,

D =

n∑

k=1

µkL−kLk. (10)

where µk is the increment of the ladder operator Lk. That is, [D,Lk] = µkLk.
This representation is useful for determining the spectrum of D.

In §3 we characterize the solutions of

Dφ = χφ (11)

in terms of the ladder operators, L, and increments, µ, solving (8). In particular,
we show that any eigenvalue χ of D can be written as

χk = −
n∑

j=1

kjµj (12)

where µj are the increments of the ladder operators with positive real parts,
and the kj are non-negative integers. We will see that the increments µj are
the negative of the eigenvalues of the matrix H defining the filter in equation
(3). We also show that any eigenfunction of D can be obtained by applying the
ladder operator to the eigenfunction Φ0(s) associated with the eigenvalue χ = 0
of D, which is the eigenvalue with the largest real part.

The results summarized in the last paragraph rely on the fact that real parts
of the eigenvalues of D are bounded above (see Lemma 6) , which is proved in
[17, 18, 22], but we give a different and simple proof of this in Appendix B.
Here, the domain of D is the set of functions that have bounded moments of
any order. The spectrum and eigenfunctions of D have been studied before (see
[17, 18, 22]) but not in the context of ladder operators.
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1.3 Perturbation Expansion for Moment Stability Analy-

sis

In §4 we use the classical perturbation theory of eigenvalues to carry out an
analysis of the stability of equation (5). Our analysis begins by considering
the ODEs for s(t) and x(t) together as a single ODE system. The probability
density function P (s1, . . . , sn, x1, . . . , xN , t) for the combined system (2) and (5)
solves the Fokker-Planck equation

∂tP =
1

2
divs (B∇sP )− divs (HsP )− divx ((A0 + ε〈a, s〉A1)xP ) (13)

The notation divs and ∇s refer to divergence and gradient with respect to only
the sj variables, and similarly divx is divergence in x variables. Equation (13)
is the same in both the Itô and Stratonovich interpretations because the matrix
B is independent of s and x (see [12]).

We can derive an equation for the pth marginal moments by multiplying (13)
by monomials xα and integrating with respect to dx, where α is a multi-index
of order p. The result is an equation for m(s, t), a vector of the pth marginal
moments, which is of the form

∂tm = Dm + Γ0m+ ε〈a, s〉Γ1m. (14)

Note that D is a differential operator in the s variables only,

Dϕ =
1

2
divs (B∇sϕ)− divs (Hsϕ) . (15)

In equation (14) each component of m(s, t) is of the form
∫
RN xαP (x, s, t)dx for

some multi-index α with |α| = p. Dm indicates D applied to each component
of m. For much of our analysis we can assume that the matrices Γ0 and Γ1 are
given to us, but we illustrate how to obtain these matrices from the matrices
A0 and A1 for the particular case of the Mathieu equation in §5. The matrices
Γ0, Γ1 in (14) are constant and depend on which moments one is considering

(see example in equation (53)). There are J =

(
N + p− 1

p

)
distinct pth

order monomials in N variables, therefore Γ0 and Γ1 are J × J matrices.
As in a standard stability analysis, in order to determine the stability of

(14), we look for solutions of the form m̃(s, t) = eλtm(s). Our equation for
m(s) becomes

λm = Dm+ Γ0m+ ε〈a, s〉Γ1m. (16)

That is, the equation for the pth marginal moments of x(t) can be written as
an eigenvalue problem, and stability is decided by the sign of the real part of
the largest eigenvalue.

We do a perturbation analysis assuming that the magnitude ε of the forcing
is small. Our analysis relies on the fact that that when ε = 0 the eigenfunc-
tions of equation (16) are the direct product of the eigenfunctions of D and the
eigenvectors of the matrix Γ0.
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A key observation (see Lemma 9) for the perturbation analysis is that for
any vector a we can determine constants αk and βk such that 〈a, s〉 can be
written as

〈a, s〉 =
n∑

k=1

(αkLk + βkL−k) , (17)

where L±k are the ladder operators satisfying (8). The proof of Lemma 9 is
given in Appendix D.

In §4 we show that when ε = 0, the eigenvalue of equation (16) with the
largest real part is the same as the largest eigenvalue of the matrix Γ0. If λ0 is
this unperturbed eigenvalue, then λ(ε) = λ0 + λ2ε

2 + . . . with

λ2 =
J∑

j=1

〈ψ1,Γ1φj〉〈ψj ,Γ1φ1〉G(ν1 − νj) (18)

where ν1 = λ0, νj are the eigenvalues of Γ0, and φj ,ψj are the eigenvectors and
normalized adjoint eigenvectors of Γ0. Equation (18) uses the extended power
spectral density G(z), which is defined for a general stationary random process
in (79), and is given explicitly in (81) for the filter 〈a, s(t)〉.

The form of λ2 in (18) is derived for forcing terms that have the form (3),
however, the fact that this is simply a weighted sum of values of G, whose
coefficients depend only on Γ0,Γ1 (which do not depend on the filter), suggests
such a formula could hold for any process with a well-defined extended power
spectral density. We have carried the perturbation analysis to higher orders,
but the higher-order coefficients do not appear to have such a simple form as in
equation (18).

The method in §4 involves constructing matrices Γ0 and Γ1, which, as men-
tioned earlier, depend on A0,A1, and the representation of the pth marginal
moments as a vector. We use the stochastic Mathieu equation as a specific ex-
ample in §5. In §5.3 we discuss a numerical method for determining the stability
of (5) without assuming that ε is small. We compare these numerical results
to our perturbation results up to both second and fourth order for the Mathieu
equation, and show they are in excellent agreement. In §5.4 we give a second
representation (whose derivation is given in [8]) for λ2 that does not involve the
matrices Γ0 and Γ1, but deals directly with the matrices A0 and A1. We have
found that this representation simplifies numerical computations.

2 Existence and Properties of Ladder Operators

In this section we define the notion of a ladder operator, show how to construct
these operators, and prove some basic lemmas about them. Lemma 1 shows
how ladder operators can be used to generate new eigenfunctions that have their
eigenvalue changed by the increment of the ladder operator. Lemma 2 shows
how to find the ladder operators Lk and their increments µk by solving a matrix
eigenvalue problem. Lemma 3 shows that the increments of the ladder operators
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are zero and ±µk ,where −µk are the eigenvalues of the matrix H defining our
filter (see equation (2)). Lemma 4 gives the commutator relations for the ladder
operators, and Lemma 5 shows that the operator D can be expressed as a
weighted sum of L−kLk, where Lk are the ladder operators. Throughout this
section (and the rest of the paper) the operator D is that defined in (15).

The basic lemmas in this section are crucial to the rest of this paper, and
hence we have tried to write this section so that the lemmas stand out clearly.
Though the lemmas are all easily stated, the proofs of some of the lemmas are
quite technical, especially when attention is given to ensuring that they apply
for complex eigenvalues of the matrix T. For this reason, we have relegated
many of the proofs to Appendix A.

Before discussing ladder operators it should be noted that we define the
domain of D as the set of functions that have bounded moments of any order.
Thus, our definition of the domain of D differs from that given in [17]. In
that paper they defined the domain based on the exponential decay of the
eigenfunction Φ0 that we define in equation (32) and discuss in §3. The two
definitions of the domain give the identical eigenfunctions, but we believe ours
is more natural since it does not require knowing the solution ahead of time. In
[17] they discuss a continuous spectrum that arises if the domain is defined so
that the eigenfunctions of D are only required to be square integrable (or some
similarly less restrictive condition). An examination of these eigenfunctions
shows that they have a power law decay as s goes to infinity, and hence do not
have moments of all orders. Hence our definition of the domain also excludes
this continuous spectrum.

We now give a definition of a ladder operator of D.

Definition 1. An operator L is a ladder operator for D with increment µ if
[D,L] = µL for some µ ∈ C, where [· , ·] denotes the commutator [D,L] =
DL − LD.

The following lemma shows that ladder operators can be used to generate
new eigenfunctions from ones that we already know.

Lemma 1. Suppose L is a ladder operator such that [D,L] = µL. Let φ be
an eigenfunction of D with eigenvalue χ. Then either Lφ = 0, or Lφ is an
eigenfunction of D with eigenvalue χ+ µ.

Proof. We have DLφ−LDφ = µLφ. Since φ is an eigenfunction of D, this gives
us DLφ = (χ+ µ)Lφ.

We defined the domain of D to be the set of functions that have moments of
all orders. It should be noted that Lemma 1 would not apply if the domain had
been (for example) the set of all square integrable functions. In that case a third
possibility would exist. It could be that the function φ is square integrable, but
the function Lφ is not. Thus Lφ would not generate a new eigenfunction.

We will show that D has 2n + 1 ladder operators L±k, k = 0, . . . , n. We
begin by decomposing D into simple differential and multiplicative operators.
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Definition 2. We define the operators Lj, j = 1, . . . , 2n+ 1 as follows.

Ljφ = ∂sjφ for j = 1, . . . , n

Lj+nφ = sjφ for j = 1, . . . , n

L2n+1φ = Iφ for j = 2n+ 1

(19)

Here I is the identity operator. Note that [Lj, Lk] = 0 unless |j − k| = n,
and [Lj , Lj+n] = I. In particular, we have

[Lj , Lk+n] = δjkI j, k = 1, . . . , n (20)

We note that D can be expressed in the operators Lj as

D =

2n+1∑

k,j=1

1

2
djkLjLk. (21)

We let D denote the symmetric matrix with components djk in (21). The choice
of djk in (21) is not unique, but we make an explicit choice that makes this ma-
trix symmetric. If we let A denote the antisymmetric matrix with components
ajk given by

[Lj, Lk] = ajkI, (22)

then we have explicit expressions for A and D

A =




0n In 0

−In 0n
...

0 · · · 0


 , D =




B −H 0

−HT 0n
...

0 . . . −tr(H)


 . (23)

For details regarding the construction of D see Lemma 14 in Appendix A.
Just as D has a representation in terms of the operators Lj , its ladder oper-

ators will also be expressed in terms of the Lj . Consider an operator

L =

2n+1∑

j=1

yjLj . (24)

We write y for the vector of coefficients of L. From the representations (21)
and (24), we see that the commutator [D,L] involves sums of terms of the form
LiLjLk−LkLiLj, which do not at first sight appear to be linear in the operators
Lm, m = 1, . . . , 2n+ 1. However, by twice applying the commutator relations
in equation (20) we can show that LiLjLk−LkLiLj is in fact a sum of the Lm.
Determining the coefficient vector y and increment µ thus becomes a matrix
eigenvalue problem. The details of how we arrive at this form are given in
Appendix A. Here we will merely state the result of these manipulations.

Lemma 2. If y is the vector of coefficients for L, as defined as in equation (24),
then the equation [D,L] = µL can be written as a matrix eigenvalue problem
Ty = µy, where T = DA, and D and A are defined in (23).
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We make the assumption that the eigenvalues of H have negative real parts,
and the eigenvectors form a complete set. For simplicity of the arguments, we
will also assume that the eigenvalues of H are simple. By explicitly writing out
the eigenvalue problem Ty = µy we can determine the eigenvalues µk in terms
of the eigenvalues of the matrix H. We will give the details of the proof in
Appendix A.

Lemma 3. The eigenvalues of T = DA are {0,±µk}, k = 1, . . . , n, where −µk
are the eigenvalues of the matrix H.

Note that L0 is the identity operator with increment 0. Thus, our analysis
only involves the 2n ladder operators L±k for k = 1, . . . , n.

In doing the perturbation expansion it will be necessary to have the com-
mutator relations of the operators Li. Finding the commutator relations for
[Lj ,Lk] can be turned into a linear algebra problem involving the eigenvectors
of the matrix T. In particular, using equations (24) and (22) we get

[Lj ,Lk] =
(
yTj Ayk

)
I. (25)

From equation (23) it is easily seen that

AD = −(DA)T = −TT (26)

If DAy = µy, then multiplying both sides of this by A and using equation
(26) we see that Ay is an eigenvector of TT with eigenvalue −µ. With this in
mind, the right hand side of equation (25) can be written as the inner product
between the vector yj and the adjoint eigenvector of T associated with −µk.
Using the fact that the eigenvectors and adjoint eigenvectors of a matrix form
a bi-orthogonal set, we can arrive at a simple expression for the commutators.

When dealing with complex quantities, the notation in this argument gets
to be a bit tedious, and we will leave the details to Appendix A. The final
commutator result is given by the following lemma.

Lemma 4. For j, k ≥ 1 we have [Lj ,Lk] = 0 and [L−j ,Lk] = δjkI.
In Dirac’s theory of the harmonic oscillator, he shows that the Hamiltonian

operator can be written as the product of the raising and lowering operators.
We now generalize this result to the vector case. In this case the operator D
can be written as a weighted sum of the products of the raising and lowering
operators. The next lemma shows that the weights are in fact the eigenvalues
µk of the matrix T. We leave the proof of this lemma to Appendix A, but note
that its proof is probably the most subtle one in this paper.

Lemma 5. The differential operator D =
∑2n+1
i,j=1

1
2di,jLiLj can be written as

D =

n∑

k=1

µkL−kLk. (27)

An important feature of the decomposition (27) is that only terms of the
form L−kLk, k > 0, appear (there are no terms of the form LkL−k for k > 0).
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3 Eigenvalues and Eigenfunctions of D
In this section we will use the ladder operator formalism to completely charac-
terize the eigenvalues and eigenfunctions of the operator D. We note that the
spectrum of D has already been studied and characterized [17, 18, 22], but not
in terms of ladder operators. We include another proof of those results because
the characterization in terms of ladder operators is used in the perturbation
analysis in §4.

As with Dirac’s theory of the quantum harmonic oscillator, the analysis of
the spectrum using ladder operators requires that the real part of the spectrum
is bounded above. We will now state this as a lemma, but leave the proof to
Appendix B.

Lemma 6. The real part of spectrum of the operator D, as defined in (15), is
bounded above.

The following theorem will allow us to characterize the eigenfunction asso-
ciated with the eigenvalue with the largest real part.

Theorem 1. Let Φ(s) be an eigenfunction of D (as in equation (15)) associated
with the eigenvalue having the largest real part. We must have LkΦ = 0 for
k = 1, . . . , n.

Proof. Suppose Φ(s) is an eigenfunction of D with eigenvalue χ. If Ψ = LkΦ 6=
0, then Ψ(s) will be an eigenfunction of D with eigenvalue χ + µk. This will
give us an eigenvalue with a larger real part than χ. Hence if χ is the eigenvalue
with the largest real part, then LkΦ = 0 for all k.

Remark 1. The system LkΦ = 0 for each k = 1, . . . , n is an over-determined
system of first order differential equations. The fact that a solution exists is
non-trivial. However, the fact that [Lk,Lj ] = 0 implies that the Frobenius
Theorem applies (see [1, 6]), which guarantees the system is solvable.

Remark 2. As in the comment following Lemma 1, we should note that the
domain of D is defined as the set of functions that have moments of all orders.
If the domain of D were defined using the less stringent requirement that the
eigenfunctions were square integrable, it would not be necessary that LkΦ = 0
for all k. This is because in this case LkΦ does not have to generate a new
eigenfunction. It could instead produce a function that is not square integrable.

By Theorem 1, the “top” eigenfunction Φ0(s) (i.e. the eigenfunction associ-
ated to the largest eigenvalue of D) must satisfy the equations LkΦ0 = 0. If yk

is the eigenvector of T associated with the eigenvalue µk, and if µk 6= 0, then
the last component of yk vanishes (see the proof of Lemma 3 in Appendix A).
That is, we can write

yk =




pk
qk
0


 . (28)
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Using equation (24), and the definition of the operators Lk in (19), the equations
LkΦ0 = 0 can thus be written as

pk · ∇Φ0 + (qk · s)Φ0 = 0 k = 1, . . . , n (29)

If we make the ansatz that Φ0(s) = exp(− 1
2s
TΣs), then equations (29) will

be satisfied if and only if
PTΣ = QT , (30)

where
P = [p1,p2, . . . ,pn], Q = [q1,q2, . . . ,qn]. (31)

If P is invertible, this gives us Σ = (PT )−1QT . It is not clear that P is
invertible, or that Σ is symmetric. However, under certain weak assumptions
on H and B (see Definition 3 and Lemma 7 below) this will be the case. If these
assumptions hold, it is convenient to write Σ−1 = PQ−1. We now define the
notion of a controllable pair.

Definition 3. The matrices H and B will be said to form a controllable pair
if there is no nontrivial vector z such that zTHkB = 0 for k = 0, . . . , n − 1.
This is equivalent to requiring rankC = n, where C is the n × n2 matrix
C =

[
B, HB, . . . , Hn−1B

]
.

In Appendix B we prove the following lemma.

Lemma 7. Assuming all of the eigenvalues of H have real parts less than zero,
the eigenvectors of H are complete, and that B is positive semidefinite, then
Σ−1 = PQ−1 is symmetric and positive semi-definite. If H and B also form a
controllable pair, then the matrix Σ−1 is positive definite, and hence the matrices
Σ = QP−1 and P are non-singular.

Requiring (H,B) to be a controllable pair eliminates some “degenerate”
types of filters. For instance, if H = diag(−µ1,−µ2) and B = diag(1, 0)
then (H,B) is not a controllable pair. In this case, s1(t) is a scalar Ornstein-
Uhlenbeck process, but s2(t) is deterministic, so s(t) is not a genuine two-
dimensional Ornstein-Uhlenbeck process, but rather it is a one-dimensional pro-
cess with an appended deterministic component.

Definition 4. We will say that the n × n real matrices H and B satisfy the
basic conditions if

(i) B is symmetric and positive semi-definite

(ii) H has simple eigenvalues {−µk}nk=1 with Re [µk] > 0 for k = 1, . . . , n

(iii) (H,B) form a controllable pair (Def. 3).

The requirement of simple eigenvalues for H is for convenience and could be
replaced with the requirement of a complete set of eigenvectors.
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Lemma 8. Assuming H and B satisfy the basic conditions (Def. 4), the eigen-
value χ0 with the largest real part of D is simple, and the eigenfunction Φ0(s)
associated with it is given by

Φ0(s) = exp

(
−1

2
〈s,Σs〉

)
, (32)

where Σ = QP−1. Moreover, χ0 = 0.

Proof. Without loss of generality we look for solutions of the form Φ0(s) =
eψ0(s). In order to satisfy equations (29) we must have

pk · ∇ψ0 + (qk · s) = 0 (33)

A direct calculations shows that ψ0 = − 1
2 〈s,Σs〉 satisfies this equation. If we

have another solution to this equation, say ψ1, then the difference ψ0 − ψ1

between these solutions will satisfy pk · ∇(ψ0 − ψ1) = 0, for k = 1, . . . , n. The
vectors pk are complete (they are the eigenvectors of HT ), which implies that
ψ0 − ψ1 is a constant. This in turn implies that the eigenfunctions associated
with each of the solutions ψ0(s) are multiples of each other, hence χ0 is simple.

From Lemma 6, the real part of the the spectrum of D is bounded above.
From Lemma 5, we can write D =

∑n

k=1 µkL−kLk. Hence, when we apply D
to the eigenfunction Φ0(s) associated with χ0, we will get DΦ0 = 0 because
LkΦ0 = 0, k = 1, . . . , n, by Theorem 1. Hence χ0 = 0.

Theorem 2. Let H and B satisfy the basic conditions (Def. 4). χ is an
eigenvalue of D if and only if it can be written as in equation (12), where kj
are non-negative integers, and −µj are the eigenvalues of H. The eigenfunction

associated with χk is given by Φk(s) = Lk1−1Lk2−2...Lkn−nΦ0(s). where Φ0(s) is
defined as in equation (32).

Proof. From Lemmas 6 and 8, the real part of the the spectrum of D is bounded
above by 0, and χ = 0 is an eigenvalue of D that has the form (12). If χ is any
other eigenvalue, and Φ is its eigenfunction, then there must be at least one value
of k such that LkΦ 6= 0. If this new eigenvalue has the form given in equation
(12), then the previous one will too. We can keep carrying out this process
obtaining eigenvalues with larger real parts. This process must eventually end
since the real part of the spectrum is bounded above. The only way it can end
is when we arrive at the largest eigenvalue, which we have already seen, is zero.
This implies equation (12).

The argument in the last paragraph shows that any eigenvalue of D must
be of the form (12). To show that any number χk of this form must be an
eigenvalue of D we show that Φk(s) = Lk1−1Lk2−2...Lkn−nΦ0(s) is the eigenfunction
associated with χk. This follows from Lemma 19 in Appendix B.

4 Perturbation Method

The marginal-moment equation (14) is derived by multiplying (13) by a mono-
mial xα for some multi-index α, then integrating with respect to x. If this is

12



done for each multi-index of order p, we derive a set of equations for the pth
marginal moments. If we collect the pth marginal moments into a vector m,
we arrive at (14). The matrices Γ0, Γ1 depend not only on A0,A1, but also on
our mapping of the pth marginal moments into m. For this reason, we do not
write the explicit form of Γ0,Γ1 in this section, but we do write them out for
the example of second marginal moments for the Mathieu equation in §5.

We let φj denote the eigenvectors of Γ0 with eigenvalues νj . We let ψj be

the normalized adjoint eigenvectors, so that ψ
T

kφj = 〈ψk,φj〉 = δkj . We may
assume without loss of generality that the νj are ordered so that Re [ν1] ≥ Re [νj ]
for all j.

We expand the unknowns as series in ε,

λ = λ0 + ελ1 + ε2λ2 + . . . , m(s) = m0(s) + εm1(s) + ε2m2(s) + . . . , (34)

and solve for the terms of these series. If we substitute these expansions into
(16), and collect the zeroth-order terms, we get

λ0m0 = Dm0 + Γ0m0. (35)

The eigenfunctions of D are scalar-valued, and the eigenvectors of Γ0 are con-
stant vectors. Assuming that both the eigenfunctions of D and the eigenvectors
of Γ0 are complete, then the most general solution m0 to (35) will be a product
of an eigenfunction of D with an eigenvector of Γ0, and λ0 will be the sum of
the eigenvalues of D and Γ0. We are interested in the largest eigenvalue, so we
take

m0(s) = Φ0(s)φ1, (36)

and λ0 = ν1 because 0 is the largest eigenvalue of D and DΦ0 = 0 (Lemma 8),
and ν1 was selected to have the largest possible real part (note that the choice
of ν1 need not be unique).

The form of the forcing in (5) allows us to represent 〈a, s〉 in terms of the lad-
der operators. In particular, the parametric forcing by the linear filter 〈a, s(t)〉
results in the presence of the first-order polynomial 〈a, s〉 in the Fokker-Planck
equation, and thus to the term ε〈a, s〉Γ1m in the moment equation (16). Since
the ladder operators, L±k, are linear combinations of first-order operators ∂sj
and monomials sj , it is reasonable to try to write 〈a, s〉 as a linear combination
of L±k. The completeness of the eigenvectors of H allows us to do this, greatly
simplifying our perturbation analysis.

Lemma 9. If the eigenvectors of H are complete, and αk, βk are defined as in
equation (85) (Appendix D), then

〈a, s〉 =
n∑

k=1

(αkLk + βkL−k) . (37)

The proof of Lemma 9 is in Appendix D. Formula (37) ensures that the
coefficients αk and βk will appear in the coefficients of the perturbation expan-
sions (34). We show in Appendix C that the extended power spectral density,
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G(z), of 〈a, s(t)〉 can also be expressed in terms of αk and βk (Theorem 6). This
allows us to derive a simple formula for the order ε2 coefficient of λ(ε) in terms
of G(z) (Theorem 3).

Recall that there are J =

(
N + p− 1

p

)
distinct pth order monomials in

N variables, and that Γ0 and Γ1 are J × J matrices. We will assume that Γ0

has a complete set of eigenvectors, which is the case for the Mathieu equation,
and occurs whenever the eigenvectors of A0 are complete. The following lemma
gives solvability conditions that will be used repeatedly in our analysis.

Lemma 10. Let H and B satisfy the basic conditions (Def. 4). Suppose that
Γ0 has a complete set of eigenvectors {φj}Jj=1, with eigenvalues νj, normal-

ized adjoint eigenvectors {ψj}Jj=1, and that Φ(s) is an eigenfunction of D with
eigenvalue −µ. If µ 6= 0, then then the equation

(λ0 −D − Γ0)m = Φ(s)b

has a solution given by

m(s) = Φ(s)
J∑

j=1

〈ψj ,b〉
ν1 − νj + µ

φj (38)

On the other hand, if µ = 0 (and hence Φ(s) = Φ0(s)) and ν1 6= νj for j > 1,
then the equation

(λ0 −D − Γ0)m = Φ0(s)b

has a solution if and only if 〈ψ1,b〉 = 0. In this case, the solution is

m(s) = κΦ0(s)φ1 +Φ0(s)

J∑

j=2

〈ψj ,b〉
ν1 − νj

φj . (39)

where κ is an arbitrary constant.

The constant κ can be used to choose a normalization for m. We do not
need to choose a specific normalization for m, so we set κ = 0 because it is
convenient. One can check that if A0 has a complete set of eigenvectors then
Γ0 will too.

Proof. If µ 6= 0, then when we write b in the φj basis, and make the ansatz
m(s) = Φ(s)c, where c is a constant vector, we arrive at the expression for
m in equation (38). If µ = 0, and hence Φ(s) = Φ0(s), then we cannot solve
this equation if b has any component in the direction of φ1. This gives the
compatibility condition 〈ψ1,b〉 = 0. Assuming this holds, the solution is given
by equation (39).

We will now describe the outline of the perturbation analysis. In order to
help us describe the perturbation analysis we will use the following definition.
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Definition 5. We say a function f(s) is in Vk if it can be written as the sum
of eigenfunctions of D times constant vectors, where each of the eigenfunctions
is the product of k or fewer ladder operators L−j , j = 1, . . . , n applied to the
eigenfunction Φ0(s).

The following lemma will be used in our perturbation analysis.

Lemma 11. If h(s) ∈ Vk, then g(s) = 〈a, s〉h(s) is in Vk+1.

Proof. This is almost a direct consequence of Lemmas 4 and 9. From Lemma
9 we know that g(s) can be written as a sum of terms involving L−jh(s) and
Ljh(s) where j > 0. By definition, each of the terms L−jh(s) are in Vk+1. On
the other hand, the commutator relations [Lj ,L−k] = −δjkI from Lemma 4,
and the fact that LjΦ0(s) = 0 for j > 0, can be used to show that Ljh(s) is in
Vk−1 That is, Lj has either canceled out a previous term L−j applied to Φ0, or
it commutes with all of the previous operators applied to Φ0, yielding the zero
function because LjΦ0 = 0 for j > 0.

The perturbation analysis proceeds as follows. We have a zeroth-order so-
lution m0 = φ1Φ0, which is clearly in V0. We will see by induction, that the
function mk(s) will be in Vk.

The equation at each higher order will be of the form

(λ0 −D − Γ0)mk = −λkm0 + rk−1(s) (40)

where rk−1(s) is function that can be computed using the mj and λj for j < k.
In particular, we have

rk−1(s) = −
k−1∑

j=1

λjmk−j + 〈a, s〉Γ1mk−1

Assuming that for j < k the functions mj(s) are in Vj, then Lemma 11 ensures
that the term rk−1(s) will be in Vk. We can write

rk−1(s) = Φ0(s)bk−1 + r̂k−1(s)

where the term r̂k−1(s) can be written as a sum of eigenfunctions of D times
constant vectors, where none of the eigenfunctions is Φ0(s). With this in mind
we use Lemma 10 to see that we will be able to solve equation (40) if and only
if λk〈ψ1,φ1〉 = 〈ψ1,bk−1〉, and hence

λk = 〈ψ1,bk−1〉.

Once we have chosen λk in this way, we can solve for mk, and it will clearly
be in Vk, thus allowing us to continue the process to the next value of k by
induction.

Terms in rk−1(s) proportional to Φ0 can only arise at even steps in the pro-
cess (i.e. equations for λ2j ,m2j) because LkΦk = −Φ0 (see equation 42). These
terms proportional to Φ0 must satisfy the compatibility condition 〈ψ1,b〉 = 0
as in Lemma 10.
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4.1 First Order

To simplify notation, we make the following definition.

Definition 6. The functions Φk(s) are defined as

Φk(s) = L−kΦ0(s), k = 1, . . . , n, (41)

where Φ0(s) is the eigenfunction of D associated with the eigenvalue with the
largest real part. Note that, from Lemma 4 and Theorem 1, we have

LkΦk(s) = −Φ0(s), k = 1, . . . , n, (42)

because LkΦk = LkL−kΦ0 = (L−kLk − 1)Φ0 = −Φ0.

Substituting (34) into (16) and collecting terms of order ε, we get the equa-
tion for m1

(λ0 −D − Γ0)m1 = −λ1m0 + 〈a, s〉Γ1m0. (43)

It is not hard to show that the eigenvalue λ(ε) = λ0+ ελ1+ . . . must be an even
function of ε. This is also intuitive because the sign of ε plays no role in (5).
Thus, it is no surprise that λ1 = 0.

Lemma 12. If H and B satisfy the basic conditions (Def. 4), we have λ1 = 0
and

m1 =

n∑

k=1

Φk(s)ck (44)

where Φk is defined in (41), and

ck =

J∑

j=1

βk〈ψj ,Γ1φ1〉
ν1 − νj + µk

φj (45)

Proof. Using (37) and that LkΦ0 = 0, L−kΦ0 = Φk, we have

〈a, s〉Γ1m0 =

n∑

k=1

βkΓ1φ1Φk(s) (46)

Thus, the right side of (43) is a finite sum of terms proportional to Φ0,Φ1, . . . ,Φn,
and each term can be treated separately. We now apply Lemma 10 to equation
(43) using equation (46). The only term proportional to Φ0 is −λ1m0. But ac-
cording Lemma 10 this means 〈ψ1, λ1φ1〉 = 0. Hence, λ1 = 0. The expression
in (38) applied to the Φk terms for k > 0 gives the expression in (44) .

4.2 Second Order

Substituting (34) into (16) and collecting terms of order ε2, we get the equation
for m2

(λ0 −D − Γ0)m2 = −λ2m0 + 〈a, s〉Γ1m1. (47)

The situation here is similar to that for m1, except that the terms proportional
to Φ0(s) come from m0 as well as terms of the form LkΦk(s) = −Φ0(s).
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Lemma 13. If H and B satisfy the basic conditions (Def. 4), the compatibility
condition for (47) implies

λ2 = −
n∑

k=1

〈ψ1, αkΓ1ck〉, (48)

where ck is defined as in (45).

Proof. Lemma 12 shows that m1 =
∑n
k=1 Φk(s)ck. This fact, and an applica-

tion of the result in Lemma 9 implies that

〈a, s〉Γ1m1 =

(
n∑

l=1

αlLl + βlL−l

)
Γ1

n∑

k=1

Φk(s)ck = −Φ0(s)

(
n∑

k=1

αkΓ1ck

)
+. . .

where the term on the right is the only term proportional to Φ0. We used (42)
to write LkΦk(s) = LkL−kΦ0(s) = −Φ0(s).

Using the form of m0 in (36), the compatibility condition from Lemma 10
implies −λ2〈ψ1,φ1〉 = 〈ψ1,

∑n
k=1 αkΓ1ck〉. Hence

λ2 = −〈ψ1,

n∑

k=1

αkΓ1ck〉 = −
n∑

k=1

〈ψ1, αkΓ1ck〉.

Computing the expression for m2 is a simple exercise, but we do not write it
here. Continuing this process for higher order terms is straightforward, though
grows more tedious with each successive order.

Lemma 13 allows us to compute λ2, but a nice feature of the second order
term λ2, is that it can be expressed by a simple formula involving the extended
power spectral density G of the process 〈a, s(t)〉 (see Appendix C). We prove
the following theorem in Appendix D.

Theorem 3. If Re [ν1 − νj + µk] > 0 for each j = 1, . . . , J and k = 1, . . . , n,
and if H and B satisfy the basic conditions (Def. 4), then

λ2 =

J∑

j=1

〈ψ1,Γ1φj〉〈ψj ,Γ1φ1〉G(ν1 − νj). (49)

Here G(z) is the extended power spectral density of the forcing term 〈a, s〉.
Remark 3. Note that the coefficients 〈ψ1,Γ1φj〉〈ψj ,Γ1φ1〉 and the differences
ν1 − νj depend only on the differential equation for x (i.e. only on the matrices
A0 and A1), and the function G depends only on the filter 〈a, s(t)〉 (i.e. on
H,B, a). It would be interesting to investigate whether the same form as in (49)
would hold for any asymptotically stationary filter. That is, if the expression for
λ2 would be a linear combination of values of G, where the coefficients depend
only on the physical system, and the places where G is evaluated are given by
the eigenvalues of that system.
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5 Applications

5.1 Second Moments for the Mathieu Equation

We can write the Mathieu equation (1) as in (5) using a two-dimensional vector
xT = (x1, x2). In this case the matrices A0,A1 in equation (5) are

A0 =

(
0 1

−ω2
0 −γ

)
, A1 =

(
0 0
1 0

)
. (50)

We will consider the stability for the second moments. We define

mjk(s, t) =

∫

R2

xjxkP (x1, x2, s, t)dx1dx2, (51)

In this case The Fokker Planck equation (13) can be written as

∂tP = DP − ∂

∂x1
(x2P )−

∂

∂x2

((
−ω2

0x1 − γx2 + 〈a, s〉x1
)
P
)

(52)

If we multiply equation (52) by x21, and integrate over all values of x1 and
x2, after integrating by parts we get the equation

∂tm11 = Dm11 + 2m12

Similarly multiplying equation (52) by x1x2 and x22, integrating over all x1 and
x2, and applying integration by parts, we get the equations

∂tm12 = Dm12 − ω2
0m11 − γm12 +m22 + 〈a, s〉m11

and
∂tm22 = Dm22 − 2ω2

0m12 − 2γm22 + 2〈a, s〉m12.

If we let m = (m11,m12,m22)
T this can be written in the form of equation

(14) where the matrices Γ0,Γ1 in (14) are given by

Γ0 =




0 2 0
−ω2

0 −γ 1
0 −2ω2

0 −2γ


 , Γ1 =




0 0 0
1 0 0
0 2 0


 . (53)

After assuming temporal behavior of the form eλt we arrive at the eigenvalue
problem

λm = Dm+ Γ0m+ ε〈a, s〉Γ1m. (54)

for m(s) and λ, which is the same as (16). We will now apply the results of
Theorem 3 to this set of equations.

In the case of second moments, the eigenvalues νj of Γ0 are given by sums
of two eigenvalues of A0. I.e., νj = σℓ + σm where σk are eigenvalues of A0.
In the case of the Mathieu equation, the eigenvalues of A0 are σ1, σ2, where

σ1 = σ2 =
−γ+i

√
4ω2

0
−γ2

2 . Hence, there are three choices of ν1, given by ν1 = −γ,
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or ν1 = −γ ± i
√
4ω2

0 − γ2, since they all have the same real part. In the case
ν1 = −γ, we have 〈ψ1,Γ1φ1〉 = 0, so the G(0) term does not appear. We also
have 〈ψ1,Γ1φ2〉〈ψ2,Γ1φ1〉 = 〈ψ1,Γ1φ3〉〈ψ3,Γ1φ1〉 = 2

4ω2

0
−γ2

. Hence

λ2 =
2

4ω2
0 − γ2

(G(ν1 − ν2) +G(ν1 − ν3)) =
2

4ω2
0 − γ2

S

(√
4ω2

0 − γ2
)
, (55)

where S(ω) is the power spectral density of 〈a, s(t)〉. This follows because
(without loss of generality, taking ν2 = −γ−i

√
4ω2

0 − γ2 = ν3) we have ν1−ν2 =
i
√
4ω2

0 − γ2 = −(ν1 − ν3), and G(iω) +G(−iω) = S(ω) (see Appendix C).

If we take either ν1 = −γ ±
√
4ω2

0 − γ2, then the expressions for λ2 are

(+) λ2 =
2

4ω2
0 − γ2

(
G

(
i

√
4ω2

0 − γ2
)
− 2G(0)

)

(−) λ2 =
2

4ω2
0 − γ2

(
G

(
−i
√
4ω2

0 − γ2
)
− 2G(0)

)
.

Both cases have the same real part of λ2

Re [λ2] =
1

4ω2
0 − γ2

(
S

(√
4ω2

0 − γ2
)
− 2S(0)

)
,

which is less than the expression in (55). Hence, we have proved

Theorem 4. If H and B satisfy the basic conditions (Def. 4), then the second
moments of the Mathieu equation (1) become unstable when λ(ε) > 0 where

λ(ε) = −γ +
2

4ω2
0 − γ2

S

(√
4ω2

0 − γ2
)
ε2 + . . . (56)

5.2 Comparing Moments for the Mathieu Equation

If we perform the same analysis as in §5.1, but for the first and third marginal
moment equations instead of the second marginal moment equation, we obtain
results similar to Theorem 4. If we denote the largest eigenvalue of the pth
moment operator D + Γ0 + ε〈a, s〉Γ1 as λ(p), then up to second order, we have

λ(1)(ε) =
−γ + i

√
4ω2

0 − γ2

2
+

(
G(i
√
4ω2

0 − γ2 )

4ω2
0 − γ2

− G(0)

4ω2
0 − γ2

)
ε2 + . . .

λ(3)(ε) =
−3γ + i

√
4ω2

0 − γ2

2
+



3G
(
−i
√
4ω2

0 − γ2
)

4ω2
0 − γ2

+
4G
(
i
√
4ω2

0 − γ2
)

4ω2
0 − γ2

− G(0)

4ω2
0 − γ2


 ε2 + . . .
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(Γ1 and Γ0 depend on p, but we do not make that explicit in our notation.) It
is only the real parts of the eigenvalues that factor into the stability. We have

Re
[
λ(1)(ε)

]
= −γ

2
+

1

2(4ω2
0 − γ2)

(
S

(√
4ω2

0 − γ2
)
− S(0)

)
ε2 + . . . (57)

Re
[
λ(2)(ε)

]
= −γ + 2

4ω2
0 − γ2

S

(√
4ω2

0 − γ2
)
ε2 + . . . (58)

Re
[
λ(3)(ε)

]
= −3

2
γ +

1

2(4ω2
0 − γ2)

(
7S

(√
4ω2

0 − γ2
)
− S(0)

)
ε2 + . . . (59)

In [24], there is a heuristic treatment of the first moments of x(t). There, Van
Kampen writes a series for x(t), which he truncates at the ε2 term and then
averages to get an expression for 〈〈x(t)〉〉 up to order ε2. He then points out
that this new series is the solution to an ODE, up to order ε2. The stability of
〈〈x(t)〉〉 is then analyzed in terms of this new ODE. His result for the Mathieu
equation matches ours up to order ε2 (although, he considers the case γ = 0).
Our result is a rigorous treatment, applies to higher moments, and we can find
the solution to any order in ε. We stop at ε2 in this paper only for convenience.

If we assume that the Re
[
λ(p)

]
becomes positive while ε is small (so we

neglect the ε4 terms and higher), then we can use (57), (58), and (59) to solve
Re
[
λ(p)

]
= 0 for p = 1, 2, 3. Then we find that the second moments will become

unstable before the first moments. If S
(√

4ω2
0 − γ2

)
> S(0), then the third

moment will become unstable before the second moment. If S
(√

4ω2
0 − γ2

)
≤

S(0), then the second moment becomes unstable before the third.

5.3 Numerical Results

In this subsection we discuss the computation of the eigenvalue that determines
the stability of the Mathieu equation (1), with A0,A1 from (50) and Γ0,Γ1

from (53). We do not restrict ourselves to small values of ε. We carry out these
calculations by converting the eigenvalue problem to an infinite dimensional
system of linear equations, and truncating this system after a finite number of
terms. Our procedure converges rapidly as the number of terms in our expansion
is increased.

We limit ourselves to the case of a second-order filter given by (2), with H,
B, and a given by

H =

(
−µ1 0
β −µ2

)
, B =

(
1 0
0 0

)
, a =

(
a1
a2

)
, (60)

where β, a1, a2 ∈ R, β 6= 0, and µ1, µ2 > 0. The vector of second marginal
moments m(s), given by (51), satisfies

λm = Dm+ Γ0m+ ε〈a, s〉Γ1m

=
1

2
∂2s1m+ µ1∂s1(s1m)− ∂s2((βs1 − µ2s2)m) + Γ0m+ ε〈a, s〉Γ1m. (61)
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If we multiply (61) by sj2 and integrate with respect to ds2, then we get

λmj =
1

2
∂2s1mj + µ1∂s1(s1mj) + jβs1mj−1+

− jµ2mj + Γ0mj + εa1s1Γ1mj + εa2Γ1mj+1, (62)

where

mj(s1) =

∫

R

s
j
2m(s1, s2)ds2.

This is an infinite set of equations for the marginals {mj(s1)}. Let ϕk(s1) =

Hk(
√
µ1s1)e

−µ1s
2

1 , where Hk is the kth Hermite polynomial. We expand mj in
the basis ϕk as

mj(s1) =
∑

k

ckjϕk(s1).

The ϕk are eigenfunctions of the differential operator in the s1 variable in (62);
explicitly

1

2
∂2s1ϕk + µ1∂s1(s1ϕk) = −kµ1ϕk k ≥ 0.

The Hermite polynomials satisfy the recursion relation Hk+1(y) = 2yHk(y) −
2kHk−1(y), hence

s1ϕk(s1) =
1

2
√
µ1

(ϕk+1(s1) + 2kϕk−1(s1)) k ≥ 0.

Thus, (62) simplifies and becomes an equation for ckj

λckj = (Γ0 − (kµ1 + jµ2)I) c
k
j +

jβ

2
√
µ1

(
ck−1
j−1 + 2(k + 1)ck+1

j−1

)

+
εa1

2
√
µ1

Γ1

(
ck−1
j + 2(k + 1)ck+1

j

)
+ εa2Γ1c

k
j+1 (63)

If we consider a finite number of moments mj for j ≤ Nm, and truncate the
expansion in ϕk at k ≤ Nh, then we get an approximation to the doubly infinite
system (63). This can be written as a matrix equation

Lz = λz (64)

where L is an (NmNhJ) × (NmNhJ) matrix. This eigenvalue problem can be
solved quickly on a computer.

Table 1 shows the computed value of λ(ε) for second moments, which is
the largest eigenvalue of L in (64). That is, λ(ε) is the largest eigenvalue for
the Mathieu equation with filter (60) (in this case the largest eigenvalue is
real). E2 is the error from a second-order perturbation expansion. That is,
E2(ε) = |λ0 +λ2ε

2−λ(ε)| with λ0 = −γ and λ2 is given in equation (55). E4 is
the fourth-order error, E4(ε) = |λ0 +λ2ε

2 +λ4ε
4 −λ(ε)|, where λ4 is computed

by performing the perturbation analysis to order four (the formula for λ4 is not
presented here). The method converges rapidly; the values of λ(ε) in the table
were computed for Nm = 7 and Nh = 5.
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λ(ε) E2 E4

ε = 0.01 −9.89× 10−3 5.74× 10−8 2.20× 10−11

ε = 0.05 −7.20× 10−3 3.62× 10−5 3.44× 10−7

ε = 0.10 1.65× 10−3 5.96× 10−4 2.21× 10−5

Table 1: Values of the error in computing λ(ε) (for second moments) for three
values of ε. E2 is the error from the second order expansion, and E4 is the error
from the fourth-order expansion. Parameter values: µ1 = 1.8, µ2 = 0.9, β =
1, γ = 0.01, ω0 = 0.5, a1 = 1, a2 = 0.9, Nm = 7, Nh = 5.

5.4 Alternative Representation of λ2

We present a formula for λ2 that involves onlyA0 andA1, avoiding construction
of Γ0,Γ1. We do not present all of the details because the bookkeeping can be
quite cumbersome (an interested reader can find the details in [8]), but we
believe the formula for λ2 will be useful for applications. For instance, if one
wants to compute the perturbation coefficients on a computer, it is easy to build
an algorithm based on equation (65) below, since one only needs to input the
filter (H,B, a) and the matrices A0 and A1.

The equation for the second marginal moments can be written as

∂tM = DM +A0M+MAT
0 + ε〈a, s〉

(
A1M+MAT

1

)

where M is the N×N symmetric matrix with Mij =
∫
RN xixjP (s,x, t)dx. In

this case one can solve an eigenvalue problem for the stability where we have

eigenvalues and eigenmatrices. Looking for solutions of the form M̃(s, t) =
eλtM(s), yields the eigenvalue problem for M(s)

λM = DM+A0M +MAT
0 + ε〈a, s〉

(
A1M+MAT

1

)
.

The marginal moment tensor M is symmetric (Mjk = Mkj), so we will use a
basis of symmetric tensors to express M, and in turn reproduce the results of
§4. The basis that is simplest is given by the eigenmatrices Ejk (and adjoints
by Fjk with inner product 〈E,F〉 = tr(ETF))

Ejk =
1

2

(
hjh

T
k + hkh

T
j

)
, Fjk =

1

2

(
gjg

T
k + gkg

T
j

)
,

where hj are eigenvectors of A0 with eigenvalues σj , and gk are the normalized
adjoint eigenvectors of A0, 〈gj ,hk〉 = δjk. The eigenvalues of the Ejk are sums
of the σi; A0Ejk +EjkA

T
0 = (σj + σk)Ejk.

The analogous result to Lemma 10 is straightforward to show, and following
the steps in §4 we arrive at the following result (note that the eigenvalues νj of
Γ0 from §4 and §5.2 are sums σℓ + σm).

Theorem 5. Let H and B satisfy the basic conditions (Def. 4), and let {hj}Nj=1

form a complete set. For q, r fixed, if Re [σq + σr − σj − σk + µℓ] > 0 for each
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j, k = 1, . . . , N and ℓ = 1, . . . , n, then the order-two coefficient in the expansion
λ = λ0 + λ2ε

2 + . . ., with λ0 = σp + σr, is given by

λ2 = 8
N∑

j,k=1

CjkqrCqrjk

1 + δqr
G(σq + σr − σj − σk), (65)

where

Cjkℓm =
1

4
(δjm〈gk,A1hℓ〉+ δkm〈gj ,A1hℓ〉+ δjℓ〈gk,A1hm〉+ δkℓ〈gj ,A1hm〉) ,

and hj are eigenvectors of A0 with eigenvalues σj, and gk are the normalized
adjoint eigenvectors of A0, 〈gj ,hk〉 = δjk.

6 Conclusions

We have carried out a perturbation analysis to characterize the moment stabil-
ity of parametrically forced linear equations, where the forcing is colored noise
coming out of an Ornstein-Uhlenbeck process. Our analysis applies to arbitrary
linear systems, and can in principle be carried out to any order. Our analy-
sis depends on characterizing the spectrum of the vector Ornstein-Uhlenbeck
process using ladder operators. Though this spectrum has been characterized
elsewhere [17, 18, 22], we believe the ladder operator approach has been shown
to be useful in carrying out our perturbation analysis.
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7 Appendix A: Supplementary Material for §2

In this appendix we give several lemmas used in §2, as well as supplying the
proofs of several of the lemmas used in that section.

Lemma 14. The operator D defined in equation (15) can be expressed as in
equation (21), where the djk are the components of the symmetric matrix D,
given in equation (23).

Proof. With djk as the components of D given in equation (23), we have

1

2

2n+1∑

i=1

2n+1∑

j=1

dijLiLj =
1

2

n∑

i=1

n∑

j=1

(bijLiLj − hijLiLj+n − hjiLi+nLj)−
1

2
tr (H)

(66)
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The part of the operator involving the coefficients bij is clearly equal to the
operator 1

2div (B∇·). To show that the left hand side of equation (66) is actu-
ally D, we need to shows that the terms involving hij are in fact the same as
−∑n

i=1

∑n

j=1 hijLiLj+n = −div (Hs·). We compute

1

2

n∑

i=1

n∑

j=1

(hijLiLj+n + hjiLi+nLj) +
1

2
tr(H)

=
1

2

n∑

i=1

n∑

j=1

(hijLiLj+n + hijLj+nLi) +
1

2
tr(H)

=
1

2

n∑

i=1

n∑

j=1

(hijLiLj+n + hij (LiLj+n − δij)) +
1

2
tr(H) =

n∑

i=1

n∑

j=1

hijLiLj+n

In the second to last line above, we used the commutator relation from (20).

Proof of Lemma 2

Proof. We compute an expression for [D,L] in terms of D and A.

[D,L] =
∑

i,j,m

1

2
dijym(LiLjLm − LmLiLj)

=
∑

i,j,m

1

2
dijym(Li[Lj , Lm] + [Li, Lm]Lj)

=
∑

i,j,m

1

2
dijym(Liaj,m + ai,mLj) =

∑

i,m

(
1

2

(
D+DT

)
A

)

i,m

ymLi.

For the equation [D,L] = µL, this implies that we have

∑

i,m

(
1

2
(D+DT )A

)

i,m

ymLi = µ
∑

i

yiLi.

In matrix notation, this is just DAy = µy, because D = DT .

This proof holds even if we do not assume that D is symmetric. In that
case the analysis that follows would be done in terms of the symmetric matrix
S = 1

2 (D+DT ), instead of D. Thus, it is only for convenience that we use the
symmetric form of D in (23).

Proof of Lemma 3

Proof. We denote the eigenvalues of H as −µk with Re [µk] > 0 for k =
1, 2, . . . , n. Let uk be the eigenvectors of H and vk be the adjoint eigenvec-
tors

Huk = −µkuk, HTvk = −µkvk (67)
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normalized so that
〈vk,uj〉 = δjk.

Recall thatH is a real matrix, so complex eigenvalues come in complex conjugate
pairs. If we write y = (p,q, r)T then Ty = µy becomes




H B 0
0n −HT 0
0 0 0






p

q

r


 = µ




p

q

r


 . (68)

There is a solution with µ = 0 and y0 = (0, . . . , 0, 1)T . If µ 6= 0 then r = 0, and
we have two cases. If q = 0 then (68) reduces to Hp = µp. Hence, µ = −µk
and p = uk for some k. We will denote this solution as y−k = (uk,0, 0)

T . If
q 6= 0 then we must have HTq = −µq, so µ = µk and q = vk for some k. We
denote the solution in this case as yk = (−(H− µkI)

−1Bvk,vk, 0)
T .

Remark 4. T has the eigenvalue 0, with corresponding ladder operator L0 = 1.
This implies that µ0 = 0. However, in this degenerate case, it is convenient for
notational purposes to define µ0 = −tr (H). We will also write µ−k in place of
−µk to accommodate negative indices in the proof of Lemma 5.

The Proof of Lemma 4

We denote by w±k the normalized adjoint eigenvectors of T. That is,
TTw±k = ±µkw±k, 〈w±k,y±k〉 = δjk, and 〈w±k,y∓k〉 = 0. We begin with a
preliminary lemma.

Lemma 15. Let uk and vk be the eigenvectors of H as in equations (67). Let
y±k, k = 1, . . . , n, be the eigenvectors of T associated with the eigenvalue ±µk,
and let w±k, k = 1, . . . , n be the normalized adjoint eigenvectors. Then for
each k = 1, . . . , n, Ay±k = w∓k. For k = 0, 1, . . . , n, Dw±k = µky

∓k (using
µ0 = −tr (H) from Remark 4). Finally,

∑n

k=−n w
k
i y
k
j = δij.

Proof. Note that y±k are given explicitly in the proof of Lemma 3 and for k 6= 0

y−k = (uk,0, 0)
T , yk = (−(H− µkI)

−1Bvk,vk, 0)
T . (69)

We define

wk = (0,−uk, 0)
T , w−k = (vk, (H− µkI)

−1Bvk, 0)
T (70)

and y0 = w0 = (0, . . . , 0, 1)T . It is straightforward to check that 〈w±j ,y±k〉 =
δjk, 〈w±j ,y∓k〉 = 0, TTw0 = 0, and for k 6= 0, TTw±k = ±µkw±k, so
w±k are the normalized adjoint eigenvectors. Applying A to the y±k in (69)
gives Ay±k = w∓k for k 6= 0, and hence applying D to Ay±k = w∓k gives
Dw±k = µky

∓k for k 6= 0. With µ0 = −tr (H) = µ0 (since H is real), we have
Dw0 = µ0y

0. (Note that Ay0 = 0, so without the convention in Remark 4 we
would not have Dw0 = µ0y

0.)
We define the (2n + 1)× (2n + 1) matrices Y = [y−n, . . . ,yn] and W =

[w−n, . . . ,wn], then W∗Y = I2n+1 because (wi)Tyj = δij for −n ≤ i, j ≤
n. But this means YW∗ = I2n+1 as well, and the components of YW∗ are
(YW∗)ij =

∑n

k=−n w
k
i y
k
j .
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We now give the proof of Lemma 4.

Proof of Lemma 4. Recall A was defined as having coefficients amp = [Lm, Lp].
Writing out [L±j ,Lk] in terms of the Lm we have

[L±j ,Lk] =
2n+1∑

m,p=1

y±jm ykp [Lm, Lp] =
2n+1∑

m,p=1

y±jm ykpamp

= (y±j)TAyk = 〈y±j ,Ayk〉.

Using Ay±k = w∓k we have 〈y±j ,Ayk〉 = 〈y±j ,w−k〉 = 〈y±j ,w−k〉. Hence,

[Lj ,Lk] = 〈y+j ,w−k〉 = 0 and [L−j ,Lk] = 〈y−j ,w−k〉 = δjk.

The Proof of Lemma 5

Proof of Lemma 5. We first consider µk

2 L−kLk =
∑2n+1

p,m=1
µk

2 y
−k
m ykpLmLp, for

each k = −n, . . . , n, using the conventions in Remark 4. For each k, Dwk =
µky

−k, which follows from Lemma 15. Hence, y−km = 1
µk

∑2n+1
q=1 dmqw

k
q , so if we

replace the term y−km in the above expression for µk

2 L−kLk, and sum over k, we
get

n∑

k=−n

µk

2
L−kLk =

n∑

k=−n

2n+1∑

p,m,q=1

µk

2

1

µk
dmqw

k
qy
k
pLmLp

=
2n+1∑

p,m,q=1

1

2
dmqLmLp

n∑

k=−n

wkqy
k
p .

From Lemma 15,
∑n

k=−n w
k
qy
k
p = δqp, so

n∑

k=−n

µk

2
L−kLk =

2n+1∑

p,m,q=1

1

2
dmqδqpLmLp =

2n+1∑

p,m=1

1

2
dmpLmLp = D. (71)

For each k > 0, we can write µk

2 LkL−k = µk

2 (L−kLk − 1) by the result of
Lemma 4. Combining this with (71) and using µ0 = −tr (H) we can write D as

D = −1

2
tr (H) +

n∑

k=1

{µk
2
L−kLk +

µk

2
(L−kLk − 1)

}
.

But the eigenvalues of H are −µk, hence tr (H) = −∑n

k=1 µk and we have
D =

∑n

k=1 µkL−kLk.

8 Appendix B: Supplementary Material for §3

Proof of Lemma 6
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Proof. Suppose χ is an eigenvalue of D with eigenfunction φ,
∫
Rn |φ|2ds = 1. If

we multiply (11) by φ, use the definition of D in (15), integrate over all of space,
and integrate the term involving B by parts, we get

χ

∫

Rn

|φ|2ds =
∫

Rn

φDφds =
∫

Rn

φ
1

2
div (B∇φ)− φdiv (Hsφ) ds

= −
∫

Rn

1

2
〈∇φ,B∇φ〉 + φdiv (Hsφ) ds

The matrix B is positive semi-definite, so 〈∇φ,B∇φ〉 ≥ 0, hence Re [χ] ≤
Re
[
−
∫
Rn φdiv (Hsφ) ds

]
. But, because H is real,

2Re

[∫

Rn

φdiv (Hsφ) ds

]
=

∫

Rn

φdiv (Hsφ) + φdiv
(
Hsφ

)
ds.

If we integrate the first term on the right in this expression by parts, and expand
the second term we get

2Re

[∫

Rn

φdiv (Hsφ) ds

]
=

∫

Rn

−∇φ · (φHs) + φ(φtr (H) + (Hs) · ∇φ)ds

=

∫

Rn

|φ|2tr (H) ds = tr (H) .

Hence, Re [χ] ≤ − 1
2 tr (H).

Proof of Lemma 7

The proof of Lemma 7 follows almost immediately from a few preliminary
lemmas.

Lemma 16. Suppose the eigenvectors qk of H are complete and the adjoint
eigenvectors pk are normalized so 〈pj ,qk〉 = δjk. Let P = [p1,p2, . . . ,pn],
Q = [q1,q2, . . . ,qn]. We have

HΣ−1 +Σ−1HT = −B (72)

where Σ−1 = PQ−1.

Remark 5. Lemmas 17 and 7 show that, with the appropriate assumptions on
H and B, the matrix P is invertible and thus there exists a nonsingular matrix
Σ = QP−1, so our use of the notation Σ−1 is appropriate.

Proof. According to equation (68) we have Hpk +Bqk = µkpk, and −HTq =
µkqk. Writing this out in matrix form we get HP+BQ = PM, −HTQ = QM.
Here M is the diagonal matrix with µk on the kth diagonal. Using the second of
these equations to write M in terms of Q and H, and assuming Q is invertible
(the eigenvectors of H are complete) we get M = −Q−1HTQ. Substituting
this into the first equation we get HP + BQ = −PQ−1HTQ. If we multiply
this by Q−1 on the right and rearrange, we get the result of the lemma.
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We will use the following result for controllable pairs, which follows imme-
diately from Theorem 2 in [10].

Lemma 17. If B is positive semi-definite, and the eigenvalues of H all have
real parts less than zero, then the solution to HR +RHT = −B is symmetric
and positive definite provided (H,B) form a controllable pair.

Lemma 7 follows almost immediately from the previous two lemmas.

Some lemmas used in the proof of Theorem 2

Lemma 18. For any integer m ≥ 0, the operators Lk and L−k satisfy

[
Lm+1
−k ,Lk

]
= (m+ 1)Lm−k (73)

Proof. Form = 0, this follows immediately from Lemma 4. We can now proceed
by induction. In particular, if Lm−kLk − LkLm−k = mLm−1

−k , then if we multiply
both sides of this equation by L−k and use Lm−kLkL−k = Lm−k (−I + L−kLk) =
Lm+1
−k Lk − Lm−k, we find that Lm+1

−k Lk − LkLm+1
−k = (m + 1)Lm−k, which proves

the lemma.

Lemma 19. Let H and B satisfy the basic conditions (Def. 4), and let k =
(k1, k2, ..kn) be a vector of nonnegative integers. Let

Φk(s) = Lk1−1Lk2−2....Lkn−nΦ0(s), (74)

then Φk(s) is nonzero, and has an eigenvalue of

χk = −
n∑

j=1

kjµj (75)

Proof. We begin by showing that Lm−kΦ0(s) is nonzero for all m ≥ 0. This
clearly holds for m = 0 by Lemma 8. By induction we can see that if it is
nonzero for m − 1, then it is non-zero for m. This follows from the fact that[
Lm−k,Lk

]
= mLm−1

−k , and the fact that LkΦ0 = 0. Combining these two facts

we get −LkLm−kΦ0(s) = mLm−1
−k Φ0(s). This shows that if Lm−k vanished,then

Lm−1
−k would also have to vanish. Since we are assuming this is not the case, it

follows that Lm−kΦ0(s) does not vanish, and hence by induction does not vanish
for any m ≥ 0.

To show that a general function Φk(s) does not vanish, we can proceed by a
different induction proof. In particular, since the operator L−1 commutes with
both L−2 and L2 we see that for any operator Z of the form Z = Lp−1 where

p is a non-negative integer, we have
[
ZLm−2,L2

]
= mZLm−1

−2 . We can now use
almost the identical argument as in the last paragraph to show that any function
of the form ZLm−2Φ0 will be non-zero. We can now carry out this process by
induction to see that any function of the form Φk(s) will be nonzero.

Once we know that Φk(s) is nonzero, it is clear from the ladder operator
formalism that its eigenvalue must have the form in (75).
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There is one subtle point we would like to discuss in our proof of Theorem
2. Our proof relies on the fact that if φ is an eigenfunction of D, then either
Lkφ = 0, or Lkφ gives a new eigenfunction whose eigenvalue has a smaller real
part. This relies on the assumption that Lkφ remains in the domain of our
operator. The domain of our operator consists of functions that have moments
of all orders. Clearly, if this is true of φ, this will be true of Lkφ. However, we
must also make sure that the function Lkφ has sufficient numbers of derivatives
to satisfy our differential equation. This is clearly true of the eigenfunctions we
have found. That is, they clearly have infinitely many derivatives. However, we
should consider the possibility that there are other eigenfunctions that we have
not accounted for that are not infinitely differentiable. General theorems on
elliptic operators rule out such eigenfunctions if B is positive definite. However,
we have only required that B be positive semi-definite, and that H and B

form a controllable pair. A heuristic argument that we have found all of the
eigenfunctions in this less restrictive case is as follows. If we perturb the matrix
B to make it positive definite, then we know we have all of the eigenfunctions.
As our perturbation parameter goes to zero, there is nothing unusual happening
to our spectrum (such as eigenvalues going off to infinity, or clustering about a
point). Hence, if the eigenfunctions are complete for positive definite B they are
clearly complete in the less restrictive case where B and H form a controllable
pair.

9 Appendix C

In this appendix, we provide formulas for the asymptotic autocorrelation func-
tion of the process s(t) and the extended power spectral density (defined in (79))
for s(t) as well as for the filter 〈a, s(t)〉. In particular, the results of Theorem 6
and Corollary 7, are used to express λ2 in Theorems 3, 4, and 5, and through-
out §5. Corollary 7 gives a practical formula for computing the power spectral
densities of s(t) and 〈a, s(t)〉.

9.1 The Asymptotic Autocorrelation Function

We begin by proving a lemma concerning the autocorrelation function of s(t)
as defined in equation (2). s(t) is not a stationary process, but as t → ∞ it
approaches a stationary process, which we refer to as asymptotically stationary.

Lemma 20. Suppose H and B satisfy the basic conditions (Def. 4), and let
s(t) be the solution to equation (2) with zero initial conditions. As t → ∞ the
autocorrelation function R(τ) = 〈〈s(t)sT (t+ τ)〉〉 is given by

R(τ) = Σ−1eH
T τ for τ > 0, (76)

and Σ−1 = PQ−1 satisfies equation (72).
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Proof. We define

K(t) = eHtBeH
T t, K0 = lim

t→∞

∫ t

0

K(t− σ)dσ. (77)

The solution to equation (2) (with zero initial conditions) is given by

s(t) =

∫ t

0

eH(t−s)ξ(s)ds

We can write

s(t)sT (t+ τ) =

∫ t

0

∫ t+τ

0

eH(t−s)ξ(s)ξT (r)eH
T(t+τ−r)drds.

If we take the expected value of both sides of this equation, and use the fact
that 〈〈ξ(s)ξT (r)〉〉 = Bδ(r − s), we arrive at the equation

〈〈s(t)sT (t+ τ)〉〉 =
∫ t

0

eH(t−σ)BeH
T (t−σ)eH

T τdσ =

∫ t

0

K(t− σ)dσeH
T τ . (78)

When deriving equation (78) we have assumed that the variable r is equal to
the variable s at some point when doing the integration. This will only be
guaranteed if τ > 0, and hence this is only valid for τ > 0. The expression
for τ < 0, is obtained by using the fact that the autocorrelation function must
satisfy R(−τ) = RT (τ).

Assuming that all of the eigenvalues ofH have negative real part, the process
s(t) will become stationary as t → ∞. We take the limit of equation (78) as
t→ ∞ to get

R(τ) = K0e
H

T τ ,

where K0 is defined in equation (77). We now show K0 = Σ−1 by showing K0

satisfies equation (72), i.e. HK0 +K0H
T = −B.

We have from (77)

d

ds
K(s) = HK(s) +K(s)HT .

It follows that

HK0 +K0H
T = − lim

t→∞

∫ t

0

d

ds
(K(t− s)) ds.

We can evaluate this integral using the fundamental theorem of calculus. When
we do this we find that the contribution at s = 0 vanishes in the limit as t→ ∞.
Since K(0) = B, the contribution at s = t is just −B, which completes the proof
of the lemma.
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9.2 The Extended Power Spectral Density

The expression for the eigenvalue (with largest real part) of the perturbed op-
erator D + Γ0 + ε〈a, s〉Γ1 will be written in terms of the Laplace transform of
the asymptotic autocorrelation function of the asymptotically stationary filter
〈a, s(t)〉, which we denote by G. G can be viewed as an extension of the power
spectral density, and has the advantage that it can be evaluated at points in the
complex plane, outside of the domain of the power spectral density.

Definition 7. Let s(t) be an asymptotically stationary stochastic process (i.e.
stationary in the limit t → ∞) with asymptotic autocorrelation function R(τ).
We define the extended power spectral density of s(t) as

G(z) =

∫ ∞

0

R(τ)e−zτ dτ. (79)

With this definition, the scalar filter 〈a, s(t)〉 has extended power spectral den-
sity G(z) = 〈a,G(z)a〉. G is indeed an extension of the power spectral density
S(ω) =

∫
R
R(τ)e−iωτdτ , because the domain of G contains the set {z ∈ C :

Re [z] ≥ 0}. In particular, Re [G(iω)] = 1
2S(ω), which follows from RT (τ) =

R(−τ).

Theorem 6. If H and B satisfy the basic conditions (Def. 4), then the extended
power spectral density G(z) for the asymptotically stationary process s(t), de-
fined in (2), is given by

G(z) = −Σ−1
(
HT − zI

)−1
, (80)

provided Re [µl + z] > 0 for l = 1, . . . , n.
Furthermore, the extended power spectral density G(z) for the asymptotically

stationary filter 〈a, s(t)〉 can be written as

G(z) = 〈a,G(z)a〉 = −
n∑

l=1

αlβl

µl + z
, (81)

where αl, βl are defined in (85).

Proof. In Lemma 20, we showed that the autocorrelation function of the asymp-
totically stationary process s(t), in the limit t → ∞, is given by R(τ) =

Σ−1eH
T τ where

Σ−1 = lim
t→∞

∫ t

0

eH(t−s) B eH
T (t−s) ds. (82)

From R(τ) = Σ−1eH
T τ , we have

∫ ∞

0

R(t)e−zt dt = −Σ−1
(
HT − zI

)−1
,

assuming that Re [µl + z] > 0 for l = 1, . . . , n so that the integral converges.
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Since a is real, we can use (86) to write a =
∑n

k=1 αkvk =
∑n

k=1 αkvk.
Recall, we defined vl so that H

Tvl = −µlvl, so we have (HT−zI)−1vl =
−1
µl+z

vl

and eH
T (t−s)vl = e−µl(t−s)vl . Using these expressions along with (86), (82),

and B = BT , we compute

G(z) = − lim
t→∞

∫ t

0

n∑

l,m=1

αmαlv
T
me

H(t−s) B eH
T (t−s)(HT − zI)−1vl ds

=

n∑

l,m=1

αmαl

µl + z
〈vm,Bvl〉 lim

t→∞

∫ t

0

e−(µm+µl)(t−s)ds

=
n∑

l,m=1

αmαl

(µm + µl)(µl + z)
〈vl,Bvm〉 = −

n∑

l=1

αlβl

µl + z
. (83)

Corollary 7. If H and B satisfy the basic conditions (Def. 4), then the power
spectral density S(ω) of the asymptotically stationary filter 〈a, s(t)〉 is given by
S(ω) = 〈a,S(ω)a〉, where S(ω) is the power spectral density of the asymptotically
stationary process s(t), defined in (2), and

S(ω) =
(
HT + iωI

)−1
B
(
HT − iωI

)−1
. (84)

Proof. Using the expression for G in equation (80) we get

S(ω) = 2Re [G(iω)] = G(iω) +G(iω)∗

= −Σ−1
(
HT − iωI

)−1 − (H+ iωI)
−1

Σ−1

= − (H+ iωI)
−1 (

(H+ iωI)Σ−1 +Σ−1(HT − iωI)
) (

HT − iωI
)−1

= − (H+ iωI)
−1 (

HΣ−1 +Σ−1HT
) (

HT − iωI
)−1

= (H+ iωI)−1
B
(
HT − iωI

)−1
.

The asymptotic autocorrelation function for 〈a, s(t)〉 = aT s(t) is given by
〈〈aT s(t)sT (t+ τ)a〉〉 = 〈a,R(τ)a〉. Hence S(ω) = 〈a,S(ω)a〉.

10 Appendix D: Supplementary Material for §4

Proof of Lemma 9

Proof. We begin by defining

αk =
(
UTa

)
k
, βk = −

n∑

m=1

αm

µm + µk
〈vk,Bvm〉 (85)

where U = [u1,u2, . . . ,un]. Recall, {uj} are the eigenvectors of H and {vj}
are the normalized adjoint vectors.
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With y±k = (p±k,q±k, 0)
T , from Lemma 3, we know the ladder operators

can be written as

Lk = pk · ∇+ qk · s, k = −n, . . . ,−1, 1, . . . , n,

with p±k and q±k given explicitly in the proof of Lemma 3. From these we see
that for (37) to be satisfied we must have

n∑

k=1

αkvk = a,

n∑

k=1

βkuk =

n∑

j=1

αj(H− µjI)
−1Bvj . (86)

Hence, Vα = a, where V = [v1,v2, . . . ,vn]. But V
∗U = I, so the first expres-

sion in (86) is equivalent to the definition of αk in (85). Also, since the {uk}
are complete, and ((H− µjI)

−1)∗vk = −(µk + µj)
−1vk we conclude

βk = 〈vk,
n∑

j=1

αj(H− µjI)
−1Bvj〉

= −
n∑

j=1

αj

µk + µj
〈vk,Bvj〉 = −

n∑

j=1

αj

µk + µj
〈vk,Bvj〉,

where the last equality follows from a rearrangement of the sum over j, and the
fact that the eigenvectors vj and eigenvalues µj come in conjugate pairs. Thus,
with αk, βk defined as in (85), the equations in (86) are satisfied, and therefore
(37) holds.

Proof of Theorem 3

Proof. From Lemma 13 we have

λ2 = −〈ψ1,

n∑

k=1

αkΓ1ck〉 = −〈ψ1,

n∑

m=1

J∑

j=1

αmβm〈ψj ,Γ1φ1〉
ν1 − νj + µm

Γ1φj〉

= −
J∑

j=1

〈ψ1,Γ1φj〉〈ψj ,Γ1φ1〉
n∑

m=1

αmβm

ν1 − νj + µm

=

J∑

j=1

〈ψ1,Γ1φj〉〈ψj ,Γ1φ1〉G(ν1 − νj).

The last equality follows from (81).

References

[1] Ralph Abraham and Jerrold E. Marsden. Foundations of mechanics. Ben-
jamin/Cummings Publishing Co. Inc. Advanced Book Program, Reading,
Mass., 1978. Second edition, revised and enlarged, With the assistance of
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