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ON THE IMPULSE CONTROL OF JUMP DIFFUSIONS

ERHAN BAYRAKTAR ∗, THOMAS EMMERLING † , AND JOSÉ-LUIS MENALDI ‡

Abstract. Regularity of the impulse control problem for a non-degenerate n-dimensional jump
diffusion with infinite activity and finite variation jumps was recently examined in [4]. Here we
extend the analysis to include infinite activity and infinite variation jumps. More specifically, we
show that the value function u of the impulse control problem satisfies u ∈ W

2,p

loc
(Rn).

1. Introduction. In this paper we analyze the regularity of the value function in
an impulse control problem for an n-dimensional jump diffusion process. We assume
that the uncontrolled stochastic process X is governed by the stochastic differential
equation:

dXt = b̃(Xt−)dt+ σ(Xt−)dWt +

∫

Rl

j(Xt−, z)Ñ(dt, dz), X0 = x. (1.1)

Here W is a d-dimensional standard Brownian Motion and N is a Poisson random
measure on R+×R

l, withW and N independent. The Lévy measure ν(·) := E[N(1, ·)]
may be unbounded and Ñ(dt, dz) is its compensated Poisson random measure with
Ñ(dt, dz) = N(dt, dz) − ν(dz)dt. Below, we specify the assumptions placed upon
b̃, σ, j in order to ensure that the SDE is well-defined. If an admissible control policy
V = (τ1, ξ1; τ2, ξ2; . . .) is chosen, then X evolves as

dXt = b̃(Xt−)dt+ σ(Xt−)dWt +

∫

Rl

j(Xt−, z)Ñ(dt, dz) +
∑

i

δ(t− τi)ξi, (1.2)

where δ denotes the Dirac delta function. Given a control V := (τ1, ξ1; τ2, ξ2; . . .), the
objective function is

Jx[V ] := Ex

(

∫ ∞

0

e−rtf(Xt)dt+

∞
∑

i=1

e−rτiB(ξi)

)

. (1.3)

The goal is to minimize the objective function over all admissible control policies:

u(x) = inf
V
Jx[V ]. (1.4)

Intuitively, we expect from the Dynamic Programming Principle that the value func-
tion u(x) satisfies the following quasi-variational inequality

max{−Lu+ ru − f, u−Mu} = 0, x ∈ R
n, (QVI)

where Mϕ(x) is the minimal operator such that

Mϕ(x) := inf
ξ∈Rn

(ϕ(x + ξ) +B(ξ)), (1.5)
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and the partial integro-differential operator L is defined as

Lϕ(x) := LDϕ(x) + Iϕ(x), (1.6)

with

LDϕ(x) =

n
∑

i,k=1

aik(x)∂
2
xixk

ϕ(x) +

n
∑

i=1

b̃i(x)∂xi
ϕ(x),

Iϕ(x) =

∫

Rl

(ϕ(x+ j(x, z))− ϕ(x) − j(x, z)∇ϕ(x)) ν(dz),

(1.7)

where (aij)n×n := 1
2σ(x)σ(x)

T .
Analysis of the impulse control problem finds its roots in the classical works of

[2] and [3]. With regard to impulse control, these authors characterized the value
function, analyzed optimal policies and discussed regularity of the value function
in the non-degenerate diffusion case with bounded data. Subsequent contributions
such as [12], [13], [14] focused upon obtaining various characterizations of the value
function for impulse control in more general settings than [2] and [3] such as the
degenerate/non-degenerate pure/jump diffusion with bounded/unbounded data envi-
ronments. The focus of this paper is on identifying the regularity of the value function
for impulse control under a general jump diffusion setting on the whole space and with
unbounded controls. Regularity in various relevent contexts has been examined by
many in the literature, see e.g. [1], [2], [3], [4], [7], [8], [9], [11], [16]. Recently, [9]
(resp. [4]) identified W 2,p

loc (R
n) regularity of the value function of impulse control for

a pure diffusion (resp. jump diffusion) with unbounded controls. In both of these
papers, the authors utilized classical PDE arguments along with recent viscosity re-
sults for impulse control [17] to establish regularity. For the jump diffusion case [4],
the authors establish W 2,p

loc (R
n) regularity for the value function for a jump process

with finite variation jumps, i.e., integro-differential operators of order [0, 1]. With the
regularity question resolved in this case, we examine whether this result can be lever-
aged to improve regularity to include jump processes which exhibit infinite variation
jumps, i.e., integro-differential operators of order (1, 2].

We find, in Section 4, that the regularity presented in [4] is particularly helpful in
establishing regularity in the continuation region C := {x ∈ R

n : u(x) < Mu(x)} for
general jumps through approximation. More specifically, we approximate the value
function for the general jumps case using a value function for impulse control of a
jump diffusion with finite variation jumps, i.e., integrable jumps jǫ(x, z) ∈ L1(Rl, ν).
This value function converges uniformly on R

n (see Lemma 4.3) to the value func-
tion for infinite variation jumps and is in W 2,p

loc (C) via a weak limit argument (see
Lemma 4.4). This argument utilizes a variation of the local estimates for the integro-
differential operator found in [1], [6], and [16] (see Proposition 3.3) which only is valid
in the continuation region C. Similar to [4], a bootstrap method allows us to improve

regularity so that u ∈ C2, 2α−γ
2 (C) (see Proposition 4.5).

For finite variation jumps, the authors in [4] show how establishing regularity of
u in the continuation region C can be particularly helpful in improving the result to
the whole space, i.e., proving u ∈ W 2,p

loc (R
n). This is primarily due to the fact that

minimizers ofMu(x) translate x into the continuation region. With this in mind, upon
obtaining regularity in the continuation region for general jumps, we next examine in
Section 5.1 whether the same techniques carried out in [4] can be applied to smoothly
carry W 2,p

loc -regularity over into the action region A := {x ∈ R
n : u(x) = Mu(x)}.
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More specifically, this involves an examination of a Dirichlet problem on a bounded
open set with a non-local integro-differential operator. Resources for the regularity of
second order elliptic integro-differential problems include [5], [6], [8], [11], [16] among
others. However, Dirichlet problems on bounded sets in the infinite variation case
generate a singularity at the boundary. As the monograph [6] shows in detail, unless
one is willing to restrict the state space of the jump process or impose the condition
that only finite variation jumps can take the process outside the boundary, regularity
cannot be guaranteed. In order to avoid both of these unappealing restrictions, we
develop a new approach to obtain W 2,p

loc -regularity in the whole space. Rather than
analyzing u as a solution to a variational inequality (VI) in an arbitrary bounded open
set O in R

n as demonstrated in [4], we obtain in Section 5.2 a characterization of u
as a distributional solution to a quasi-variational inequality (QVI) in R

n. Upon doing
so, we then proceed to show that the distribution (−LD − I + r)u is in fact a locally
bounded function on R

n. Using this knowledge, an application of local estimates
(Proposition 3.3) allows us to conclude W 2,p

loc (R
n) at the end of Section 5.

The paper is organized as follows. Section 2 provides the assumptions for the
problem. Section 3 discusses some useful properties relating to the value function and
integro-differential operator. Section 4 presents regularity of the value function in the
continuation region. Section 5 presents the main regularity result, Theorem 5.1. An
Appendix includes proofs of some technical results from Section 3, 4.

2. Assumptions. We adopt the notation used in [4] for function spaces if not
explicitly defined and present the following assumptions:

Lipschitz coefficients/running cost: We assume that the drift, volatility and the jump
amplitude (in the first variable) in (1.1) are Lipschitz continuous and have Lipschitz
continuous first derivatives (denoted b̃

′

, σ′, j′), i.e., there exists a positive constants
Cb̃, Cσ > 0 and a positive function Cj(z) ∈ Lq(Rl, ν) for q = 1, 2, 4 such that for any
x, y ∈ R

n, z ∈ R
l,

|b̃(x)− b̃(y)| ≤ Cb̃ |x− y| , |σ(x) − σ(y)| ≤ Cσ |x− y| ,

|j(x, z)− j(y, z)| ≤ Cj(z) |x− y| , and there exists C > 0 such that
(H1)

∣

∣

∣b̃
′

(x)− b̃
′

(y)
∣

∣

∣

2

+ |σ′(x)− σ′(y)|
2
+

∫

Rl

|j′(x, z)− j′(y, z)|
2
ν(dz) ≤ C |x− y|

2
,

(H2)

where b̃ : R
n → R

n, σ : R
n → R

n×d, j : R
n×R

l → R
n. Assume the running cost f ≥ 0

is Lipschitz continuous, i.e., there exists a constant Cf > 0 such that

|f(x)− f(y)| ≤ Cf |x− y|, ∀x, y ∈ R
n. (H3)

Semiconcavity: Suppose for every open ball Br(0) of radius r > 0 centered at 0 (or
simply denoted Br), there exists a constant Cr > 0 such that the function

x 7→ f(x)− Cr |x|
2 is concave. (H4)

Jump conditions: For the jump amplitude j and the Lévy measure ν, we assume there
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exists some positive measurable function j0(z) such that

|j(x, z)| ≤ j0(z),

∫

{j0(z)≥1}

[j0(z)]
2ν(dz) ≤ C0 <∞,

∫

{j0(z)<1}

[j0(z)]
pν(dz) ≤ C0 <∞, for any p ≥ γ, γ ∈ [1, 2].

(H5)

Assume that j(x, z) is continuously differentiable in x for any fixed z and for any x, x′

and 0 ≤ θ ≤ 1, there exists a constant c0 > 0 such that

c0 |x− x′| ≤ |(x− x′) + θ(j(x, z)− j(x′, z))| ≤ c−1
0 |x− x′| . (H6)

In particular, the Jacobian of x→ j(x, z) satisfies

c−1
1 ≤ det[Id +∇j(x, z)] ≤ C1, (2.1)

for any x, z and some constants c1, C1 ≥ 1, where Id is the identity matrix in R
n,

∇j(x, z) is the matrix of the first partial derivatives in x, and det[·] denotes the
matrix determinant. There exists a constant Mγ > 0 such that

|∇j(x, z)| ≤Mγ [j0(z)]
γ−1,

|∇ · j(x, z)−∇ · j(x+ j(x, z), z)| ≤Mγ [j0(z)]
γ ,

(H7)

where ∇ · j(x, z) denotes the divergence of the function x 7→ j(x, z) for any fixed z.

Uniform Ellipticity. The diffusion component of X satisfies the uniform ellipticity
condition, i.e., there exists λ > 0 such that

n
∑

i,j=1

ξiaij(x)ξj ≥ λ |ξ|2 ; λ > 0, x ∈ R
n. (H8)

Transaction Cost: The transaction cost function B : R
n → R is lower semi-continuous

and satisfies:


















infξ∈Rn B(ξ) = K > 0,

B ∈ C(Rn\{0}),

|B(ξ)| → ∞, as |ξ| → ∞,

B(ξ1) +B(ξ2) ≥ B(ξ1 + ξ2) +K, ∀ ξ1, ξ2 ∈ R
n,

(H9)

Discount Rate: Assume the discount rate r is sufficiently large.

The nonlocal integro-differential operator can be written as

Iϕ(x) :=

∫

Rl

(

ϕ(x + j(x, z))− ϕ(x)− j(x, z) · ∇ϕ(x)1{j0(z)<1}

)

ν(dz), (2.2)

and the local differential operator has the form

LDϕ(x) :=

n
∑

i,k=1

aik(x)∂
2
xixk

ϕ(x) +

n
∑

i=1

bi(x)∂xi
ϕ(x), (2.3)

where b := b̃ −
∫

Rl j(x, z)1Rl\{j0(z)<1}ν(dz).
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3. Some Technical Estimates. In this section, we discuss preliminary regu-
larity results of u and Mu, prove some useful properties of the non-local operator I
and give a local Lp estimate.

Lemma 3.1. The function u(·) is Lipschitz continuous with constant Cu. Addi-
tionally, Mu(·) is Lipschitz continuous.

Proof. In the Appendix, we provide a proof that u is Lipschitz continuous within
our setup. Lemma 3.3 of [4] provides a proof for our setup that Mu is Lipschitz
continuous.

Definition 3.2. Let Br(x) denote the open ball of radius r centered at x. The
outer η-neighborhood of Ω is defined as Ωη := {x ∈ R

n : x ∈ Bη(y) for some y ∈ Ω}.
Lemma 3.1. (ε-Lp-estimates) Let O be an open subset of R

n and suppose (H5),
and (H6) hold. Then, for any given ε > 0, there exists C(ε) > 0 depending on ε, such
that for smooth ϕ, Lipschitz on R

n with constant Cϕ, we have for 1 ≤ p ≤ ∞,

‖Iϕ‖Lp(O) ≤ ε ‖ϕ‖W 2,p(Oε) + C(ε)Cϕ. (3.1)

Proof. See the Appendix.
A direct application of Lemma 3.1 is the following local estimate for the integro-

differential operator (see e.g. Proposition 2.4 in [16], Theorem 3.1.20 in [6], Proposi-
tion 3.5 in [1]). The estimate represents a direct extension of the classical Lp interior
estimates of Theorem 9.11 in [7].

Proposition 3.3. (Local Lp-estimates) Suppose (H1), (H5), (H6), and (H8).
Let O′ ⊂ O be bounded open subsets of R

n with dist(∂O′, ∂O) ≥ δ > 0. Suppose that
v ∈ W 2,p

loc (O), v is Lipschitz on R
n with constant Cv, 1 < p <∞. Letting

(−LD − I + r)v = f in O, (3.2)

define the function f in O, there exists a constant C depending on n, p, δ, diam(O)
and the bounds imposed by (H1) and (H8) such that

‖v‖W 2,p(O′) ≤ C(‖f‖Lp(O) + Cv + ‖v‖L∞(O)). (3.3)

Proof. This proof is similar to the proof of Proposition 3.5 in [1]. For the sake of
completeness we provided a proof in the Appendix.

Lemma 3.4. Assume (H5) holds. Suppose ϕ is Lipschitz on R
n with constant

Cϕ. Let Ω be a bounded open set of R
n. If ϕ ∈ C1,α(Ω1) for some α ∈ [γ/2, 1], then

Iϕ ∈ C0, 2α−γ
2 (Ω) and

‖Iϕ‖
C0,

2α−γ
2 (Ω)

≤ C
(

Cϕ + ‖ϕ‖C1,α(Ω1)

)

, (3.4)

for a positive constant C dependent upon Ω, α, γ.
Proof. This proof is similar to the proof of Lemma 3.2 in [1]. For details see the

Appendix.

4. Regularity in the Continuation Region. In this section, we establish
the regularity of the value function u in the continuation region C := {x ∈ R

n :
u(x) < Mu(x)} through approximation. As we show below, each approximate value
function will satisfy the integrability assumption required in the regularity analysis
undertaken in [4] and thus has W 2,p

loc -regularity in R
n. Upon knowing this regularity
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for each approximation, we then show that a weak limit of the approximations exists
by demonstrating that the sequence of solutions is bounded in W 2,p

loc . This argument
utilizes the local Lp-estimates of Proposition 3.3 and only holds in the continuation
region C. To complete the argument, we then demonstrate that our sequence of
approximations converges uniformly in R

n to u. Finally, we implement a “bootstrap”
argument carried out in [4] to upgrade the regularity of u in C to a Hölder space with
two continuous derivatives. We begin now with the approximation.

For ǫ > 0, set

jǫ(x, z) := j(x, z)1{j0(z)>ǫ}. (4.1)

With this definition, for each fixed ǫ > 0, it holds that jǫ ∈ L1(Rl, ν). Indeed,
∫

Rl

|jǫ(x, z)| ν(dz) ≤

∫

{j0>1}

j0(z)ν(dz) +
1

ǫ2

∫

{j0≤1}

[j0(z)]
2ν(dz) <∞. (4.2)

Letting uǫ denote the value function corresponding to a jump function jǫ, we have
that uǫ is Lipschitz continuous for each ǫ > 0.

Lemma 4.1. For each ǫ > 0, the value function uǫ is Lipschitz continuous in R
n

with constant Cu, the Lipschitz constant for u.
Proof. The proof proceeds directly as in Lemma 3.1 since |jǫ(x, z)− jǫ(y, z)| ≤

|j(x, z)− j(y, z)|.
At this point, the regularity analysis presented in [4] allows us to conclude uǫ ∈

W 2,p
loc (R

n) for each fixed ǫ > 0. The next goal is to show uniform convergence of uǫ to
u. In doing so, we utilize a general estimate obtained for solutions of jump diffusions
(see e.g. Chapter 5 in [15]). For this estimate, we define the norm

‖h− h′‖0,p := sup
t,x

{

(∫

Rl

|h(t, x, z)− h′(t, x, z)|
p
ν(dz)

)1/p
}

, (4.3)

for p ≥ 2. Additionally, set

Λ0,p(h− h′) := ‖h− h′‖0,2p + ‖h− h′‖0,2 . (4.4)

Lemma 4.2. Assume (H1), and suppose r is sufficiently large. Fix ǫ > 0. Letting
Xt be a solution to (1.1) using jump function j with X0 = x0 and Xǫ

t be a solution
using jump function jǫ and Xǫ

0 = x0, we have for α > β,

E

[

sup
0≤s≤t

|Xs −Xǫ
s|

2
e−αs

]

≤MΛ2
0,2(j − jǫ), (4.5)

for every t ≥ 0 and for some constants C,M which depend only upon α > β, the
bounds on b̃, σ, j and the dimensions n, d.

Proof. See the Appendix.
Lemma 4.3. Assume (H1), (H3), and suppose r is sufficiently large. The value

function uǫ corresponding to a jump function jǫ converges uniformly on R
n to u, i.e.,

uǫ
unif
−→ u on R

n.
Proof. Fix ǫ > 0 and let Xt denote a solution to (1.1) with initial value X0 = x

and let Xǫ
t denote a solution to (1.1) with jump function jǫ and initial value Xǫ

0 = x.
From Lemma 4.2 and Jensen’s inequality, we know for α > β,

E

[

sup
0≤s≤t

|Xs −Xǫ
s|

]

≤ eαt/2M1/2Λ0,2(j − jǫ). (4.6)
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Fix a control V and let Jǫ
x[V ] denote the objective function (1.3) under Xǫ. Using

(H3) and (4.6), we find

Jx[V ] ≤ Jǫ
x[V ] + E

[

∫ ∞

0

e−rs |f(Xs)− f(Xǫ
s)| ds

]

≤ Jǫ
x[V ] + Cf

∫ ∞

0

e−rs
E[|Xs −Xǫ

s|]ds

≤ Jǫ
x[V ] + CfM

1/2Λ0,2(j − jǫ)

∫ ∞

0

e−(r−α/2)sds.

(4.7)

The final integral in the last inequality converges since r is sufficiently large. Let C(ǫ)
denote the last term in the last inequality above. Taking infimum over all controls
yields

u(x) ≤ u∗ǫ(x) + C(ǫ), (4.8)

where C(ǫ) ↓ 0 as ǫ ↓ 0. Exchanging the roles of Xt and X
ǫ
t yields uǫ(x) ≤ u(x)+C(ǫ).

Since C(ǫ) is independent of x, the convergence is uniform.
Lemma 4.4. Assume (H1), (H8), (H3), and suppose r is sufficiently large. In

the continuation region C, we have u ∈W 2,p
loc (C).

Proof. Let B ⊂ C be closed and bounded. Let δ = inf
B
{Mu(x) − u(x)} > 0. By

Lemma 4.3, uǫ converges uniformly to u on R
n which, in turn, implies Muǫ converges

uniformly to Mu on R
n. Using this information, there exists a ǫ′(δ) > 0 such that

for all ǫ ∈ (0, ǫ′(δ)), it holds that B ⊂ {x ∈ R
n : uǫ(x) < Muǫ(x)}. For an open set

O ⊂ B and any ǫ ∈ (0, ǫ′(δ)), the local estimate Proposition 3.3 along with Lemmas
4.1 and 4.3 yield that ‖uǫ‖W 2,p(O) ≤ C for some constant C independent of ǫ. Thus,
a weak limit exists and must coincide with the value function u due to Lemma 4.3.
Since B was arbitrary, the proof is complete.

As in [4], we can now use a “bootstrap” argument to obtain further regularity of
u in C.

Proposition 4.5. Assume (H1), (H5), (H8), (H3), and suppose r is sufficiently
large. For any compact subset D ⊂ C of the continuation region, the value function u

is in C2, 2α−γ
2 (D) for any α ∈ [γ/2, 1] and satisfies (−LD − I + r)u − f = 0 in C.

Proof. First, consider any compact set D such that D1 ⊂ C. From Lemma 4.4,
u ∈ W 2,p(D1) for p ∈ (1,∞) from which Sobolev imbedding implies u ∈ C1,α(D1)
for any α ∈ (0, 1). Using this result and applying Lemma 3.4, we know that Iu ∈

C0, 2α−γ
2 (D) for α ∈ [γ/2, 1]. We now have enough regularity to use the Schauder

estimates to improve our results. Indeed, for any open ball B ⊂ D ⊂ D1 ⊂ C, the
solution v of the following classical Dirichlet problem

{

(−LD + r)v(x) = f(x) + Iu(x) a.e. x ∈ B,

v(x) = u(x) x ∈ ∂B,
(4.9)

is in C2, 2α−γ
2 (B) by the Schauder estimates since f +Iu(x) ∈ C0, 2α−γ

2 (D). Now, from
classical uniqueness results of viscosity solutions as used in Lemma 5.4 in [4] (see also

final paragraph in Theorem 5.5 in [4]), we conclude v = u ∈ C2, 2α−γ
2 (B) for any open

ball B ⊂ D. The choice of a compact set D such that D1 ⊂ C was necessary in
order to apply Lemma 3.4. However, the outer 1-neighborhood Ω1 appears there as
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a result of our choice of magnitude 1 to separate large and small jumps. If, instead,
we take any ǫ ∈ (0, 1) to separate jump behavior, we would reach an analogous

conclusion u ∈ C2, 2α−γ
2 (B) for any open ball B ⊂ D where Dǫ ⊂ C. Hence, we find

u ∈ C2, 2α−γ
2 (C) for any compact set C ⊂ C and satisfies (−LD − I + r)u − f = 0 in

C.

5. Regularity in R
n. In this section, we investigate the regularity of the value

function u on the whole space. The authors in [4] examine the regularity of u under
two specific assumptions concerning the Lévy measure: ν is finite and j(x, ·) ∈ L1(ν).
These two assumptions describe qualities of the Lévy kernel M(x, dη) where

M(x,A) := ν{z : j(x, z) ∈ A}, A -Borel measurable subset in R
n,

which, in turn, determine the order of integro-differential operator I (see Definition
2.1.2 in [6]). The assumptions taken in [4] concern integro-differential operators of
order ≤ 1. Such operators map smooth functions to smooth functions. For example,
Lemma 5.1 in [4] shows that I maps Lipschitz functions to Lipschitz functions when I
has order 0. Additionally, when j(x, ·) ∈ L1(ν), Lemma 3.2 in [4] shows that I maps
a Lipschitz function to a continuous function when Cj(·) is ν-integrable. Since the
value function for impulse control u is Lipschitz continuous, it is known that Iu is at
least a continuous function under either assumption on M(x, dη). As the authors in
[4] demonstrate, the continuity of Iu allows for a regularity analysis as in the pure
diffusion case after defining a new running cost function f̃ := f + Iu. Under our
assumptions on M(x, dη), it is not known a priori that Iu is continuous for Lipschitz
continuous u (for a similar discussion see [1]). As such, we cannot define f̃ as in [4]
and must directly deal with the integro-differential operator.

5.1. Bounded Domain Approach. With an integro-differential operator I of
order ≤ 1, the authors in [4] show u ∈ W 2,p

loc (R
n) by studying the regularity of an

associated optimal stopping time problem for a pure diffusion on bounded open sets
of R

n (see Section 6 in [4]). With a general jump case considered here, it is natural
to consider the possibility of a similar proof argument involving an optimal stopping
time problem for jump diffusions on bounded open sets of R

n.
Through penalization, regularity of an associated optimal stopping problem in

a bounded open set O arises from the regularity of a Dirichlet problem. As such,
we may first consider the existence, uniqueness and regularity of a solution of the
following Dirichlet problem:

{

(−LD − I + r)v(x) = f(x), x ∈ O,

v(x) = u(x), x ∈ R
n \ O.

(5.1)

Notice that the non-local character of I requires that the solution v be defined on the
support of the Lévy kernelM(x, ·), namely, R

n. Integro-differential problems as above
have been extensively discussed in the literature (see e.g. [6], [8], [11]). Recalling this
analysis, when studying (5.1) with a integro-differential operator I of order (1, 2],
W 2,p(O) solutions exist if an extra condition is placed upon jumps outside of O (see
(5.4)). In the absence of this modification, only variational solutions in W 1,p(O)
exist. The lack of dependence upon the fixed bounded open set O for I of order
≤ 1 renders this approach useful for establishing the regularity of u. In fact, such
an argument would essentially be the same as the analysis undertaken in both [4]
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and [13]. The existence of this extra condition upon jumps outside O for integro-
differential operators of order > 1 does not disqualify this method from helping to
achieve regularity for an optimal stopping problem associated to impulse control.
Indeed, the extra jump condition (5.4) might automatically be satisfied depending on
the value of γ taken in (H5). To see this, consider the following two-step problem
associated to (5.1).

{

(−LD + r)z(x) = 0, x ∈ O,

z(x) = u(x), x ∈ R
n \ O,

(5.2)

and
{

(−LD − I + r)w(x) = f(x) + Iz(x), x ∈ O,

w(x) = 0, x ∈ R
n \ O.

(5.3)

If solutions exist to each problem, then v = z+w will solve (5.1). Sufficient conditions
to solve (5.2) are well-known and can be found in [7]. For (5.3), there is a unique
solution w ∈W 2,p(O) (see Theorem III.3 in [8] and Theorem 3.1.22 in [6]) if

sup
x∈O

∫

1
Rn\O(x+ j(x, z)) |j(x, z)|1+α ν(dz) <∞, (5.4)

where 0 < α < 1/n and if f + Iz ∈ Lp(O) for n < p < 1/α. The condition (5.4) is
satisfied if γ ∈ [1, 2] in (H5) is taken to satisfy 0 < γ − 1 < 1/n. Thus, we might
be able to pursue this technique for showing regularity under a restricted set of γ
values in [1, 2] which depend upon the dimension n. Even if we are content with this
restriction, we cannot conclude the existence of a unique solution w ∈ W 2,p(O) until
Iz ∈ Lp(O) for n < p < 1/α is justified. Recalling the classical results of Corollary
9.18 in [7], we know that z ∈W 2,p

loc (O)∩C0(O) from which Sobolev embedding implies
that z ∈ C0,1(K) for any compact K ⊂ O. Since z = u on R

n \ O, we can conclude
that z is Lipschitz continuous on R

n. However, z Lipschitz continuous on R
n does not

guarantee that Iz ∈ Lp(O). Essentially, unless we know more regularity about the
solution z with Lipschitz boundary function u, we are unable to obtain a W 2,p(O)
solution to (5.3). Due to this complication and the additional restriction to γ beyond
(H5), we instead pursue an analysis of an integro-differential problem on the whole
space rather than on a bounded open set O.

5.2. The Whole Space Approach. In this section, we establish the following
main theorem.

Theorem 5.1. Let the assumptions of Section 2 hold. The value function of
impulse control u has a weak derivative up to order 2 in Lp(O) for 1 < p < ∞ and
any bounded open set O, i.e, u ∈ W 2,p

loc (R
n).

The subsections to follow pursue a proof of the above result. In the first, we
present a characterization of the value function u. In the second, we discuss the
semi-concavity of u and Mu which assists in establishing regularity in the third.

The following function spaces will be useful in order to examine the regularity
of the value function u on R

n. Let Bp(R
n) denote the space of Borel measurable

functions h from R
n into R

n such that

‖h‖p = sup{|h(x)| (1 + |x|
2
)−p/2 : x ∈ R

n} <∞. (5.5)
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Let Cp(R
n) denote the subspace of Bp(R

n) composed of p-uniformly continuous func-
tions, i.e., all functions h which satisfy: for every ǫ > 0 there exists a δ = δ(ǫ, p) such
that for any x, x′ ∈ R

n, we have

|h(x)− h(x′)| ≤ ǫ(1 + |x|
p
), |x− x′| < δ. (5.6)

Let C+
p (Rn) denote the class of all positive functions in Cp(R

n).

5.2.1. QVI. Let A := −LD − I + r as in (1.7). Following [18], for any functions
u, v ∈ Bp(R

n), we say

Au = v, in R
n (resp. ≤) if the process

Yt =

∫ t

0

v(Xs)e
−rsds+ u(Xt)e

−rt, t ≥ 0,
(5.7)

is a martingale (resp. submartingale), for every initial x ∈ R
n. The following propo-

sition from [14] characterizes the value function for our impulse control problem u.

Proposition 5.2. Assume (H1), (H3), (H9), and suppose r is sufficiently large.
Then the quasi-variational inequality











û ∈ C+
p (Rn)

Aû ≤ f in R
n, û ≤ Mû in R

n,

Aû = f in [û <Mû],

(5.8)

with [û <Mû] denoting the set of points x such that û(x) <Mû(x) has one and only
one solution, which is given explicitly as the optimal cost for impulse control u.

We can also give Au a meaning as a distribution. In fact using the Lipschitz
continuity of u, (H6), and (H7) we can see that this distribution satisfies, for any
open set O in R

n and every test function ϕ ∈ D(O) (compactly supported infinitely
differentiable functions),

〈Au, ϕ〉 =
n
∑

i,j=1

∫

O

aij(x)∂xi
u(x)∂xj

ϕ(x)dx

−

n
∑

i=1

∫

O

µi(x)∂xi
[u(x)]ϕ(x)dx +

∫

O

ru(x)ϕ(x)dx

−

∫

O

u(y)dy ×

∫

{j0<1}

[ϕ(y − j∗(y, z))− ϕ(y) +∇ϕ(y) · j∗(y, z)]m∗(y, z)ν(dz)

−

∫

O

u(y)dy ×

∫

{j0≥1}

[ϕ(y − j∗(y, z))− ϕ(y)]m∗(y, z)ν(dz)

−

∫

O

u(y)dy ×

(

∫

{j0<1}

[j(y, z)− j∗(y, z)m∗(y, z)]ν(dz)

)

· ∇ϕ(y)

−

∫

O

u(y)ϕ(y)dy

×

(

∫

{j0≥1}

[m∗(y, z)− 1]ν(dz) +

∫

{j0<1}

[m∗(y, z) +∇ · j(y, z)− 1]ν(dz)

)

,

(5.9)
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with µi = bi −
∑n

j=1 ∂xj
[aij ], j

∗(y, z) = j(x(y, z), z), m∗(y, z) = det(∂x(y, z)/∂y) and
the change of variable y = x+ j(x, z) (c.f. Section 2.4 in [6]).

The following proposition shows that the value function u is a distributional
solution once it is a martingale solution as above.

Proposition 5.3. Let u be the value function of impulse control under the
assumptions of Section 2 and suppose U is an open set in R

n. The property that
Yt =

∫ t

0
f(Xs)e

−rsds + u(Xt)e
−rt is a submartingale (resp. martingale) for every

initial x ∈ U implies that Au ≤ f (resp. Au=f) in D′(U), i.e. the inequality (resp.
equality) is satisfied in the distributional sense.

Proof. This proof follows the approach taken in Proposition 2.5 in [10]. Without
loss of generality we can assume U is bounded. Indeed, suppose U is an unbounded
open set. We wish to show that for ϕ ∈ D(U), ϕ ≥ 0 that 〈f − Au, ϕ〉 ≥ 0. Since
ϕ ∈ C∞

c (U) there exists some bounded Ubdd ⊂ U such that spt(ϕ) ⊂ Ubdd. If it
holds that 〈f − Au, φ〉 ≥ 0 for all φ ∈ D(Ubdd), φ ≥ 0, then it is, indeed, true that
〈f −Au, ϕ〉 ≥ 0. Thus, we will assume below that U is a bounded open set.

Let X0
t denote a solution of (1.1) with X0 = 0. Define the stopping time τxU :=

inf{t ≥ 0 : X0
t + x /∈ U}. Fix x0 ∈ U and define a stopping time as τU := inf{t ≥ 0 :

∃y ∈ Bx0(a) such that X0
t + y /∈ U}. Choose a > 0 such that Bx0(2a) ⊂ U . For every

(x, y) ∈ (Bx0(a/2), B0(a/2)), we have τU ≤ τx−y
U . By the submartingale property,

E

[

u(X0
t∧τU + x− y)e−r(t∧τU ) +

∫ t∧τU

0

f(X0
s + x− y)e−rs

]

≥ u(x− y). (5.10)

Letting (ηn)
∞
n=1 denote the standard regularizing sequence, we have

∫

Rn

E[u(X0
t∧τU + x− y)e−r(t∧τU)]ηn(y)dy ≥

∫

Rn

u(x− y)ηn(y)dy

−

∫

Rn

(

E

[

∫ t∧τU

0

f(X0
s + x− y)e−rsdy

])

ηn(y)dy.

(5.11)

Via Fubini’s theorem, we find

E[u ∗ ηn(X
0
t∧τU + x)e−r(t∧τU )] ≥ u ∗ ηn(x) −

∫

Rn

E

[

∫ t∧τU

0

f(X0
s + x− y)e−rsds

]

ηn(y)dy.

(5.12)

Then, for every t > 0,

1

t

(

E[u ∗ ηn(X
0
t∧τU + x)e−r(t∧τU )]− u ∗ ηn(x)

)

≥ −

∫

Rn

E

[

1

t

∫ t∧τU

0

f(X0
s + x− y)e−rsds

]

ηn(y)dy,

(5.13)

which implies

E

[

1

t

∫ t∧τU

0

A(u ∗ ηn)(X
0
s + x)ds

]

≤

∫

Rn

E

[

1

t

∫ t∧τU

0

f(X0
s + x− y)e−rsds

]

ηn(y)dy.

(5.14)
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Since U is bounded, the bounded convergence theorem yields

E

[

lim
t↓0

1

t

∫ t∧τU

0

A(u ∗ ηn)(X
0
s + x)ds

]

≤

∫

Rn

E

[

lim
t↓0

1

t

∫ t∧τU

0

f(X0
s + x− y)e−rsds

]

ηn(y)dy,

E

[

lim
t↓0

1

t

∫ t

0

1{τU≥s}A(u ∗ ηn)(X
0
s + x)ds

]

≤

∫

Rn

E

[

lim
t↓0

1

t

∫ t

0

1{τU≥s}f(X
0
s + x− y)e−rsds

]

ηn(y)dy,

(5.15)

The mean value theorem now implies that A(u ∗ ηn)(x) ≤ (f ∗ ηn)(x) for all x ∈
Bx0(a/2). Notice that for the value function u, we know u ∗ ηn → u in Lp(Bx0(a/2))
and (∂xi

u) ∗ ηn → ∂xi
u in Lp(Bx0(a/2)) and for any 1 < p < ∞. Using (5.9),

it is straightforward to show that 〈A(u ∗ ηn), ϕ〉 converges to 〈Au, ϕ〉 as n → ∞ in
D′(Bx0(a/2)). Combining this fact with A(u∗ηn)(x) ≤ (f ∗ηn)(x) for all x ∈ Bx0(a/2)
allows us to conclude that Au(x) ≤ f(x) in D′(Bx0(a/2)). Since x0 ∈ U was arbitrary,
a partition of unity argument now shows Au(x) ≤ f(x) in D′(U).

Upon knowing that Au ≤ f in D′(Rn) from Proposition 5.3, our next goal is to
show that the distribution Au is actually a function with Au ∈ B2(R

n). This property
not only describes the behavior of Au at infinity but also would mean Au ∈ L∞(O) for
any bounded open set O. In turn, an application of Proposition 3.3 would complete
the regularity argument by allowing us to conclude u ∈ W 2,p

loc (R
n). Below, we show

A(Mu) ≥ −C(1 + |x|
2
) which combined with Au ≤ f in D′(Rn), u ≤ Mu in R

n and
Au = f in D′({u <Mu}) implies that Au ∈ B2(R

n).

5.2.2. Semi-concavity of u and Mu. The property A(Mu) ≥ −C(1 + |x|2)
in D′(Rn) follows from the semi-concavity property of u and Mu.

Definition 5.4. A continuous function h from R
n to R

n is called semi-concave
on R

n if for every ball Br(0), r > 0 there exists a constant Cr > 0 such that x 7→

h(x)− Cr |x|
2
is concave on Br(0), i.e., for every |x| < r, |y| < r, we have

θh(x) + (1− θ)h(y) − h(θx+ (1− θ)y) ≤ Crθ(1 − θ) |x− y|
2
, (5.16)

for any θ ∈ [0, 1]. If h is continuous, this is equivalent to the condition

h(x+ z)− 2h(x) + h(x− z) ≤ Cr |z|
2
, (5.17)

for all z sufficiently small. Equivalently, for any unit vector χ ∈ R
n and constant

C > 0, we have

∂2h

∂χ2
≤ C, in D′(Rn). (5.18)

As observed in Section 4.2 in [14] and Section 6 in [4], in order to show the
semi-concavity of Mu on R

n, it suffices to show the semi-concavity of u. Indeed, for
fixed x ∈ R

n,

Mu(x+ z)− 2Mu(x) +Mu(x− z) ≤ u(y + z)− 2u(y) + u(y − z), (5.19)

where y := x+ ξ and ξ ∈ R
n is the limit of a convergent subsequence of a minimizing

sequence (ξk)
∞
k=1 such that u(x+ ξk)+B(ξk) → Mu(x). The following lemma which,
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for instance, appears as Proposition 5.9 in Section 5.1.2 [15] assists in showing u is
semi-concave.

Lemma 5.5. Let Xt, X
′
t, Zt be three solutions of (1.1) for t ≥ 0 with initial values

x, x′, z. If α ≥ κ, as defined in (5.27), then for ψθ(x, x
′, z) := θ2(1 − θ)2 |x− x′|

4
+

|θx+ (1 − θ)x′ − z|
2
and under the assumptions (H1), and (H2), we have

E

[

(α− κ)

∫ t

0

ψθ(Xs, X
′
s, Zs)e

−αsds+ ψθ(Xt, X
′
t, Zt)e

−αt

]

≤ ψθ(x, x
′, z), for t ≥ 0.

(5.20)

Moreover, there exists a constant C > 0, depending on the bounds of σ, j through
(H1), and (H2), such that

E

[

sup
0≤s≤t

ψθ(Xs, X
′
s, Zs)e

−αs

]

≤ C

(

1 +
1

α− κ

)

ψθ(x, x
′, z), for t ≥ 0. (5.21)

Proof. The proof follows analogously to the proof of Lemma 4.2. Indeed, we
consider ψλ,θ(x, x

′, z) := λ+ ψθ(x, x
′, z) and apply Itó’s formula to find

dψλ,θ(Xt, X
′
t, Zt) = atdt+

d
∑

k=1

bkt dW
k
t +

∫

R

c(t, z)Ñ(dt, dz), (5.22)

with at ≤ κψλ,θ(Xt, X
′
t, Zt). As in Lemma 4.2, we also have

d
∑

k=1

∣

∣bkt
∣

∣

2
+

∫

Rl

|c(t, z)|
2
ν(dz) ≤ C |ψλ,θ(Xt, X

′
t, Zt)|

2
, (5.23)

for some constant C > 0. Proceeding as in Lemma 4.2 completes the proof.

We will apply this estimate as follows in Proposition 5.6 below. Let Yt(x) denote
the solution of (1.1) with initial condition Y0(x) = x. From Lemma (5.5), we have

E

[

(α− κ)

∫ t

0

|θYs(x) + (1− θ)Ys(x
′)− Ys(θx+ (1− θ)x′)|

2
e−αsds

+ |θYt(x) + (1− θ)Yt(x
′)− Yt(θx + (1− θ)x′)|

2
e−αt

]

≤ θ2(1 − θ)2 |x− x′|
4
,

(5.24)

and

E

[

sup
0≤s≤t

|θYs(x) + (1− θ)Ys(x
′)− Ys(θx+ (1 − θ)x′)|

2
e−αs

]

≤ C

(

1 +
1

α− κ

)

θ2(1− θ)2 |x− x′|
4
.

(5.25)

The following proposition asserts the semi-concavity property of u.
Proposition 5.6. Assume (H1), (H2), (H3), (H4), and suppose r is sufficiently

large. Then u is semi-concave on R
n.
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Proof. Fix an admissible control V . The value function u(x) will be semi-concave
if Jx[V ] is semi-concave since the infimum of semi-concave functions is semi-concave.
Appealing to Definition 5.4, we show

θJx[V ] + (1− θ)Jx′ [V ]− Jθx+(1−θ)x′[V ] ≤ Cθ(1 − θ) |x− x′|
2 (5.26)

Define

κ := sup
x,x′,y,θ

{2κb̃ + κσ + κj}, with (5.27)

κb̃ :=
∑

i

2θ2(1− θ)2 |x− x′|
2
(xi − x′i)[b̃i(x) − b̃i(x

′)]

+
∑

i

(θxi + (1− θ)x′i − yi)[θb̃i(x) + (1 + θ)b̃i(x
′)− b̃i(y)],

κσ := θ2(1− θ)2

[

∑

h,k

2 |x− x′|
2
+ 4(xh − x′h)

2(σhk(x)− σhk(x
′))2

+
∑

i6=j,k

4(xi − x′i)(xj − x′j)(σik(x) − σik(x
′))(σjk(x)− σjk(x

′))

]

+
∑

i,k

[θσik(x) + (1− θ)σik(x
′)− σik(y)]

2,

κj :=

∫

Rl

[

|x− x′ + j(x, z)− j(x′, z)|
4
− |x− x′|

4

−
∑

i

4 |x− x′| (xi − x′i)× (ji(x, z)− ji(x
′, z)

]

ν(dz)

+

∫

Rl

[

|θx+ (1− θ)x′ − y + (θj(x, z) + (1 − θ)j(x′, z)− j(y, z))|
2

− |θx + (1− θ)x′ − y|
2

−
∑

i

2(θxi + (1− θ)x′i − yi)× (θji(x, z) + (1 − θ)ji(x
′, z)− ji(y, z))

]

ν(dz),

where x, x′, z ∈ R
n, θ ∈ [0, 1] and β ≤ κ < ∞ due to (H1), (H2) (see Section 5.2.1 in
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[15] for a similar discussion). We have for α ≥ κ ≥ β,

θJx[V ] + (1− θ)Jx′ [V ]− Jθx+(1−θ)x′[V ]

= E

[

∫ ∞

0

[θf(Yt(x)) + (1− θ)f(Yt(x
′))− f(Yt(θx+ (1− θ)x′))]e−rtdt

]

= E

[

∫ ∞

0

[θf(Yt(x)) + (1− θ)f(Yt(x
′))− f(θYt(x) + (1 − θ)Yt(x

′))

+ f(θYt(x) + (1− θ)Yt(x
′))− f(Yt(θx+ (1 − θ)x′))]e−rtdt

]

≤ Cθ(1 − θ)

∫ ∞

0

e−rt
E[|Yt(x) − Yt(x

′)|
2
]dt

+ Cf

∫ ∞

0

e−rt
E[|θYt(x) + (1− θ)Yt(x

′)− Yt(θx + (1− θ)x′)|]dt

≤ Cθ(1 − θ) |x− x′|
2
∫ ∞

0

e−(r−α)tdt

CfC
1/2

(

1 +
1

α− κ

)1/2

θ(1− θ) |x− x′|
2
∫ ∞

0

e−(r−α)tdt

≤ Cθ(1 − θ) |x− x′|
2
.

(5.28)

The first inequality follows using semi-concavity and Lipschitz continuity of f . The
second inequality follows using a standard estimate for the difference of solutions for
(1.1) (c.f. Theorem 5.6 in [15]) and (5.25).

5.2.3. u ∈ W 2,p
loc (R

n). Using the semi-concavity property of Mu on R
n, the fol-

lowing mollification argument shows that A(Mu) ≥ −C(1 + |x|
2
) in D′(Rn) for some

constant C > 0. With A := (−LD − I + r) as in (1.7), Since Mu is semi-concave on
R
n, we know

Mu(x+ ρχ) +Mu(x− ρχ)− 2Mu(x) ≤ Kρ2, x ∈ R
n, (5.29)

for any ρ > 0 and unit vector χ ∈ R
n and non-negative constant K. Below, C denotes

a generic constant independent of ε. Let g = Mu and denote gε its mollification on
R
n. We first show that A(gε(x)) ≥ −C(1 + |x|2) for C independent of ε. We proceed

by estimating each term in A(gε). For x ∈ R
n, ρ > 0 and unit vector χ ∈ R

n,

1

ρ2
(gε(x+ ρχ) + gε(x− ρχ)− 2gε(x))

=
1

ρ2

∫

Bε(0)

(g(x− z + ρχ) + g(x− z − ρχ)− 2g(x− z)) ηε(z)dz

≤ K

∫

Bε(0)

ηε(z)dz.

(5.30)
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Sending ρ→ 0, yields χT∇2gε(x)χ ≤ K. Using this, we have

Tr[σ(x)σ(x)T∇2gε(x)] =

n
∑

i=1

σT
i (x)∇

2gε(x)σi(x)

≤ K
n
∑

i,j=1

|σij(x)|
2

≤ C(1 + |x|2).

(5.31)

Using Lipschitz continuity of b̃, g, we know

∣

∣

∣b̃(x) · ∇gε(x)
∣

∣

∣ ≤
∣

∣

∣b̃(x)
∣

∣

∣ |∇gε(x)| ≤ C(1 + |x|)nCMu = C(n)(1 + |x|),

≤ C(n)(2 + |x|
2
)

≤ C(1 + |x|2),

(5.32)

where CMu is the Lipschitz constant for Mu, and C(n) is a constant depending on
the dimension n. Next,

|gε(x)− g(x)| ≤

∫

Bε(0)

|g(x− z)− g(x)| ηε(z)dz

≤ CMu

∫

Bε(0)

|z| ηε(z)dz

≤ εCMu.

(5.33)

Then, for all ε ∈
(

0, 1
CMu

)

, we have

|gε(x)| ≤ |g(x)|+ 1 ≤ C(1 + |x|) ≤ C(1 + |x|
2
). (5.34)

With regard to the integro term, we have

∣

∣

∣

∣

∣

∫

Rn

[gε(x+ j(x, z))− gε(x)−

n
∑

i=1

ji(x, z)∂xi
gε(x)]ν(dz)

∣

∣

∣

∣

∣

≤

∫

Rn

(∫ 1

0

(1− θ)
∣

∣j(x, z)T · ∇2gε(x+ θj(x, z)) · j(x, z)
∣

∣dθ

)

ν(dz)

≤

∫

Rn

K

2
|j(x, z)|

2
ν(dz)

≤ C(1 + |x|
2
),

(5.35)

Gathering these estimates, we have for all ε ∈
(

0, 1
CMu

)

,

A(gε(x)) = −
1

2
Tr[σ(x)σ(x)T∇2gε(x)] − b̃(x) · ∇gε(x) + rgǫ(x)

−

∫

Rn

[gε(x+ j(x, z))− gε(x)−

n
∑

i=1

ji(x, z)∂xi
gε(x)]ν(dz)

≥ −C(1 + |x|
2
),

(5.36)
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where C depends upon the dimension n but is independent of ε. Now, this pointwise
estimate implies that A(gε) ≥ −C(1 + |x|

2
) in D′(Rn). Since gε → g in L1

loc(R
n) and

gεxi
→ gxi

in L1
loc(R

n) (recall, g is Lipschitz continuous), we know from (5.9) that

〈Agε, ϕ〉 → 〈Ag, ϕ〉 for every ϕ ∈ D(Rn). Thus, A(Mu) ≥ −C(1 + |x|
2
) in D′(Rn).

At this point, we know

{

−C(1 + |x|
2
) ≤ Au ≤ f, in D′({u = Mu}),

Au = f, in D′({u <Mu}).
(5.37)

From the above inequality, one can easily conclude that Au exists as a function on
{u = Mu}. One way to see this is to note that

∫

O

[f + C(1 + |x|
2
)]ϕ dx =

∫

O

ϕ d(µ1 + µ2), ϕ ∈ D(O), (5.38)

for any bounded open set O ⊂ {u = Mu} and where µ1, µ2 are measures correspond-

ing to the positive distributions f−Au and Au+C(1+|x|
2
) respectively. Since µ1+µ2

is a positive measure corresponding to a function, it is absolutely continuous with re-
spect to the Lebesgue measure, i.e. µ1 + µ2 ≪ ℓ (Lebesgue measure) on O which
then implies µ1, µ2 ≪ ℓ on O. Now, by definition of µ1 and µ2, we observe that Au
is a function. Hence, Au exists as a function and satisfies |Au(x)| ≤ C(1 + |x|2), i.e.,
Au(x) ∈ B2(R

n). Knowing Au(x) ∈ B2(R
n) allows us to apply Proposition 3.3 with

f = Au over any bounded open set O. Thus, we have u ∈W 2,p
loc (R

n) for p ∈ (1,∞) as
desired.
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ence Foundation under an applied mathematics research grant and a Career grant,
DMS-0906257 and DMS-0955463, respectively, and in part by the Susan M. Smith
Professorship. We also would like to thank Christopher Link for his REU work related
to this subject.

Appendix A. Proofs of some technical results.

Proof of Lemma 3.1. Given an admissible control V and two initial states
x1, x2, denote by X i

t the solution of (1.1). Set Yt = X1
t −X2

t and apply Itô’s formula

with ϕ(y, t) = |y|2 e−αt to obtain

dϕ(Yt, t) = atdt+
d
∑

k=1

bkt dW k
t +

∫

Rl

c(t, z)Ñ(dt, dz), where (A.1)
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at := ∂tϕ(Yt, t) +

n
∑

i=1

[b̃i(X
1
t )− b̃i(X

2
t )]∂iϕ(Yt, t)

+
1

2

n
∑

i,j=1

(

d
∑

k=1

[σik(X
1
t )− σik(X

2
t )][σjk(X

1
t )− σjk(X

2
t )]

)

∂2ijϕ(Yt, t)

+

∫

Rl

[ϕ(Yt + j(X1
t , z)− j(X2

t , z), t)− ϕ(Yt, t)

−

n
∑

i=1

[ji(X
1
t , z)− ji(X

2
t , z)]∂iϕ(Yt, t)ν(dz),

bkt :=
n
∑

i=1

(σik(X
1
t )− σik(X

2
t ))∂iϕ(Yt, t),

c(t, z) := ϕ(Yt + j(X1
t , z)− jǫ(X2

t , z), t)− ϕ(Yt, t),

and,

∂tϕ(y, t) = −αϕ(y, t), ∂iϕ(y, t) = 2yi |y|
−2
ϕ(y, t) = 2yie

−αt, ∂2ijϕ(y, t) = 2δij |y|
−2
ϕ(y, t),

(A.2)

where δij = 1 if i = j and 0 otherwise. Define

β := sup
x,x′∈Rn

{2βb̃ + βσ + βj}, with

βb̃ :=
∑

i

(xi − x′i)[b̃i(x) − b̃i(x
′)]

|x− x′|
2 ,

βσ :=
∑

i,k

[σik(x)− σik(x
′)]2

|x− x′|
2 ,

βj :=

∫

Rl

[

|x− x′ + j(x, z)− j(x′, z)|
2
− |x− x′|

2

−
∑

i

2(xi − x′i)[ji(x, z)− ji(x
′, z)]

]

|x− x′|
−2
ν(dz),

(A.3)

where β <∞ due to (H1). Using (A.3) and taking α > β, we find

E[ϕ(Yt, t)]− (x1 − x2)
2 ≤ (−α+ β)

∫ t

0

E[ϕ(Ys, s)]ds,

which implies E[
∣

∣X1
t −X2

t

∣

∣] ≤ eβt/2 |x1 − x2| by Gronwall’s and Jensen’s inequality.
Using (H3) and since r is sufficiently large, we have Jx1 [V ] − Jx2 [V ] ≤ Cu |x1 − x2|
with Cu = Cf/(r − β/2). Subsequently,

u(x1) ≤ Jx1 [V ] ≤ Jx2 [V ] + Cu |x1 − x2| .

Taking the infimum over all admissible controls with initial state x2 yields the desired
inequality. Now, exchanging the roles of x1, x2 completes the proof.

Proof of Lemma 3.1. Let η ∈ (0, 1] be determined later. Based on (H5), we
know

ηγ−1

∫

{η≤j0(z)<1}

j0(z)ν(dz) ≤

∫

{j0(z)<1}

[j0(z)]
γν(dz) ≤ C0, (A.4)
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∫

{j0(z)<η}

[j0(z)]
2ν(dz) ≤ η2−γr(η), (A.5)

where the module of integrability is given by

r(η) =

∫

{j0(z)<η}

[j0(z)]
γν(dz). (A.6)

Now, we write Iϕ = I1ηϕ+ I2ηϕ+ I3ηϕ with

I1ηϕ =

∫

{j0(z)≥1}

ϕ(·+ j(·, z))− ϕ(·)ν(dz),

I2ηϕ =

∫

{η≤j0(z)<1}

ϕ(·+ j(·, z))− ϕ(·)−∇ϕ(·) · j(·, z)ν(dz),

I3ηϕ =

∫ 1

0

(1− θ)dθ

∫

{j0(z)<η}

j(·, z) · ∇2ϕ(·+ θj(·, z)) · j(·, z)ν(dz).

(A.7)

Using Lipschitz continuity, we have
∣

∣I1ηϕ
∣

∣ ≤ Cϕ

∫

{j0(z)≥1}
j0(z)ν(dz) ≤ CϕC0 and

∣

∣I2ηϕ
∣

∣ ≤ 2Cϕ

∫

{η≤j0(z)<1}
j0(z)ν(dz) ≤ 2CϕC0η

1−γ . For the last term, we have

∣

∣I3ηϕ
∣

∣ ≤

∫ 1

0

dθ

∫

{j0(z)<η}

|j0(z)|
2 ∣
∣∇2ϕ(·+ θj(·, z))

∣

∣ ν(dz). (A.8)

Using this, we can estimate the Lp norm as follows

∥

∥I3ηϕ
∥

∥

p

Lp(O)
≤

∫

O

dx

∫ 1

0

dθ

(

∫

{j0(z)≤η}

|j0(z)|
2 ∣
∣∇2ϕ(x + θj(x, z))

∣

∣

)p

ν(dz)

≤

∫

O

dx

∫ 1

0

dθ

(

∫

{j0(z)≤η}

|j0(z)|
2
ν(dz)

)
p
q

×

(

∫

{j0(z)≤η}

|j0(z)|
2 ∣
∣∇2ϕ(x+ θj(x, z))

∣

∣

p
ν(dz)

)

≤ (η2−γr(η))p
∥

∥∇2ϕ
∥

∥

p

Lp(Oη)
,

Above, we use Fubini’s theorem, Jensen’s inequality, and the Hölder inequality with
1/p + 1/q = 1. Thus,

∥

∥I3ηϕ
∥

∥

Lp(O)
≤ η2−ηr(η)

∥

∥∇2ϕ
∥

∥

W 2,p(Oη)
. From the above

estimates, we find

‖Iϕ‖Lp(O) ≤ η2−γr(η)
∥

∥∇2ϕ
∥

∥

Lp(Oη)
+ C0(1 + 2η1−γ)Cϕ. (A.9)

Note that the module of integrability satisfies r(η) → 0 as η → 0. Now choose η small
enough so that η2−γr(η) < ε and η < ε.

Proof of Proposition 3.3. Let C denote a generic constant throughout this
proof. Let R ∈ (0, dist(O′, ∂O)). Consider BR(x0) (or simply BR) for x0 ∈ O′. For
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a constant 0 < δ < 1 to be determined later, consider a smooth cut-off function ζδ

satisfying
{

ζδ ≡ 1 on B δ
2R
, ζδ ≡ 0 on R

n \B 3δ
4 R,

0 ≤ ζδ ≤ 1.
(A.10)

Moreover, ζδ can be chosen to satisfy
∣

∣∂iζ
δ
∣

∣ ≤ C
δ ,
∣

∣∂2ijζ
δ
∣

∣ ≤ C
δ2 for a constant C. The

function w := ζδv satisfies
{

(−LD + r)w = ζδIv(x) + ζδf(x) + h(x) x ∈ B 3δ
4 R,

w(x) = 0 x ∈ ∂B 3δ
4 R,

(A.11)

where h(x) := −
∑n

i,j=1 aij(∂
2
ijζ

δ ·v+2∂iζ
δ ·∂jv)−

∑n
i=1 bi ·∂iζ

δ ·v. For this classical
Dirichlet problem, there exists a constant C independent of w such that

‖w‖W 2,p(B 3δ
4

R
) ≤ C

(

∥

∥ζδIv
∥

∥

Lp(B 3δ
4

R
)
+
∥

∥ζδf
∥

∥

Lp(B 3δ
4

R
)
+ ‖h‖Lp(B 3δ

4
R
)

)

. (A.12)

We now estimate the terms on the right-hand side of (A.12) individually. For the first
term,

∥

∥ζδIv
∥

∥

Lp(B 3δ
4

R
)
≤ ‖Iv‖Lp(B 3δ

4
R
) ≤

δ

4
‖v‖W 2,p(BδR) + C

(

δ

4

)

Cv, (A.13)

where the first inequality follows from the choice of ζδ; the second inequality follows
from Lemma 3.1 with ε = δ

4 . Next, it is clear that
∥

∥ζδf
∥

∥

Lp(B 3δ
4

R
)
≤ ‖f‖Lp(B 3δ

4
R
).

Now, we will estimate ‖h‖Lp(B 3δ
4

R
). It follows from our choice of ζδ that

∥

∥

∥

∥

∥

∥

n
∑

i,j=1

aij∂
2
ijζ

δ · v

∥

∥

∥

∥

∥

∥

Lp(B 3δ
4

R
)

≤ C · ‖v‖L∞(B 3δ
4

R
) ·
∥

∥∂2ijζ
δ
∥

∥

Lp(B 3δ
4

R
\B δ

2
R
)

≤ C · ‖v‖L∞(B 3δ
4

R
) · δ

n−2p
p , and,

∥

∥

∥

∥

∥

∥

n
∑

i,j=1

2aij∂iζ
δ · ∂jv

∥

∥

∥

∥

∥

∥

Lp(B 3δ
4

R
)

≤ C · Cv · δ
n−p
p ,

∥

∥

∥

∥

∥

n
∑

i=1

bi · ∂iζ
δ · v

∥

∥

∥

∥

∥

Lp(B 3δ
4

R
)

≤ C · ‖v‖L∞(B 3δ
4

R
) · δ

n−p
p .

Using the above estimates, we obtain

‖v‖W 2,p(B δ
2
R
) ≤ ‖w‖W 2,p(B 3δ

4
R
) ≤ C

δ

4
‖v‖W 2,p(BδR)

+ C

(

‖v‖L∞(B 3δ
4

R
) + Cv

)

(1 + δ
n−p
p + δ

n−2p
p ) + C ‖f‖Lp(B 3δ

4
R
) .

(A.14)

Multiplying δ2 on both sides of the previous inequality produces

δ2 ‖v‖W 2,p(B δ
2
R
) ≤ Cδ

(

δ

2

)2

‖v‖W 2,p(BδR) +K(δ), (A.15)
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where K(δ) := C ·

(

‖v‖L∞(B 3δ
4

R
) + Cv

)

· (δ2 + δ
n+p
p + δ

n
p ) + ‖f‖Lp(B 3δ

4
R
). Denote

F (τ) := τ2 ‖v‖W 2,p(B δ
2
R+(δ−τ)

). The previous inequality yields the following recursive

inequality F (δ) ≤ Cδ F
(

δ
2

)

+K(δ). Choosing 0 < δ < 1 such that δ ≤ 1
2C , we obtain

F (δ) ≤ 1
2F
(

δ
2

)

+K(δ). Now iterating the recursive inequality and noting that K(δ)
is an increasing function, we obtain

F (δ) ≤

∞
∑

i=0

1

2i
K

(

δ

2i

)

≤

∞
∑

i=0

1

2i
K(δ) = 2K(δ). (A.16)

Hence,

‖v‖W 2,p(B δ
2
R
) ≤ 2

(

C

(

‖v‖L∞(B 3δ
4

R
) + Cv

)

(δ2 + δ
1+p
p + δ

1
p ) + ‖f‖Lp(B 3δ

4
R
)

)

,

≤ C

(

‖f‖Lp(B 3δ
4

R
) + Cv + ‖v‖L∞(B 3δ

4
R
)

)

.

(A.17)

If we cover O′ with a finite number of balls of radius δ
2R, then the estimate of the

proposition follows.

Proof of Lemma 3.4. Let C denote a generic constant unless specified other-
wise. First, we estimate supΩ |Iϕ|. For any x ∈ Ω,

|Iϕ(x)| ≤

∫

{j0(z)<1}

|ϕ(x + j(x, z))− ϕ(x)−∇ϕ(x) · j(x, z)| ν(dz)

+

∫

{j0(z)≥1}

|ϕ(x+ j(x, z))− ϕ(x)| ν(dz)

≤

∫

{j0(z)<1}

∫ 1

0

|∇ϕ(x + θj(x, z)) · j(x, z)−∇ϕ(x) · j(x, z)| dθ ν(dz)

+ Cϕ

∫

{j0(z)≥1}

j0(z)ν(dz)

≤ ‖ϕ‖C1,α(Ω1)

∫

{j0(z)<1}

[j0(z)]
1+αν(dz) + Cϕ

∫

{j0(z)≥1}

j0(z)ν(dz)

≤ C0

(

Cϕ + ‖ϕ‖C1,α(Ω1)

)

.

(A.18)

Next, we show Iϕ is Hölder continuous. Let x1, x2 ∈ Ω and set δ = |x1 − x2|
1
2 ∧ 1.

Consider |Iϕ(x1)− Iϕ(x2)| ≤ I1 + I2 + I3 in which

I1 :=

∫

{j0(z)≤δ}

(|ϕ(x1 + j(x1, z))− ϕ(x1)− j(x1, z) · ∇ϕ(x1)|

+ |ϕ(x2 + j(x2, z))− ϕ(x2)− j(x2, z) · ∇ϕ(x2)|) ν(dz),

I2 :=

∫

{δ<j0(z)<1}

(|ϕ(x1 + j(x1, z))− ϕ(x2 + j(x2, z))|

+ |ϕ(x1)− ϕ(x2)|+ |j(x1, z) · ∇ϕ(x1)− j(x2, z) · ∇ϕ(x2)|) ν(dz),
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I3 :=

∫

{j0(z)≥1}

(|ϕ(x1 + j(x1, z))− ϕ(x2 + j(x2, z))|+ |ϕ(x1)− ϕ(x2)|) ν(dz).

Estimating I1, we have

I1 =

∫

{j0(z)≤δ}

|j(x1, z) · ∇ϕ(w1,z)− j(x1, z) · ∇ϕ(x1)|

+ |j(x2, z) · ∇ϕ(w2,z)− j(x2, z) · ∇ϕ(x2)| ν(dz)

≤

∫

{j0(z)≤δ}

j0(z) |∇ϕ(w1,z)−∇ϕ(x1)|+ j0(z) |∇ϕ(w2,z)−∇ϕ(x2)| ν(dz)

≤ ‖ϕ‖C1,α(Ω1)

(

∫

{j0(z)≤δ}

j0(z) |w1,z − x1|
α
ν(dz) +

∫

{j0(z)≤δ}

j0(z) |w2,z − x2|
α
ν(dz)

)

≤ 2 ‖ϕ‖C1,α(Ω1)

∫

{j0(z)≤δ}

[j0(z)]
1+αν(dz)

≤ 2 ‖ϕ‖C1,γ(Ω1) δ
2α−γ

∫

{j0(z)<1}

[j0(z)]
γ+1−αν(dz)

≤ 2C0 ‖ϕ‖C1,α(Ω1) |x1 − x2|
2α−γ

2 ,

(A.19)

for some w1,z , w2,z satisfying |w1,z − x1| ≤ |j(x1, z)| and |w2,z − x2| ≤ |j(x2, z)|. Es-
timating I2, we have

I2 ≤

∫

{δ<j0(z)<1}

Cϕ |x2 + j(x2, z)− (x1 + j(x1, z))|+ Cϕ |x1 − x2|

+ |j(x1, z) · ∇ϕ(x1)− j(x2, z) · ∇ϕ(x2)| ν(dz)

≤ |x1 − x2|

∫

{δ<j0(z)<1}

(2Cϕ + CϕCj(z))ν(dz)

+

∫

{δ<j0(z)<1}

|j(x1, z) · (∇ϕ(x1)−∇ϕ(x2)) + j(x1, z) · ∇ϕ(x2)− j(x2, z) · ∇ϕ(x2)| ν(dz)

≤ 2C0Cϕ |x1 − x2| δ
−γ + Cϕ

∫

Rl

Cj(z)ν(dz) |x1 − x2|

+ ‖ϕ‖C1,α(Ω1)

∫

{δ<j0(z)<1}

|x1 − x2|
α
ν(dz) + Cϕ |x1 − x2|

∫

Rl

Cj(z)ν(dz)

≤ 2C0Cϕ |x1 − x2| δ
−γ + Cϕ

∫

Rl

Cj(z)ν(dz) |x1 − x2|+ C0 ‖ϕ‖C1,γ(Ω1) |x1 − x2|
α
δ−γ

+

∫

Rl

Cj(z)ν(dz) |x1 − x2|

≤ C |x1 − x2|
2α−γ

2 + C |x1 − x2|+ C ‖ϕ‖C1,γ(Ω1) |x1 − x2|
2α−γ

2 + C |x1 − x2|

≤ C |x1 − x2|
2α−γ

2 .

(A.20)

We briefly remark about the last two inequalities above. Let diam(Ω) := maxx,y∈Ω |x− y|.

If δ = |x1 − x2|
1
2 , we have |x1 − x2| δ

−γ = |x1 − x2|
1− γ

2 ≤ |x1 − x2|
2α−γ

2 along

with |x1 − x2|
α
δ−γ = |x1 − x2|

2α−γ
2 . If instead δ = 1 < |x1 − x2|

1
2 , then we have
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|x1 − x2| δ
−γ ≤ C |x1 − x2|

2α−γ
2 with C = (diam(Ω))

2−2α+γ
2 along with |x1 − x2|

α ≤

C |x1 − x2|
2α−γ

2 with C = (diam(Ω))
γ
2 . Estimating I3, we find

I3 ≤

∫

{j0(z)>1}

Cϕ (|x2 − x1 + j(x2, z)− j(x1, z)|+ |x1 − x2|) ν(dz)

≤ |x1 − x2|

∫

{j0(z)>1}

Cϕ (2 + Cj(z)) ν(dz)

≤ C |x1 − x2|
2α−γ

2 ,with C = (diam(Ω))
2−2α+γ

2 .

(A.21)

Combining these estimates for I1, I2, I3, we have

|Iϕ(x1)− Iϕ(x2)| ≤ C |x1 − x2|
2α−γ

2 , (A.22)

for C independent of x1, x2.

Proof of Lemma 4.2. Set Yt = Xt −Xǫ
t and apply Itô’s formula with ϕ(y, t) =

|y|
2
e−αt to obtain

dϕ(Yt, t) = atdt+

d
∑

k=1

bkt dW k
t +

∫

Rl

c(t, z)Ñ(dt, dz), (A.23)

where at, b
k
t , and c(t, z) can be obtained from their counterparts in (A.1) by replacing

X2 by Xǫ. Also recall (A.2). From above, we know

ϕ(y + j̃(z, t), t)− ϕ(y, t)−
∑

i

j̃i(z, t)∂iϕ(y, t) =
∣

∣j̃(z, t)
∣

∣

2
e−αt, (A.24)

with j̃(z, t) := j(Xt, z)− jǫ(Xǫ
t , z). Using the fact that for each ε > 0, there exists a

Cε > 0 such that (a+ b)2 ≤ (1 + ε)a2 + (1 + Cε)b
2, we find

∫

Rl

|j(Xt, z)− jǫ(Xǫ
t , z)|

2
e−αtν(dz)

≤ (1 + ε)

∫

Rl

|j(Xt, z)− j(Xǫ
t , z)|

2
e−αtν(dz)

+ (1 + Cε)

∫

Rl

|j(Xǫ
t , z)− jǫ(Xǫ

t , z)|
2 e−αtν(dz)

≤ (1 + ε)βj |Xt −Xǫ
t |

2
e−αt + (1 + Cε)e

−αt ‖j − jǫ‖
2
0,2 .

(A.25)

With this estimate, we find

at ≤
[

− α+ β + εβj

]

ϕ(Yt, t) + (1 + Cε)e
−αt ‖j − jǫ‖

2
0,2 .

Using this inequality and taking expectations in (A.23) yields

E

[

[

α− β − εβj

]

∫ t

0

|Xt −Xǫ
t |

2
e−αtds+ |Xt −Xǫ

t |
2
e−αt

]

≤
1 + Cε

α
‖j − jǫ‖

2
0,2 .

(A.26)
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Recall, the following stochastic integral inequalities (see e.g. [15]). For any p > 0,
there is a constant Cp > 0 (in particular, C1 = 3, C2 = 4) such that

E

[

sup
0≤r≤t

∣

∣

∣

∣

∫ r

0

f(s)dWs

∣

∣

∣

∣

p
]

≤ Cp E

[

(∫ t

0

|f(s)|
2
ds

)p/2
]

, (A.27)

and for the stochastic Poisson integral, if 0 < p ≤ 2, then

E

[

sup
0≤r≤t

∣

∣

∣

∣

∣

∫

Rl×(0,r)

g(s, z)Ñ(dz, ds)

∣

∣

∣

∣

∣

p ]

≤ Cp E

[

(∫ t

0

ds

∫

Rl

|g(s, z)|
2
ν(dz)

)p/2
]

.

(A.28)

Now, coming back to (A.23) to take first the supremum and then the expectation, we
deduce after using (A.27), (A.28) with p = 1,

E

[

sup
0≤s≤t

|Xs −Xǫ
s|

2 e−αt

]

≤ 3 E

[(

∑

k

∫ t

0

∣

∣bks
∣

∣

2
ds

)1/2

+

(∫ t

0

ds

∫

Rl

|c(s, t)|2 ν(dz)

)1/2
]

.

(A.29)

We now estimate the two terms on the right hand side of the above inequality. First,

for some C depending on the Lipschitz constant Cσ in (H1), we have that
∑

k

∣

∣bks
∣

∣

2
≤

C |ϕ(Ys, s)|
2
by the following inequalities

∑

k

∣

∣bks
∣

∣

2
=
∑

k

∣

∣

∣

∣

∣

∑

i

(σik(Xt)− σik(X
ǫ
t ))

2(Xi(t)−Xǫ
i (t))

|Xt −Xǫ
t |

2 ϕ(Ys, s)

∣

∣

∣

∣

∣

2

≤ 4n
|ϕ(Ys, s)|

2

|Xt −Xǫ
t |

4

∑

k,i

(σik(Xt)− σik(X
ǫ
t ))

2
(Xi(t)−Xǫ

i (t))
2

≤ 2n
|ϕ(Ys, s)|

2

|Xt −Xǫ
t |

4





∑

k,i

(σik(Xt)− σik(X
ǫ
t ))

4 +
∑

k,i

(Xi(t)−Xǫ
i (t))

4





≤ 2n
|ϕ(Ys, s)|

2

|Xt −Xǫ
t |

4

(

C4
σ |X(t)−Xǫ(t)|

4
+ d |X(t)−Xǫ(t)|

4
)

≤ 2n(C4
σ + d) |ϕ(Ys, s)|

2
.

Using the above, we now have

E

[(

∑

k

∫ t

0

∣

∣bks
∣

∣

2
ds

)1/2 ]

≤ C E

[

(

sup
0≤s≤t

|ϕ(Ys, s)|

)1/2 (∫ t

0

|ϕ(Ys, s)| ds

)1/2
]

.

Thus, by means of the inequality 2ab ≤ εa2 + b2/ε and the Hölder inequality we
deduce that

3E

[(

∑

k

∫ t

0

∣

∣bks
∣

∣

2
ds

)1/2 ]

≤
1

3
E

[

sup
0≤s≤t

|ϕ(Ys, s)|

]

+ C1E

[

∫ t

0

|ϕ(Ys, s)| ds

]

.

(A.30)
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The term corresponding to Poisson integral can be handled using the same technique.
Towards this end, note that

|c(s, z)|
2
≤ |j(Xs, z)− jǫ(Xǫ

s , z)|
2
∫ 1

0

|∇ϕ(Ys + θ(j(Xs, z)− jǫ(Xǫ
s, z), s))|

2
dθ.

(A.31)

Estimating the gradient ∇ϕ and using y := Xs −Xǫ
s to ease notation, we have

∣

∣∇ϕ(y + θj̃, s)
∣

∣

2
= 4ϕ(y + θj̃, s)e−αs = 4e−2αs

∣

∣y + θj̃
∣

∣

2
≤ 8e−2αs(|y|

2
+
∣

∣j̃
∣

∣

2
).

(A.32)

Thus, we know |c(s, z)|2 ≤ 8e−2αs
∣

∣j̃
∣

∣

2
(

|y|2 +
∣

∣j̃
∣

∣

2
)

. Now, assuming Cj(z) ∈ L4(Rl),

we have for p = 2, 4

∫

Rl

|j(Xs, z)− jǫ(Xǫ
s, z)|

p
ν(dz) ≤ 2p−1 ‖j − jǫ‖

p
0,p + 2p−1

∫

Rl

|jǫ(Xs, z)− jǫ(Xǫ
s , s)|

p
ν(dz)

≤ 2p−1 ‖j − jǫ‖
p
0,p + 2p−1 |Xs −Xǫ

s|
p
∫

Rl

[Cj(z)]
pν(dz)

≤ C ‖j − jǫ‖p0,p + C |Xs −Xǫ
s |

p .

Using this estimate and the inequality ab ≤ ap

p + bq

q for 1/p+ 1/q = 1, the following
holds
∫

Rl

|c(s, z)|2 ν(dz) ≤

∫

Rl

8e−2αs
∣

∣j̃
∣

∣

2
(

|y|2 +
∣

∣j̃
∣

∣

2
)

ν(dz)

≤ 8e−2αs |y|
2
(

C ‖j − jǫ‖
2
0,2 + C |y|

2
)

+ 8e−2αs
(

C ‖j − jǫ‖
4
0,4 + C |y|

4
)

≤ C |ϕ(Ys, s)|
2 + Ce−2αs

(

‖j − jǫ‖40,4 + ‖j − jǫ‖40,2

)

≤ C |ϕ(Ys, s)|
2
+ Ce−2αsΛ4

0,2(j − jǫ).

(A.33)

Returning back to (A.29) and using (a+ b)p ≤ ap + bp for 0 < p < 1, we find

E

[

(∫ t

0

ds

∫

Rl

|c(s, t)|2 ν(dz)

)1/2
]

≤ E

[

(∫ t

0

C |ϕ(Ys, s)|
2 + Ce−2αsΛ4

0,2(j − jǫ)ds

)1/2
]

≤ E

[

(∫ t

0

C |ϕ(Ys, s)|
2
ds

)1/2
]

+ CΛ2
0,2(j − jǫ).

(A.34)

The first term can be handled in the same manner as the Weiner term above to yield
an estimate as in (A.30). Now, combining these two estimates, referring back to
(A.29), and using (A.26), we conclude

E

[

sup
0≤s≤t

|Xs −Xǫ
s|

2
e−αs

]

≤ CΛ2
0,2(j − jǫ). (A.35)
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[6] Maria Giovanna Garroni and José-Luis Menaldi, Second order elliptic integro-differential

problems, vol. 430 of Chapman & Hall/CRC Research Notes in Mathematics, Chapman &
Hall/CRC, Boca Raton, FL, 2002.

[7] David Gilbarg and Neil S. Trudinger, Elliptic partial differential equations of second order,
Classics in Mathematics, Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.

[8] F. Gimbert and P.-L. Lions, Existence and regularity results for solutions of second-order,

elliptic integro-differential operators, Ricerche Mat., 33 (1984), pp. 315–358.
[9] Xin Guo and Guoliang Wu, Smooth fit principle for impulse control of multidimensional

diffusion processes, SIAM J. Control Optim., 48 (2009), pp. 594–617.
[10] Damien Lamberton and Mohammed Mikou, The critical price for the American put in an
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