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ACCELERATED SPATIAL APPROXIMATIONS FOR

TIME DISCRETIZED STOCHASTIC PARTIAL

DIFFERENTIAL EQUATIONS

ERIC JOSEPH HALL

Abstract. The present article investigates the convergence of a
class of space-time discretization schemes for the Cauchy prob-
lem for linear parabolic stochastic partial differential equations
(SPDEs) defined on the whole space. Sufficient conditions are
given for accelerating the convergence of the scheme with respect
to the spatial approximation to higher order accuracy by an appli-
cation of Richardson’s method. This work extends the results of
Gyöngy and Krylov [SIAM J. Math. Anal., 42 (2010), pp. 2275–
2296] to schemes that discretize in time as well as space.

1. Introduction

For a fixed τ ∈ (0, 1), we consider the equation

(1.1) vhi = vhi−1 +
(

Lh
i v

h
i + fi

)

τ +

d1
∑

ρ=1

(

Mh,ρ
i−1v

h
i−1 + gρi−1

)

ξρi

for i ∈ {1, . . . , n} and (ω, x) ∈ Ω × Gh with a given initial condition,
where Gh is the space grid

Gh := {λ1h+ · · ·+ λph;λ1, . . . , λp ∈ Λ ∪ (−Λ)}
with mesh size h ∈ R\{0} for a finite subset Λ ⊂ Rd, for integer d ≥ 1,
containing the origin. For a fixed T ∈ (0,∞) we define the time grid

Tτ := {ti = iτ ; i ∈ {0, 1, . . . , n}, τn = T},
partitioning [0, T ] with mesh size τ , and note that vh = vh(ω, t, x)
depends on the parameter τ as well as h, since we have used the
convention of writing vhi in place of vh(ti) for ti ∈ Tτ . In particu-
lar, let ξρi = ∆wρ(ti−1) := wρ(ti) − wρ(ti−1) be the ith increment of
wρ with respect to Tτ , where, for integer d1 ≥ 1, (wρ)d1ρ=1 is a given
sequence of independent Wiener processes carried by the stochastic
basis (Ω,F ,F(t), P ) that is complete with respect the filtration F(t)

for t ∈ [0, T ]. For each i ∈ {0, . . . , n}, the Lh
i and Mh,ρ

i are differ-

ence operators given by Lh
i φ := a

λµ
i δh,λδ−h,µφ and Mh,ρ

i φ := b
λρ
i δh,λφ,
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for ρ ∈ {1, . . . , d1}, where repeated indices indicate summation over

λ, µ ∈ Λ. We assume that aλµi = a
λµ
i (x) and b

λ
i = (bλρi (x))d1ρ=1 are real-

valued P ×B-measurable functions on Ω×Tτ ×Rd for all λ, µ ∈ Λ and
further that a

λµ
i = a

µλ
i . Here P denotes the σ-algebra of predictable

subsets of Ω × [0,∞) generated by F(t) and B = B(Rd) denotes the
σ-algebra of Borel subsets of Rd. The spatial differences above are
defined by

δh,λφ(x) :=
φ(x+ hλ)− φ(x)

h

for λ ∈ Rd \ {0} and by the identity for λ = 0. We note that from this
definition one can obtain both the so called “forward” and “backward”
differences as h can be positive or negative.

Together with (1.1) we consider

(1.2) vi = vi−1 + (Livi + fi) τ +

d1
∑

ρ=1

(

Mρ
i−1vi−1 + gρi−1

)

ξρi

for i ∈ {1, . . . , n} and (ω, x) ∈ Ω × Rd with a given initial con-
dition. Here Li = L(ti) and Mρ

i = Mρ(ti) are second order and
first order differential operators given by L(t) := aαβ(t)DαDβ and
Mρ(t) := bαρ(t)Dα, respectively, where the summation is over α, β ∈
{0, 1, . . . , d} and where Dα = ∂/∂xα, for α ∈ {1, . . . , d}, while D0 is
the identity. For each α and β we assume that aαβ(t) = aαβ(t, x) and
bα(t) = (bαρ(t, x))d1ρ=1 are real-valued P × B-measurable functions on

Ω× [0, T ]×Rd, and further that aαβ(t) = aβα(t) for all t ∈ [0, T ].
Equations (1.1) and (1.2) represent discrete schemes for approximat-

ing the solution to the Cauchy problem for

(1.3) du(t, x) = (Lu(t, x)+f(t, x))dt+
d1
∑

ρ=1

(Mρu(t, x)+gρ(t, x))dwρ(t)

for (ω, t, x) ∈ Ω × [0, T ] × Rd with a given initial condition u0(x) =
u(0, x). Under certain compatibility assumptions, equation (1.1) rep-
resents an implicit space-time scheme for approximating the solution
to the Cauchy problem for (1.3) by replacing the differential operators
with finite differences and by carrying out an implicit Euler method in
time. In a similar fashion, (1.2) represents an implicit Euler method
for approximating the solution to the Cauchy problem for (1.3) in time.
Second order linear parabolic SPDE such as (1.3) arise in the nonlinear
filtering of partially observable diffusion processes as the Zakai equa-
tion ([13, 16, 22, 1]). Since analytic solutions to (1.3) are difficult to
obtain, there is a keen interest in providing accurate numerical schemes
for its solution.

Our aim is to show that the strong convergence of the spatial dis-
cretization for the space-time scheme (1.1) to the solution of the Cauchy
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problem for (1.3) can be accelerated to any order of accuracy with re-
spect to the computational effort. In general, the error of finite differ-
ence approximations in the space variable for such equations is propor-
tional to the mesh size h, for example, see [20, 21]. We show the strong
convergence of the solution of the space-time scheme to the solution of
the time scheme (1.2) can be accelerated to higher order accuracy by
taking suitable mixtures of approximations using different mesh sizes.

This technique for obtaining higher order convergence, often referred
to as Richardson’s method after L.F. Richardson who used the idea to
accelerate the convergence of finite difference schemes to determinis-
tic partial differential equations (PDE) (see [17, 18]), falls under a
broadly applicable category of extrapolation techniques, for instance
see the survey articles [2, 9]. In particular, in [19, 14, 10] Richardson’s
method is implemented to accelerate the weak convergence of Euler
approximations for stochastic differential equations. Recently, in [4]
Gyöngy and Krylov considered a semi-discrete scheme for solving (1.3)
which discretized via finite differences in the space variable, while al-
lowing the scheme to vary continuously in time, and showed that the
strong convergence of the spatial approximation can be accelerated by
Richardson’s method. The current paper extends these results to the
implicit space-time scheme (1.1).

We must mention that for the present scheme one cannot also ac-
celerate in time unless certain commutators of the differential operator
Mρ in equation (1.3) vanish, see [3]. For deterministic PDE we plan to
address the simultaneous acceleration of the convergence of approxima-
tions with respect to space and time in a future paper. Results concern-
ing acceleration for monotone finite difference schemes for degenerate
parabolic and elliptic PDE are given in [5], however our scheme is not
necessarily monotone.

In the next section, we present our assumptions as well as some
preliminaries. Then in Section 3 we record the main results, namely
Theorems 3.1, 3.2, and 3.3, the last of which says that the convergence
of the spatial approximation can be accelerated to any order of accu-
racy. In Section 4 we provide results which will be needed for the proofs
of Theorems 3.1 and 3.2. In particular, we recall the solvability of the
space-time scheme (1.1), for the convenience of the reader, and present
a new contribution—an estimate for the supremum of the solution to
the scheme in appropriate spaces that is independent of h, the spatial
mesh size. In Section 5 we give the proof of a more general result and
show that it implies Theorem 3.2 and hence Theorem 3.1.

We end with some notation that will be used throughout this work.
Let ℓ2(Gh) be the set of real-valued functions φ on Gh such that

|φ|2l2(Gh)
:= |h|d

∑

x∈Gh

|φ(x)|2 <∞
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and note that this notation will also be used for functions in ℓ2(Rd).
For a nonnegative integer m, let Wm

2 = Wm
2 (Rd) be the usual

Hilbert-Sobolev space of functions on Rd with norm ‖ · ‖m. We note
that for L2 = L2(Rd) = W 0

2 the norm will be denoted by ‖ · ‖0. We use
the notation Dlφ for the collection of all lth order spatial derivatives
of φ. Let

Wm
2 (T ) := L2(Ω× [0, T ],P,Wm

2 )

denote the space of Wm
2 -valued square integrable predictable processes

on Ω × [0, T ]. These are the natural spaces in which to seek solutions
to (1.3).

2. Preliminaries and Assumptions

We begin by setting some assumptions on our operators and recalling
well known results concerning the solvability and rates of convergence
for our schemes. In particular, we will discuss an ℓ2(Gh) notion of
solution and an L2 notion of solution and recall an important lemma
relating these function spaces.

An L2-valued continuous process u = (u(t))t∈[0,T ] is called a general-
ized solution to (1.3) if u ∈ W 1

2 for almost every (ω, t) ∈ Ω× [0, T ],
∫ T

0

‖u(t)‖21 dt <∞

almost surely, and

(u(t), φ) =

∫ t

0

((a0β −Dαa
αβ)Dβu(s) + f(x), φ)− (aαβDβu,Dαφ) ds

+(u0, φ) +
d1
∑

ρ=1

∫ t

0

(Mρu(s) + gρ(s), φ) dwρ(s)

holds for all t ∈ [0, T ] and φ ∈ C∞
0 (Rd).

Assumption 2.1. For each (ω, t) ∈ Ω× [0, T ] the functions aαβ are m
times and the functions bα are m+ 1 times continuously differentiable

in x. Moreover there exist constants K0, . . . , Km+1 such that for l ≤ m

|Dlaαβ | ≤ Kl

and for l ≤ m+ 1
|Dlbα|ℓ2 ≤ Kl

for all values of α, β ∈ {0, . . . , d} and (ω, t, x) ∈ Ω× [0, T ]×Rd.

Assumption 2.2. There exists a positive constant κ such that

d
∑

α,β=1

(2aαβ − bαρbβρ)zαzβ ≥ κ|z|2

for all (ω, t, x) ∈ Ω× [0, T ]×Rd, z ∈ Rd, and ρ ∈ {1, . . . , d1}.
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Assumption 2.3. The initial condition u0 ∈ L2(Ω,F0,W
m+1
2 ), the

space of Wm+1
2 -valued square integrable F0-measurable functions on Ω.

The f and gρ, for ρ ∈ {1, . . . , d1}, are predictable processes on Ω×[0, T ]
taking values in Wm

2 and Wm+1
2 , respectively. Moreover

E

∫ T

0

(‖f(t)‖2m + ‖g(t)‖2m+1) dt+ E‖u0‖2m+1 <∞,

where ‖g(t)‖2l :=
∑d1

ρ=1 ‖g(t)ρ‖2l .
Under Assumptions 2.1, 2.2, and 2.3, the existence of a unique solu-

tion u ∈ Wm+2
2 (T ) to (1.3) is a classical result (see for example [15, 12]

or Theorem 5.1 from [11]).

Remark 2.4. We note that by Sobolev’s embedding of Wm
2 ⊂ Cb, the

space of bounded continuous functions, for m > d/2 we can find a
continuous function of x which is equal to u0 almost everywhere for
almost all ω ∈ Ω. Likewise, for each (ω, t) ∈ Ω × [0, T ] there exists
continuous functions of x which coincide with f(t) and gρ(t) for almost
every x ∈ Rd. Thus, if Assumption 2.3 holds with m > d/2 we assume
that u0, f(t), and g

ρ(t) are continuous in x for all t ∈ [0, T ].

For a nonnegative integer m, let m̄ := m ∨ 1 and Λ0 := Λ \ {0}. We
place the following additional requirements on our space-time scheme.

Assumption 2.5. For all ω ∈ Ω, for i ∈ {0, . . . , n}, for λ, µ ∈ Λ0,

and for ν ∈ Λ: the a
λµ are m̄ times continuously differentiable in x;

the a
0ν and a

ν0 are m times continuously differentiable in x; and the

b
ν are m times continuously differentiable in x. Moreover there exist

constants A0, . . . , Am̄ such that for λ, µ ∈ Λ0 and j ≤ m̄ we have

|Dj
a
λµ| ≤ Aj

and for λ ∈ Λ and j ≤ m we have

|Dj
a
λ0| ≤ Aj , |Dj

a
0λ| ≤ Aj , and |Dj

b
λ| ≤ Aj

for all (ω, x) ∈ Ω×Rd for i ∈ {0, . . . , n}.
Assumption 2.6. There exists a positive constant κ such that

∑

λ,µ∈Λ0

(2aλµ − b
λρ
b
µρ)zλzµ ≥ κ

∑

λ∈Λ0

z2λ

for all (ω, x) ∈ Ω × Rd, i ∈ {0, . . . , n}, ρ ∈ {1, . . . , d1}, and numbers

zλ, λ ∈ Λ0.

For (1.1) to be consistent with (1.3) we also require the following.

Assumption 2.7. For i ∈ {0, . . . , n}
a
00
i = a00i ,

∑

λ∈Λ0

a
λ0
i λ

α +
∑

µ∈Λ0

a
0µ
i µ

α = aα0i + a0αi ,
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∑

λ,µ∈Λ0

a
λµ
i λ

αµβ = aαβi ,

b
0ρ
i = b0ρi ,

and
∑

λ∈Λ0

b
λρ
i λ

α = bαρi

for all α, β ∈ {1, . . . , d} and ρ ∈ {1, . . . , d1}.
Remark 2.8. If Λ0 is a basis for Rd and Assumption 2.7 holds then
Assumption 2.1 implies 2.5 and 2.2 implies 2.6 with m = m.

A solution vh = (vhi )
n
i=1 to (1.1) with an ℓ2(Gh)-valued F0-measurable

initial condition vh0 is understood as a sequence of ℓ2(Gh)-valued ran-
dom variables satisfying (1.1) on the grid Gh. The following result is
well known and we provide it for the sake of completeness.

Theorem 2.9. Let f and gρ be Fi-adapted ℓ
2(Gh)-valued processes and

let vh0 be an F0-measurable ℓ2(Gh)-valued initial condition. If Assump-

tion 2.5 holds then (1.1) admits a unique ℓ2(Gh)-valued solution for

sufficiently small τ .

Proof. By Assumption 2.5, for each i ∈ {1, . . . , n}, equation (1.1) is a
recursion with bounded linear operators on ℓ2(Gh). In particular, for
each h the operator norm of τLh is smaller than a constant less than
1 for sufficiently small τ , independently of ω ∈ Ω. Hence (I − τLh)
is invertible in ℓ2(Gh) for sufficiently small τ , by the invertibility of
operators in a neighborhood of the (invertible) identity operator I.
Therefore, for i ∈ {1, . . . , n} we are guaranteed an ℓ2(Gh)-valued φ
satisfying (I−τLh

i )φ = ψ for all ψ ∈ ℓ2(Gh) and moreover this solution
is easily seen to be unique. Thus we can construct a unique solution
to the scheme iteratively. �

The rate of convergence of the solution vh of (1.1) (and v of (1.2))
to the solution u of (1.3) with initial condition u0 is known. In [6, 7,
8], Gyöngy and Millet obtained the rate of convergence for a class of
equations in the nonlinear setting of which our schemes are a special
case. Namely, in the situation of Remark 2.8, if Assumptions 2.1, 2.2,
and 2.3 hold with aαβ , bα, f , and gρ all Hölder continuous in time with
exponent 1/2 then

Emax
i≤n

∑

|λ|≤m+1

∑

x∈Gh

|δh,λ(vhi (x)− ui(x))|2hd

+ Eτ

n
∑

i=1

∑

|λ|≤m+2

∑

x∈Gh

|δh,λ(vhi (x)− ui(x))|2hd ≤ N(h2 + τ)

for sufficiently small τ , h ∈ (0, 1), and for a constant N that is indepen-
dent of h and τ . The principal interest of this paper is to investigate
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higher order convergence with respect to the spatial discretization, that
is, to obtain an estimate, similar to the above, with a higher power of
h by applying Richardson’s method.

While it is natural to seek solutions to (1.1) on the grid, carrying
out our analysis on the whole space will have certain advantages when
it comes to providing estimates for solutions to our schemes. Indeed,
we observe that (1.1) is well defined not only on Gh but for all x ∈ Rd.
Therefore, we introduce an alternate notion of solution. A solution to
(1.1) on Ω×Tτ ×Rd with an L2-valued F0-measurable initial condition
vh0 is a sequence vh = (vhi )

n
i=1 of L2-valued random variables satisfying

(1.1). In a similar spirit, solutions to (1.2) with the appropriate initial
condition are understood as sequences of W 1

2 -valued random variables
satisfying (1.2) in W−1

2 . The next result follows immediately from the
considerations in the proof of Theorem 2.9.

Theorem 2.10. Let f and gρ be Fi-adapted L
2-valued processes and

let vh0 be an F0-measurable L2-valued initial condition. If Assumption

2.5 holds then (1.1) admits a unique L2-valued solution for sufficiently

small τ .

By Sobolev’s embedding theorem, for l > d/2 there exists a linear
operator I : W l

2 → Cb such that φ(x) = Iφ(x) for almost every x ∈ Rd

and supx∈Rd |Iφ(x)| ≤ N‖φ‖l for all φ ∈ W l
2 where N is a constant.

We recall the following useful embedding of W l
2 ⊆ ℓ2(Gh) from [4].

Lemma 2.11. Let l > d/2 and |h| ∈ (0, 1). For all φ ∈ W l
2 the

embedding

(2.1)
∑

x∈Gh

|Iφ(x)|2|h|d ≤ N‖φ‖2l

holds for a constant N that depends only on d and l.

Proof. For z ∈ Rd let Br(x) := {x ∈ Rd; |x− z| < r}. By the embed-
ding of W l

2 into Cb, for φ ∈ Cb we have

|φ(z)|2 ≤ sup
x∈B1(0)

φ2(z + hx)

≤ N
∑

|α|≤l

h2|α|
∫

B1(0)

|(Dαφ)(z + hx)|2 dx

≤ N
∑

|α|≤l

|h|2|α|−d

∫

Bh(z)

|(Dαφ)(x)|2 dx

≤ N |h|−d
∑

|α|≤l

∫

Bh(z)

|(Dαφ)(x)|2 dx

for a constant N depending only on d and l and thus

|φ|2ℓ2(Gh)
=
∑

z∈Gh

|φ(z)|2|h|d ≤ N
∑

|α|≤l

∑

z∈Gh

∫

Bh(z)

|(Dαφ)(x)|2 dx,
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which yields the desired embedding. �

We will show that the restriction of a continuous modification of
an L2-valued solution to (1.1) to the grid Gh is also a solution in the
ℓ2(Gh) sense. Thus we will carry out our analysis in the whole space
and obtain estimates independent of h in appropriate Sobolev spaces
for the L2-valued solutions of (1.1) and (1.2).

We provide the aforementioned Sobolev space estimates in Section
4. We then use these estimates in Section 5 to prove the main results,
which are the focus of the next section.

3. Main Results

To accelerate the convergence of the spatial approximation by Richard-
son’s method we must have an expansion for the solution vh to (1.1)
with initial data vh0 = u0 in powers of the mesh size h. This relies on
the possibility of proving the existence of sequences of random fields
v(0)(x), v(1)(x), . . . , v(k)(x), for x ∈ Rd and integer k ≥ 0, satisfying
certain properties. Namely, v(0), . . . , v(k) are independent of h; v(0) is
the solution of (1.2) with initial value u0; and an expansion

(3.1) vhi (x) =
k
∑

j=0

hj

j!
v
(j)
i (x) +Rτ,h

i (x)

holds almost surely for i ∈ {1, . . . , n} and x ∈ Gh, where R
τ,h is an

ℓ2(Gh)-valued adapted process such that

(3.2) Emax
i≤n

sup
x∈Gh

|Rτ,h
i (x)|2 ≤ Nh2(k+1)Km

for

Km := E‖u0‖2m+1 + Eτ
n
∑

i=0

(‖fi‖2m + ‖gi‖2m+1) <∞

and a constant N independent of τ and h.
Our first result concerns the existence of such an expansion.

Theorem 3.1. If Assumptions 2.1, 2.2, 2.3, 2.5, 2.6, and 2.7 hold

with

m = m > k + 1 +
d

2
for an integer k ≥ 0 then expansion (3.1) and estimate (3.2) hold for

a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1, A0, . . . ,

Am, κ, and T .

In the proof of Theorem 3.1, as vh is defined not only on Gh but for
all x ∈ Rd, we will see that one can replace Gh in (3.2) with Rd. We
also note that in the situation of Remark 2.8, if Assumptions 2.1 and
2.2 hold with m > k + 1+ d/2 then the conditions of Theorem 3.1 are
satisfied.
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Taking differences of expansion (3.1) clearly yields

δh,λv
h
i (x) =

k
∑

j=0

hj

j!
δh,λv

(j)
i (x) + δh,λR

τ,h
i (x)

for any λ = (λ1, . . . , λp) ∈ Λp, for integer p ≥ 0, where Λ0 := {0}
and δh,λ := δh,λ1

× · · · × δh,λp
. The bound on δh,λR

τ,h is not obvious,
nevertheless we have the following generalization of the above theorem.

Theorem 3.2. If the assumptions of Theorem 3.1 hold with

m = m > k + p+ 1 +
d

2

for a nonnegative integer p then for λ ∈ Λp expansion (3.1) and

Emax
i≤n

sup
x∈Gh

|δh,λRτ,h
i (x)|2+Emax

i≤n
|h|d

∑

x∈Gh

|δh,λRτ,h
i (x)|2 ≤ Nh2(k+1)Km

hold for a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1,

A0, . . . , Am, κ, and T .

The proof of Theorems 3.1 and 3.2 appear in Section 5 following the
considerations in the next section. Currently we shall discuss how to
implement Richardson’s method to obtain higher order convergence in
the spatial approximation, extending the result from [4] to the space-
time scheme.

Fix an integer k ≥ 0 and let

(3.3) v̄h :=
k
∑

j=0

βjv
2−jh

where v2
−jh solves, with 2−jh in place of h, the space-time scheme

(1.1) with initial condition u0. Here β is given by (β0, β1, . . . , βk) :=
(1, 0, . . . , 0)V −1 where V −1 is the inverse of the Vandermonde matrix
with entries V ij := 2−(i−1)(j−1) for i, j ∈ {1, . . . , k+1}. Recall that v(0)
is the solution to (1.2) with initial condition u0.

Theorem 3.3. Under the assumptions of Theorem 3.1,

(3.4) Emax
i≤n

sup
x∈Gh

|v̄hi (x)− v
(0)
i (x)|2 ≤ N |h|2(k+1)Km

for a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1, A0,

. . . , Am, κ, and T .

Proof. By Theorem 3.1 we have the expansion

v2
−jh = v(0) +

k
∑

i=1

hi

i!2ij
v(i) + r̂τ,2

−jhhk+1
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for each j ∈ {0, 1, . . . , k} where r̂τ,2
−jh := h−(k+1)Rτ,2−jh. Then

v̄h =

(

k
∑

j=0

βj

)

v(0) +
k
∑

j=0

k
∑

i=1

βj
hi

i!2ij
v(i) +

k
∑

j=0

βj r̂
τ,2−jhhk+1

= v(0) +
k
∑

i=1

hi

i!
v(i)

k
∑

j=0

βj
2ij

+
k
∑

j=0

βj r̂
τ,2−jh

= v(0) +

k
∑

j=0

βj r̂
τ,2−jhhk+1

since
∑k

j=0 βj = 1 and
∑k

j=0 βj2
−ij = 0 for each i ∈ {1, 2, . . . , k} by the

definition of (β0, . . . , βk). Now using the bound on Rτ,h from Theorem
3.1 together with this last calculation yields the desired result. �

One can also construct rapidly converging approximations of deriva-
tives of v(0). That is, if the conditions of Theorem 3.1 hold instead
with

m = m > k + p+ 1 +
d

2
for nonnegative integers k and p then Theorem 3.3 holds with δh,λv̄

h

and δh,λv
(0) in place of v̄h and v(0), respectively, for λ ∈ Λp. Therefore,

using suitable linear combinations of finite differences of v̄h one can
construct rapidly converging approximations for the derivatives of v(0).

In the next section, we present material that will be used to prove
the main results in this section. In particular, we provide estimates
for the L2-valued solutions of (1.1) and (1.2) in appropriate Sobolev
spaces.

4. Auxiliary Results

We include the following bound, which is given for the continuous
time case in [4], for the convenience of the reader.

Lemma 4.1. If Assumptions 2.5 and 2.6 hold then for all φ ∈ L2

Qi(φ) :=

∫

Rd

2φ(x)Lh
i φ(x) +

d1
∑

ρ=1

|Mh,ρ
i φ(x)|2 dx

≤ N‖φ‖20 −
κ

2

∑

λ∈Λ0

‖δh,λφ‖20

for all i ∈ {1, . . . , n} and for a constant N depending only on κ, A0,

A1, and the cardinality of Λ.

Proof. First observe that for µ ∈ Λ0 the conjugate operator in L2 to
δ−h,µ is −δh,µ. Notice also that

δh,µ(φψ) = φδh,µψ + (Th,µψ)δh,µφ
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where Th,µψ(x) = ψ(x+ hµ). Thus by simple calculations Q = Q(1) +
Q(2) +Q(3) +Q(4) where

Q
(1)
i (φ) := −

∫

Rd

∑

λ,µ∈Λ0

((2aλµi − b
λρ
i b

µρ
i )(δh,λφ)δh,µφ)(x) dx,

Q
(2)
i (φ) := −2

∫

Rd

∑

λ,µ∈Λ0

((Th,µφ)(δh,λφ)δh,µa
λµ
i )(x) dx,

Q
(3)
i (φ) := 2

∫

Rd

(a00i φ
2(x) + φ(x)

∑

λ∈Λ0

(aλ0i δh,λφ+ a
0λ
i δ−h,λφ)(x)) dx,

and

Q
(4)
i (φ) :=

∫

Rd

(b00i φ
2(x) + 2

∑

λ∈Λ0

b
λρ
i b

0ρ
i φδh,λφ(x)) dx.

By Assumption 2.6,

Q
(1)
i (φ) ≤ −κ

∑

λ∈Λ0

‖δh,λφ‖20

and by Assumption 2.5, Young’s inequality, and the shift invariance of
Lebesgue measure,

Q
(j)
i (φ) ≤ κ

6

∑

λ∈Λ0

‖δh,λφ‖20 +N‖φ‖20

for each j ∈ {2, 3, 4} with a constant N depending only on the cardi-
nality of Λ, κ, A0 and, for j = 2, also on A1. �

We also recall the following discrete Gronwall lemma. Note that we
use the convention that summation over an empty set is zero.

Lemma 4.2. For constants K ∈ (0, 1) and C, if (ai)
n
i=0 is a nonnega-

tive sequence such that aj ≤ C+K
∑j

i=1 ai holds for each j ∈ {0, . . . , n}
then aj ≤ C(1−K)−j for j ∈ {0, . . . , n}.

Proof. Let bj = C +K
∑j

i=1 bi and note that (1 −K)bj = bj−1. Then
aj ≤ bj for j ≤ n by induction, since a0 ≤ C = b0 and

aj(1−K) ≤ C +

j−1
∑

i=1

ai ≤ C +

j−1
∑

i=1

bi = bj(1−K),

assuming aj−1 ≤ bj−1. Therefore aj ≤ bj = C(1−K)−j for each j ≤ n
and for K ∈ (0, 1). �

The following provides a Sobolev space estimate for solutions to the
space-time scheme that is independent of h. For an integer m ≥ 0,
denote by Wm

2 (τ) the space of Wm
2 -valued predictable processes φ on

Ω× Tτ such that

[[φ]]m := Eτ

n
∑

i=1

‖φi‖2m <∞
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and note that we write

[[g]]m = Eτ

n
∑

i=1

d1
∑

ρ=1

‖gρi ‖2m

for functions g = (gρ)d1ρ=1.

Theorem 4.3. For µ ∈ Λ and ρ ∈ {1, . . . , d1}, let fµ, gρ ∈ Wm

2 (τ).
If Assumption 2.5 holds then for each nonzero h there exists a unique

solution ν ∈ Wm

2 (τ) of

(4.1) νi = νi−1 +
∑

µ∈Λ

(Lh
i νi + fµ

i )τ +

d1
∑

ρ=1

(Mh,ρ
i−1νi−1 + gρi−1)ξ

ρ
i

for any Wm+1
2 -valued F0-measurable initial condition ν0. Further, if

Assumption 2.6 is also satisfied then

Emax
i≤n

‖νi‖2m + Eτ
n
∑

i=1

∑

λ∈Λ

‖δh,λνi‖2m ≤ NEτ‖ν0‖2m+1

+NEτ
n
∑

i=0

(‖fi‖2m + ‖gi‖2m)
(4.2)

holds for a constant N that depends only on d, d1, m, Λ, A0, . . . , Am̄,

κ, and T .

Proof. By Theorem 2.10, the existence of a unique sequence of L2-
valued random variables solving (1.1) is known. For fµ, gρ ∈ Wm

2 (τ)
and anWm+1

2 -valued initial condition ν0, there exists a unique sequence
ofWm

2 -valued random variables satisfying (4.1). The estimate (4.2) can
be achieved easily with a constant N depending on h, so in particular
the solution is in Wm

2 (τ).
Next we prove the estimate (4.2) for a constant independent of h.

For convenience we denote K
n
m
:= τ

∑n
i=0(‖fi‖2m + ‖gi‖2m). Considering

equalities of the from a2 + b2 = 2a(a− b)− |a− b|2 we note that (4.1)
implies

‖νi‖20 − ‖νi−1‖20 = 2(νi, νi − νi−1)− ‖νi − νi−1‖20
= 2(νi, L

h
i νi + fµ

i )τ + 2(νi−1,M
h,ρ
i−1νi−1 + gρi−1)ξ

ρ
i

+ 2(νi − νi−1,M
h,ρ
i−1νi−1 + gρi−1)ξ

ρ
i − ‖νi − νi−1‖20

= 2(νi, L
h
i νi + fµ

i )τ + 2(νi−1,M
h,ρ
i−1νi−1 + gρi−1)ξ

ρ
i

+ ‖(Mh,ρ
i−1νi−1 + gρi−1)ξ

ρ
i ‖20 − ‖Lh

i νi + fµ
i ‖20τ 2

where here and in what follows we suppress the sums over µ ∈ Λ0 and
ρ ∈ {1, . . . , d1}. Summing up over i, we have

(4.3) ‖νj‖20 ≤ ‖ν0‖20 +Hj + Ij + Jj
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where

Hj :=

j
∑

i=1

2(νi, L
h
i νi + fµ

i )τ,

Ij :=

j
∑

i=1

2(νi−1,M
h,ρ
i−1νi−1 + gρi−1)ξ

ρ
i ,

and

Jj :=

j
∑

i=1

‖(Mh,ρ
i−1νi−1 + gρi−1)ξ

ρ
i ‖20.

By an application of Itô’s formula, it is easy to see that for π, ρ ∈
{1, . . . , d1}

ξπi+1ξ
ρ
i+1 = (∆wπ(ti))(∆w

ρ(ti)) = Y πρ
i+1 − Y πρ

i + τδπρ

for all i ∈ {1, . . . , n} where

Y πρ(t) :=

∫ t

0

(wπ(s)− wπ
γ(s)) dw

ρ(s) +

∫ t

0

(wρ(s)− wρ
γ(s)) dw

π(s),

γ(s) is the piecewise defined function taking value γ(s) = i for s ∈
[iτ, (i+1)τ), and δπρ = 1 when π = ρ and 0 otherwise. Thus can write

Jj = J (1)
j + J (2)

j where

J (1)
j :=

j
∑

i=1

d1
∑

ρ=1

‖Mh,ρ
i−1νi−1 + gρi−1‖20τ

and

J (2)
j :=

∫ tj

0

d1
∑

π,ρ=1

(Mh,π
γ(s)νγ(s) + gπγ(s),M

h,ρ
γ(s)νγ(s) + gργ(s)) dY

πρ(s).

Then we note that since Lemma 4.1 holds for all t ∈ [0, T ], in particular

Hj + J (1)
j ≤ τ

∑

λ∈Λ

‖δh,λν0‖20 + τ

j
∑

i=1

(

Qi(νi) + (νi, f
µ
i ) +

τ

ε
‖gi−1‖20

)

≤ Cτ‖ν0‖21 +Nτ

j
∑

i=1

‖νi‖20 −
κ

2
τ

j
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 +NK
j
0

where here ‖ν0‖20 ≤ C‖ν0‖21 and N is a positive constant depending
only on κ, A0, A1, and the cardinality of Λ. Thus we can replace
equation (4.3) by

‖νj‖20 + τ

j
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 ≤ Nτ‖ν0‖21 +Nτ

j
∑

i=1

‖νi‖20

+NK
j
0 + Ij + J (2)

j

(4.4)
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for a constant N that depends only on κ, A0, A1, C, and the cardinality
of Λ.

Next we observe that

EIj =

j
∑

i=1

2

∫

Rd

E
(

E
(

νi−1(M
h,ρ
i−1νi−1 + gρi−1)ξ

ρ
i | Fi−1

))

dx = 0

since ξρi+1 is independent of Fi and νi, M
h,ρ
i νi, and gρi are all Fi-

measurable for i ∈ {0, . . . , n}. Similarly, we see that EJ (2)
j = 0 since

the expectation of the stochastic integral is zero. Therefore, taking the
expectation of (4.4) we have that

E‖νj‖20 + Eτ
n
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 ≤ NEτ‖ν0‖21 +NEKn
0

+NEτ

j
∑

i=1

‖νi‖20

(4.5)

for each j ∈ {1, . . . , n}. Excluding for the time being the difference
term on the left hand side of (4.5) and applying Lemma 4.2 we obtain

E‖νj‖20 ≤ N(Eτ‖ν0‖21 + EKn
0 )(1−Nτ)−j

and, since (1−Nτ)−j = (1−N T
n
)−j ≤ (1−N T

n
)−n ≤ C ′eNT , we have

(4.6) max
i≤n

E‖νi‖20 ≤ NEτ‖ν0‖21 +NEKn
0

for a constant N here that depends only on the parameters κ, A0, A1,
T , and the cardinality of Λ. Using equation (4.6) we can eliminate the
last term on the right hand side of (4.5). In particular, we have

Eτ
n
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 ≤ NEτ‖ν0‖21 +NEKn
0 .
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Using the Davis inequality we can bound max |J (2)| and max |I|.
Namely,

Emax
i≤n

|J (2)
j |

≤ 3

d1
∑

π,ρ=1

E

{
∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20‖M

h,π
γ(s)νγ(s) + gπγ(s)‖20 d〈Y πρ〉(s)

}1/2

≤ C
d1
∑

π,ρ=1

E

{
∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖40|wπ(s)− wπ

γ(s)|2 ds
}1/2

≤ C

d1
∑

π,ρ=1

E

(

max
i≤n

√
τ‖Mh,ρ

i νi + gρi ‖0

×
{

1

τ

∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20|wπ(s)− wπ

γ(s)|2 ds
}1/2

)

where C is a constant independent of τ and h that is allowed to change
from one instance to the next. Therefore,

Emax
i≤n

|J (2)
i | ≤ d1C

d1
∑

ρ=1

τEmax
i≤n

‖Mh,ρ
i νi + gρi ‖20

+
C

τ

d1
∑

π,ρ=1

E

∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20|wπ(s)− wπ

γ(s)|2 ds
(4.7)

by Young’s inequality. The first term on the right hand side of (4.7) is
bounded from above by the sum over all i ∈ {1, . . . , n}, hence

d1
∑

ρ=1

τEmax
i≤n

‖Mh,ρ
i νi + gρi ‖20 ≤ Eτ

n
∑

i=0

‖Mh,ρ
i νi + gρi ‖20

≤ CEτ

n
∑

i=0

(
∑

λ∈Λ

‖δh,λνi‖20 + ‖gi‖20),

and the second term on the right hand side of (4.7) yields

1

τ

d1
∑

π,ρ=1

E

∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20|wπ(s)− wπ

γ(s)|2 ds

≤ 1

τ

d1
∑

π,ρ=1

E

(

E

(
∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20|wπ(s)− wπ

γ(s)|2 ds | Fγ(s)

))

≤ Eτ
n
∑

i=0

(
∑

λ∈Λ

‖δh,λνi‖20 + ‖gi‖20)
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by the tower property for conditional expectations. Combining these
estimates we see that Emax |J (2)| is estimated by terms already ap-
pearing on the right hand side of (4.4) for a constant N that depends
also on d1.

Similarly, we note that

Ij =

j
∑

i=1

2(νi−1,M
h,ρ
i−1νi−1 + gρi−1)∆w

ρ
i−1

= 2

∫ tj

0

(νγ(s),M
h,ρ
γ(s)νγ(s) + gργ(s)) dw

ρ(s).

Applying the Davis inequality

Emax
i≤n

|Ii| ≤ 6

d1
∑

ρ=1

E

{
∫ T

0

‖νγ(s)‖20‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20 ds

}1/2

≤ 6

d1
∑

ρ=1

E

(

max
i≤n

‖νi‖0
{
∫ T

0

‖Mh,ρ
γ(s)νγ(s) + gργ(s)‖20 ds

}1/2
)

and then Young’s inequality

(4.8) Emax
i≤n

|Ii| ≤
1

2
Emax

i≤n
‖νi‖20 + CEτ

n
∑

i=0

(
∑

λ∈Λ

‖δh,λνi‖20 + ‖gi‖20)

we see that Emax |I| is also estimated by terms already appearing on
the right and side of (4.4).

Returning to (4.4) and taking the maximum followed by the expec-
tation we have

Emax
i≤n

‖νi‖20 + Eτ
n
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 ≤ NEτ‖ν0‖21 +NEKn
0 ,

using (4.6) and the estimates on Emax |J (2)| and Emax |I|. Thus
(4.2) holds when m = 0.

If m ≥ 1 we differentiate (4.1) with respect to xl and introduce the

notation φ̃ for the derivative of a function φ in the direction xl for
l ∈ {1, . . . , d}. Then (4.1) becomes

ν̃i = ν̃i−1 +
∑

λ,µ∈Λ

(aλµi δh,λδ−h,µν̃i + f̂µ
i )τ

+
d1
∑

ρ=1

∑

λ∈Λ

(bλρi−1δh,λν̃i−1 + ĝρi−1)ξ
ρ
i

(4.9)

where f̂µ := f̃µ for nonzero µ, f̂ 0 := f̃ 0 + ã
λµδh,λδ−h,µν and ĝρ :=

g̃ρ + b̃
λρδh,λν. Recalling that ∂µ = µlDl for µ ∈ Λ0, we proceed as
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before but now using the inequality

Eτ
n
∑

i=1

(ν̃i, δh,λδ−h,µνi) ≤ τ
n
∑

i=1

E‖ν̃i‖0‖δh,λ∂µνi‖0

≤ εEτ

n
∑

i=1

‖Dδh,λνi‖20 +
N

ε
Eτ

n
∑

i=1

‖ν̃i‖20

which holds for arbitrary ε > 0 and N depending only on |µ|. This
leads to the following

E‖ν̃j‖20 + Eτ

j
∑

i=1

∑

λ∈Λ

‖δh,λνi‖20 ≤ NEτ‖ν0‖21 +NEKn
1

+
1

2d
Eτ

j
∑

i=1

∑

λ∈Λ

‖Dδh,λνi‖20 +NEτ

j
∑

i=1

‖ν̃i‖20

(4.10)

for each xl, l ∈ {1, . . . , d}. Summing up over each direction xl, the term
with factor 1/2d can be seen to be estimated by other terms already
appearing on the right hand side of (4.10). Then by the same procedure
as before we obtain

(4.11) Emax
i≤n

‖Dνi‖20 + Eτ

n
∑

i=1

∑

λ∈Λ

‖Dδh,λνi‖20 ≤ NEτ‖ν0‖21 +NEKn
1

which proves the theorem when m = 1.
Assuming that m ≥ 2 and that (4.2) holds for each integer p <

m in place of m, then we can differentiate (4.1) (p + 1) times and,

repurposing the notation φ̃ for the (p+1)th order derivatives of φ with

respect to x, we obtain (4.9) with different f̂ 0 and ĝρ. Namely, the

f̂ 0 will be the sum of f̃ 0 and linear combinations of certain ith order
derivatives of aλµ together with certain (p+ 1− i)th order derivatives
of δh,λδ−h,µν, for integer i ≤ (p + 1). As before, the L2-norms of the
(p + 1 − i)th derivatives of δh,λδ−h,µν are dominated by the L2-norms
of the (p+ 2− i)th derivatives of δh,λν which are in turn less than the

W p+1
2 -norm of δh,λν. After similar changes are made in ĝρ we obtain

the counterpart of (4.11) which then yields (4.2) with (p+ 1) in place
of m. �

We also have the following Sobolev space estimate for solutions to
the implicit time scheme. Let m be a nonnegative integer.

Theorem 4.4. Let f ∈ Wm
2 (τ) and gρ ∈ Wm+1

2 (τ). If Assumptions

2.1 and 2.2 hold then (1.2) has a unique solution v ∈ Wm+2
2 (τ) for a
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given Wm+1
2 -valued F0-measurable initial condition v0. Moreover

Emax
i≤n

‖vi‖2m+1 + Eτ
n
∑

i=1

‖vi‖2m+2 ≤ NE‖v0‖2m+1

+NEτ
n
∑

i=0

(‖fi‖2m + ‖gi‖2m+1)

holds for a constant N depending only on d, d1, m, K0, . . . , Km+1, κ,
and T .

Proof. Proving the solvability of (1.2) reduces to solving the elliptic
problem

(I − τLi)vi = vi−1 + τfi +

d1
∑

ρ=1

ξρi (Mρ
i−1vi−1 + gρi−1)

for each i ∈ {1, . . . , n} where I is the identity. That is, we claim that
A := (I − τL) is a Wm

2 -valued operator on Wm+2
2 such that Ai is

(i) bounded, i.e. ‖Aiφ‖2m ≤ K‖φ‖2m+2 for a constant K,
(ii) and coercive, i.e. 〈Aiφ, φ〉 ≥ λ‖φ‖2m+2 for a constant λ > 0,

for every i ∈ {1, . . . , n} and for all φ ∈ Wm+2
2 , where 〈·, ·〉 denotes the

duality pairing between Wm+2
2 and Wm

2 based on the inner product
in Wm+1

2 . Then by the separability of Wm+2
2 , there exists a countable

dense subset {ej}∞j=1 such that for fixed p ≥ 1, φp =
∑p

j=1 cjej for

constants cj where φp ∈ Wm+2
2 is not identically zero. We fix i and for

every ψ ∈ Wm
2 consider A acting on φp, that is 〈Aφp, ej〉 = 〈ψ, ej〉 for

all j ∈ {1, . . . , p}. Taking linear combinations we obtain 〈Aφp, φp〉 =
〈ψ, φp〉 from which we derive

λ‖φp‖2m+2 ≤ 〈Aφp, φp〉 = 〈ψ, φp〉 ≤ ‖ψ‖m‖φp‖m+2

by the coercivity of A and an application of the Cauchy-Schwarz in-
equality. Thus ‖φp‖m+2 ≤ 1

λ
‖ψ‖m and hence (by the reflexivity of

Wm+2
2 ), there exists a subsequence pk such that φpk converges weakly

to φ and in particular 〈Aiφpk , ej〉 → 〈Aφ, ej〉 for every j. Therefore for
every ψ ∈ Wm

2 there exists a φ ∈ Wm+2
2 satisfying Aiφ = ψ for every

i ∈ {1, . . . , n}. Moreover, this solution is easily seen to be unique.
Using the existence and uniqueness to the elliptic problem in each

interval, we note that

v0 + τf1 +

d1
∑

ρ=1

(Mρ
0v0 + gρ0)ξ

ρ
1 ∈ Wm

2

by Assumption 2.3 and therefore there exists a v1 ∈ Wm+2
2 satisfying

(I − τL1)v1 = v0 + τf1 +
d1
∑

ρ=0

(Mρ
0v0 + gρ0)ξ

ρ
1 .



ACCELERATED SPATIAL APPROXIMATIONS 19

Further, assuming that there exists a vi ∈ Wm+2
2 satisfying (1.2) we

have that

vi + τfi+1 +

d1
∑

ρ=0

(Mρ
i vi + gρi )ξ

ρ
i+1 ∈ Wm

2

by the induction hypothesis and Assumption 2.3, and therefore there
exists a vi+1 ∈ Wm+2

2 satisfying (1.2). Hence we obtain v = (vi)
n
i=1

such that each vi ∈ Wm+2
2 satisfies (1.2).

It only remains to prove the claim concerning ellipticity of A. By
Assumption 2.1, clearly Ai is a bounded linear operator for each i. We
see that

〈Aφ, φ〉 = 〈Iφ, φ〉 − τ〈Lφ, φ〉
= ‖φ‖2m+1 − τ〈Lφ, φ〉

where, by Assumptions 2.1 and 2.2,

〈Lφ, φ〉 = ((a0β −Dαa
αβ)Dβφ, φ)− (aαβDβφ,Dαφ)

≤ C‖φ‖2m+1 −
κ

2
‖φ‖2m+2

in the Wm+1
2 inner product for α, β ∈ {1, . . . , d} and for a constant C

depending on K0 and K1. Therefore

〈Aφ, φ〉 ≥ κ

2
τ‖φ‖2m+2 + (1− τK)‖φ‖2m+1 ≥

κ

2
τ‖φ‖2m+2

for sufficiently small τ and hence (ii) is satisfied.
To prove the estimate, we use a method similar to that in the proof

of Theorem 4.3 to arrive at (4.3) with v in place of ν, L in place of Lh,
Mρ in place of Mh,ρ, all in the Wm+1

2 -norm instead of the L2-norm.
Again, we decompose J into J (1) and J (2) using the processes Y πρ(t)
that arise by applying the Itô formula to the product of increments of
the independent Wiener processes. However this time, instead of using
Lemma 4.1, we observe that

Hj+J (1)
j ≤ Nτ

j
∑

i=1

‖vi‖2m+1−
κ

2
τ

j
∑

i=1

‖vi‖2m+2+Nτ

j
∑

i=0

(‖fi‖2m+‖gi‖2m+1)

since
∫

Rd

2v(x)Lv(x) +
d1
∑

ρ=1

|Mρv(x)|2 dx ≤ (ε− κC)‖v‖2m+2 + C‖v‖2m+1

for ε > 0 by the considerations above. Therefore we have that

‖vj‖2m+1 + τ

j
∑

i=1

‖vi‖2m+2 ≤ N‖v0‖2m+1 +NIj +NJ (2)
j

+Nτ

j
∑

i=0

(‖fi‖2m + ‖gi‖2m+1)
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and the estimate follows by considering the maximum and then tak-
ing the expectation. Moreover, with the estimate, it is clear that the
solution v ∈ Wm+2

2 (τ). �

We will use the theorem above to obtain estimates in appropriate
Sobolev spaces for a system of time discretized equations. For i ∈
{0, . . . , n} and an integer p ≥ 1, let

L(0)
i :=

∑

λ,µ∈Λ

a
λµ
i ∂λ∂µ,

M(0)ρ
i :=

∑

λ∈Λ

b
λρ
i ∂λ,

and let

L(p)
i := p!

∑

λ,µ∈Λ0

a
λµ
i

p
∑

j=0

Ap,j∂
j+1
λ ∂p−j+1

µ + (p+ 1)−1
∑

λ∈Λ0

a
λ0
i ∂

p+1
λ

+(p+ 1)−1
∑

µ∈Λ0

a
0µ
i ∂

p+1
µ ,

M(p)ρ
i := (p+ 1)−1

∑

λ∈Λ0

b
λρ
i ∂

p+1
λ ,

Oh(p)
i := Lh

i −
p
∑

j=0

hj

j!
L(j)

i ,

and

Rh(p)ρ
i :=Mh,ρ

i −
p
∑

j=0

hj

j!
M(j)ρ

i

where Ap,j is defined by

(4.12) Ap,j =
(−1)p−j

(j + 1)!(p− j + 1)!
.

For p ≥ 1, the values of L(p)φ andM(p)ρφ are obtain by formally taking
the pth derivatives in h of Lhφ and Mh,ρφ at h = 0.

For a positive integer k ≤ m, the sequences of random fields v(1), . . . ,
v(k) needed in (3.1) will be the embeddings of random variables taking
values in certain Sobolev spaces obtained as solutions to a system of
time discretized SPDE. Namely, as the solutions to

ν
(p)
i = ν

(p)
i−1 + (Liν

(p)
i +

p
∑

l=1

C l
pL

(l)
i ν

(p−l)
i )τ

+(Mρ
i−1ν

(p)
i−1 +

p
∑

l=1

C l
pM

(l)ρ
i−1ν

(p−l)
i−1 )ξρi ,

(4.13)

for p ∈ {1, . . . , k} where C l
p = p(p− 1) · · · (p− l+ 1)/l! is the binomial

coefficient and ν(0) is the solution to (1.2) from Theorem 4.4.
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Theorem 4.5. Let Assumptions 2.1, 2.2, 2.3, and 2.5 hold with m =
m ≥ k ≥ 1 and let ν(0) ∈ Wm+2

2 (τ) be the solution to (1.2) with initial

condition u0 from Theorem 4.4. Then the system (4.13) with initial

condition

ν
(1)
0 = ν

(2)
0 = · · · = ν

(k)
0 = 0

has a unique set of solutions (ν(p))kp=1 such that each ν(p) ∈ W
m+2−p
2 (τ).

Moreover for each p ∈ {1, . . . , k},

Emax
i≤n

‖ν(p)i ‖2m+1−p + Eτ
n
∑

i=1

‖ν(p)i ‖2m+2−p

≤ NEτ

n
∑

i=0

(‖fi‖2m + ‖gi‖2m+1)

(4.14)

holds for a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1,

A0, . . . , Am, κ, and T .

Proof. For convenience let

F
(p)
i :=

p
∑

j=1

Cp
jL

(j)
i ν

(p−j)
i

and

G
(p)ρ
i :=

p
∑

j=1

Cp
jM

(j)ρ
i ν

(p−j)
i

where we write G(p) =
∑d1

ρ=1G
(p)ρ.

Observe that for each p ∈ {1, . . . , k} the equation for ν(p) in (4.13)
depends only on ν(l) for l ≤ p and does not involve any of the unknown
processes ν(l) with indices l > p. Therefore we shall prove the solvabil-
ity of the system and the desired properties on ν(p) recursively using
Theorem 4.4.

For p = 1, we have

(4.15) ν
(1)
i = ν

(1)
i−1 + (Liν

(1)
i + F

(1)
i )τ +

d1
∑

ρ=1

(Mρ
i−1ν

(1)
i−1 +G

(1)ρ
i−1 )ξ

ρ
i .

Since ν(0) ∈ Wm+2
2 (τ), for m = m we have that F (1) ∈ Wm−1

2 (τ)
and G(1) ∈ Wm

2 (τ) by Assumption 2.5. Hence by Theorem 4.4, there
exists a unique ν(1) ∈ Wm+1

2 (τ) satisfying (4.15) with initial condition

ν
(1)
0 = 0. Further, ν(1) is estimated by (4.14) and thus Theorem 4.5
holds with p = 1.

Now we assume that for m ≥ k ≥ 2 and p ∈ {2, . . . , k} we have
unique ν(1), . . . , ν(p−1) solving (4.13) for ν(1) = . . . ν(p−1) = 0 with the
desired properties. In particular, observe that for j ∈ {1, . . . , p}

[[L(j)ν(p−j)]]m−p ≤ N [[ν(p−j)]]m+2−(p−j)(4.16)
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and for each ρ ∈ {1, . . . , d1}
[[M(i)ρν(p−j)]]m−p+1 ≤ N [[ν(p−j)]]m+1−(p−j)(4.17)

for a constant N . Therefore it follows that F (p) ∈ W
m−p
2 (τ) and G(p) ∈

W
m−p+1
2 (τ). Applying Theorem 4.4 yields the existence of a unique

solution ν(p) ∈ W
m−p+2
2 (τ) that satisfies (4.13) with initial condition

ν
(p)
0 = 0. Together with (4.16) and (4.17) the estimate from Theorem
4.4 implies that (4.14) holds. Further, the uniqueness of each ν(p)

follows from Theorem 4.4. �

For the convenience of the reader we record the following lemma and
two remarks from [4] that will be used in proving the error estimates.

Lemma 4.6. Let φ ∈ W p+1
2 and ψ ∈ W p+2

2 for a nonnegative integer

p and let λ, µ ∈ Λ0. Set

∂λφ = λjDjφ and ∂λµ = ∂λ∂µ.

Then we have

(4.18)
∂p

(∂h)p
δh,λφ(x) =

∫ 1

0

θp∂p+1
λ φ(x+ hθλ) dθ

and

∂p

(∂h)p
δh,λδ−h,µψ(x)

=

∫ 1

0

∫ 1

0

(θ1∂λ − θ2∂µ)
p∂λµψ(x+ h(θ1λ− θ2µ)) dθ1dθ2

(4.19)

for almost all x ∈ Rd for each h ∈ R. Furthermore, for integer l ≥ 0
if φ ∈ W p+2+l

2 and ψ ∈ W p+3+l
2 then

(4.20)

∥

∥

∥

∥

∥

δh,λφ−
p
∑

j=0

hj

(j + 1)!
∂j+1
λ φ

∥

∥

∥

∥

∥

l

≤ |h|p+1

(p+ 2)!

∥

∥∂p+2
λ φ

∥

∥

l

and
∥

∥

∥

∥

∥

δh,λδ−h,µψ −
p
∑

i=0

hi
i
∑

j=0

Ai,j∂
j+1
λ ∂i−j+1

µ ψ

∥

∥

∥

∥

∥

l

≤ N |h|p+1‖ψ‖l+p+3,(4.21)

where Ai,j is defined by (4.12) and N depends on λ, µ, d, and p.

Proof. It suffices to prove the lemma for φ, ψ ∈ C∞
0 (Rd). For p = 0,

formula (4.18) is obtained by applying the Newton-Leibniz formula to
φ(x+ θhλ) as a function of θ ∈ [0, 1]. Namely,

φ(x+ hλ)− φ(x) =

∫ u=x+hλ

u=x

Djφ(u) du = h

∫ θ=1

θ=0

λjDjφ(x+ θhλ) dθ

and therefore δh,λφ(x) =
∫ 1

0
∂λφ(x + θhλ) dθ. Applying the Newton-

Leibniz formula again yields (4.19) with p = 0. After that, for p ≥ 1
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one obtains (4.18) and (4.19) by differentiating both parts of these
equations written with p = 1.

Next by Taylor’s formula for smooth f(h) we have

f(h) =

p
∑

j=0

hj

j!

dj

(dh)j
f(0) +

1

p!

∫ h

0

(h− θ)p
dp+1

(dh)p+1
f(θ) dθ.

Applying this to

δh,λφ(x) =

∫ 1

0

∂λφ(x+ θhλ) dθ

as a function of h we see that

δh,λφ(x) =

p
∑

j=0

hj

(j + 1)!
∂j+1
λ φ(x)

+
hp+1

p!

∫ 1

0

∫ 1

0

(1− θ2)
pθp+1

1 ∂p+2
λ φ(x+ hθ1θ2λ) dθ1dθ2.

Now to prove (4.20), it remains only to use that by Minkowski’s integral
inequality the W l

2-norm of the last term is less than the W l
2-norm of

∂p+2
λ φ times

|h|p+1

p!

∫ 1

0

∫ 1

0

(1− θ2)
pθp+1

1 dθ1dθ2 =
|h|p+1

(p+ 2)!
.

Similarly, by observing that the value at h = 0 of the right hand side
of (4.19) is

p!

p
∑

j=0

Ap,j∂
j+1
λ ∂p−j+1

µ ψ(x),

we see that the left hand side of (4.21) is the W l
2-norm of

hp+1

p!

∫ 1

0

∫ 1

0

∫ 1

0

(1−θ3)p(θ1∂λ−θ2∂µ)p+1∂λµψ(x+hθ3(θ1λ−θ2µ)) dθ1dθ2dθ3,

which yields (4.21). �

For integers l ≥ 0 and r ≥ 1, denote by W l,r
h,2 the Hilbert space of

functions φ on Rd such that

(4.22) ‖φ‖2l,r,h :=
∑

λ1,...,λr∈Λ

‖δh,λ1
× · · · × δh,λr

φ‖2l <∞

and set W l,0
h,2 = W l

2. Then for any φ ∈ W l+r
2 we have

‖φ‖l,r,h ≤ N‖φ‖l+r,

where N depends only on |Λ0|2 :=
∑

λ∈Λ0
|λ|2 and r.
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Remark 4.7. Formula (4.18) with p = 0 and Minkowski’s integral
inequality imply that

‖δh,λφ‖0 ≤ ‖∂λφ‖0.
By applying this inequality to finite differences of φ and using induction
we can conclude that W l+r

2 ⊂W l,r
h,2.

Remark 4.8. Owing to Assumption 2.7, for i ∈ {0, . . . , n} we have

that L(0)
i = Li and M(0)ρ

i = Mρ
i . Also by Lemma 4.6 and Assumptions

2.5 and 2.6, for φ ∈ W p+2+l
2 and ψ ∈ W p+3+l

2 we have

‖Oh(p)ψ‖l ≤ N |h|p+1‖ψ‖l+p+3

and

‖Rh(p)ρφ‖l ≤ N |h|p+1‖φ‖l+p+2

for a constant N depending only on p, d, l, A0, . . . , Al, and Λ.

For integers k, l ≥ 0, let ν(0), ν(1), . . . , ν(k) be the functions from
Theorem 4.5. We define

(4.23) rτ,hi := νhi − ν
(0)
i −

k
∑

j=1

hj

j!
ν
(j)
i

for i ∈ {1, . . . , n} where νh is the unique L2-valued solution to (1.1)
that exists by Theorem 4.3 with initial condition u0, data f

0 = f and
fµ = 0, µ ∈ Λ0.

Lemma 4.9. Let Assumptions 2.1, 2.2, 2.3, and 2.5 hold with m =
m = l+ k+1 for integers k, l ≥ 0 and let rτ,h be defined as in equation

(4.23). Then rτ,h0 = 0, rτ,h ∈ Wm−k
2 (τ) and

rτ,hi = rτ,hi−1 + (Lh
i r

τ,h
i + F τ,h

i )τ +

d1
∑

ρ=1

(Mh,ρ
i−1r

τ,h
i−1 +Gτ,h,ρ

i−1 )ξρi

for i ∈ {1, . . . , n} where

F τ,h
i :=

k
∑

j=0

hj

j!
Oh(k−j)

i ν
(j)
i

and

Gτ,h,ρ
i−1 :=

k
∑

j=0

hj

j!
Rh(k−j)ρ

i−1 ν
(j)
i−1

and, moreover, F τ,h ∈ Wl
2(τ) and G

τ,h,ρ ∈ Wl+1
2 (τ).

Proof. By Theorem 4.3 the solution to the space-time scheme νh ∈
Wm

2 (τ) and by Theorem 4.4 the solution to the time scheme ν(0) ∈
Wm+2

2 (τ). Therefore rτ,h ∈ Wm
2 (τ) when k = 0 and, by Theorem 4.5,

rτ,h ∈ Wm−k
2 (τ) when k ≥ 1.
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Observe that
k
∑

i=0

hi

i!

k−i
∑

j=0

hj

j!
L(j)ν(i) =

k−1
∑

i=0

hi

i!

k−i
∑

j=1

hj

j!
L(j)ν(i)

=
k
∑

i=1

k−i
∑

j=0

hi+j

i!j!
L(i)ν(j)

=

k
∑

i=1

k
∑

j=i

hj

i!(j − i)!
L(i)ν(j−i)

=

k
∑

i=1

i
∑

j=1

hi

j!(i− j)!
L(j)ν(i−j) =: Iτ,h

where summations over empty sets are zero. Therefore, we can rewrite
F τ,h as

F τ,h = Lhν(0) − Lν(0) +
k
∑

j=1

hj

j!
Lhν(j) −

k
∑

j=1

hj

j!
Lν(j) − Iτ,h.

Similarly, observe that

k
∑

i=0

hi

i!

k−i
∑

j=0

hj

j!
M(j)ρν(i) =

k
∑

i=1

i
∑

j=1

hi

j!(i− j)!
M(j)ρν(i−j) =: Jτ,h,ρ

and therefore

Gτ,h,ρ =Mh,ρν(0) −Mρν(0) +
k
∑

j=1

hj

j!
Mh,ρν(j) −

k
∑

j=1

hj

j!
Mρν(j) − Jτ,h,ρ.

Thus, following from Remark 4.8 and Theorem 4.5, F τ,h ∈ Wl
2(τ) and

Gτ,h,ρ ∈ Wl+1
2 (τ). �

With the previous considerations, we are now prepared to prove the
main results.

5. Proof of Main Results

We prove a slightly more general result which implies Theorem 3.2.
Here we suppose that m = m.

Theorem 5.1. Let Assumptions 2.1, 2.2, 2.3, 2.5, 2.6, and 2.7 hold

with m = l + k + 1 for integers l, k ≥ 0. Then for rτ,h as defined in

(4.23) we have

(5.1) Emax
i≤n

‖rτ,hi ‖2l + Eτ

n
∑

i=1

∑

λ∈Λ

‖δh,λrτ,hi ‖2l ≤ N |h|2(k+1)Km,

where N depends only on d, d1, Λ, m, K0, . . . , Km+1, A0, . . . , Am, κ,
and T .
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Proof. Recall that by Lemma 4.9 we have that F τ,h ∈ Wl
2(τ) and

Gτ,h,ρ ∈ Wl+1
2 (τ). Then the left-hand-side of (5.1) is dominated by

(5.2) NEτ
n
∑

i=1

(‖F τ,h
i ‖2l + ‖Gτ,h,ρ

i ‖2l )

due to Lemma 4.9 and Theorem 4.3. To estimate (5.2) we observe that
for j ≤ k, by Remark 4.8 we have that

‖Oh(k−j)
i ν

(j)
i ‖l ≤ N |h|k−j+1‖ν(j)i ‖l+k−j+3 = N |h|k−j+1‖ν(j)i ‖m+2−j,

and combining this result with Theorem 4.5 yields

Eτ

n
∑

i=1

‖F τ,h
i ‖2l ≤ N |h|2(k+1)Km.

The bound on Gτ,h,ρ can be obtained in a similar fashion, yielding the
desired result. �

Now set Rτ,h := Irτ,h where I is the embedding operator from
Lemma 2.11. We have the following corollary to Theorem 5.1 which
implies Theorem 3.2.

Corollary 5.2. If the assumptions of Theorem 5.1 hold with l > p+d/2
for a nonnegative integer p then for λ ∈ Λp

Emax
i≤n

sup
x∈Rd

|δh,λRτ,h
i (x)|2 ≤ Nh2(k+1)Km

and

Emax
i≤n

∑

x∈Gh

|δh,λRτ,h
i (x)|2|h|d ≤ Nh2(k+1)Km

hold for a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1,

A0, . . . , Am, κ, and T .

Proof. Using Sobolev’s embedding of W l−p
2 into Cb and Remark 4.7,

Theorem 5.1 implies

Emax
i≤n

sup
x∈Rd

|δh,λRτ,h
i (x)|2 ≤ CEmax

i≤n
‖rτ,hi ‖2l−p,p,h

≤ C ′Emax
i≤n

‖rτ,hi ‖2l
≤ Nh2(k+1)Km

where C and C ′ are constants depending only on m and d, and N is
a constant depending only on m, d, d1, κ, Λ, K0, . . . , Km+1, and T .
Similarly, by Lemma 2.11 above and Remark 4.7,

Emax
i≤n

∑

x∈Gh

|δh,λRτ,h
i (x)|2|h|d ≤ CEmax

i≤n
‖δh,λRτ,h

i ‖2l−p

≤ C ′Emax
i≤n

‖rτ,hi ‖2l
≤ Nh2(k+1)Km.
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�

For the I : W l
2 → Cb from Lemma 2.11, Theorem 3.2 follows by

considering the embeddings v̂h := Iνh, where νh is the unique L2-
valued solution to (1.1) with initial condition u0, and v

(j) := Iν(j) for
j ∈ {0, . . . , k}, where ν(0) is the unique L2-valued solution to (1.2) with
initial condition u0 and the processes ν(1), . . . , ν(k) are the solutions to
the system of time discretized SPDE (4.13) as given in Theorem 4.5. By
Theorem 4.3, νh is Fi-adapted andW l

2-valued for all i ∈ {1, . . . , n}. For
each j ∈ {1, . . . , k} the ν(j) are W p+1+k-valued processes by Theorem
4.5. Since l > d/2 and p+1−k > d/2 the processes v̂h and v(j) are well
defined and clearly (4.23) implies (3.1) with v̂h in place of vh. That
is, we have the expansion for a continuous version of the L2-valued
solution.

To see that Theorem 3.2 indeed follows from Corollary 5.2 we must
show that the restriction of the L2-valued solution to the grid Gh, a
set of Lebesgue measure zero, is indeed equal almost surely to the
unique ℓ2(Gh)-valued solution that one would naturally obtain from
(1.1). That is, we must show that

(5.3) v̂hi (x) = vhi (x)

almost surely for all i ∈ {1, . . . , n} and for each x ∈ Gh where vh is the
unique Fi-adapted ℓ2(Gh)-valued solution of (1.1) from Theorem 2.9.
Therefore, for a compactly supported nonnegative smooth function φ
on Rd with unit integral and for a fixed x ∈ Gh we define

φε(y) := φ

(

y − x

ε

)

for y ∈ Rd and ε > 0. Recall, by Remark 2.4, that we can obtain
versions of u0, f , and gρ that are continuous in x. Since v̂h is a L2-
valued solution of (1.1) for each ε, almost surely
∫

Rd

v̂hi (y)φε(y) dy =

∫

Rd

v̂i−1(y)φε(y) dy + τ

∫

Rd

(Lh
i v̂

h
i + fi)(y)φε(y) dy

+

d1
∑

ρ=1

ξρi

∫

Rd

(Mh,ρ
i−1v̂

h
i−1 + gρi−1)(y)φε(y) dy

for each i ∈ {1, . . . , n}. Letting ε→ 0, we see that both sides converge
for all i ∈ {1, . . . , n} and ω ∈ Ω. Therefore almost surely

v̂hi (x) = v̂hi−1(x) + (Lh
i v̂

h
i (x) + fi(x))τ +

d1
∑

ρ=1

(Mh,ρ
i−1v̂

h
i−1(x) + gρi−1(x))ξ

ρ
i

for all i ∈ {1, . . . , n}. Moreover by Lemma 2.11, the restriction of
v̂h, the continuous version of νh, onto Gh is an ℓ2(Gh)-valued pro-
cess. Hence (5.3) holds, due to the uniqueness of the ℓ2(Gh)-valued
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Fi-adapted solution of (1.1) for any ℓ2(Gh)-valued F0-measurable ini-
tial data. This finishes the proof of Theorem 3.2.

We end with the following generalization of Theorem 3.3.

Theorem 5.3. If the assumptions of Theorem 3.2 hold with p = 0 and

v̄h as defined in (3.3) then

Emax
i≤n

sup
x∈Gh

|v̄hi (x)− v
(0)
i (x)|2

+ Emax
i≤n

∑

x∈Gh

|v̄hi (x)− v
(0)
i (x)|2|h|d ≤ N |h|2(k+1)Km

for a constant N depending only on d, d1, Λ, m, K0, . . . , Km+1, A1,

. . . , Am, κ, and T .

This follows from Theorem 5.1 and the definition of v̄h.
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