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WELL-POSEDNESS OF THE FREE-BOUNDARY COMPRESSIBLE 3-D

EULER EQUATIONS WITH SURFACE TENSION AND THE ZERO

SURFACE TENSION LIMIT

DANIEL COUTAND, JASON HOLE, AND STEVE SHKOLLER

Abstract. We prove that the 3-D compressible Euler equations with surface tension
along the moving free-boundary are well-posed. Specifically, we consider isentropic dy-
namics and consider an equation of state, modeling a liquid, given by Courant and
Friedrichs [8] as p(ρ) = αργ − β for consants γ > 1 and α, β > 0. The analysis is made
difficult by two competing nonlinearities associated with the potential energy: compres-

sion in the bulk, and surface area dynamics on the free-boundary. Unlike the analysis of
the incompressible Euler equations, wherein boundary regularity controls regularity in
the interior, the compressible Euler equation require the additional analysis of nonlinear
wave equations generating sound waves. An existence theory is developed by a specially
chosen parabolic regularization together with the vanishing viscosity method. The ar-
tificial parabolic term is chosen so as to be asymptotically consistent with the Euler
equations in the limit of zero viscosity. Having solutions for the positive surface tension
problem, we proceed to obtain a priori estimates which are independent of the surface
tension parameter. This requires choosing initial data which satisfy the Taylor sign con-
dition. By passing to the limit of zero surface tension, we prove the well-posedness of the
compressible Euler system without surface on the free-boundary, and without derivative
loss.
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1. Introduction

1.1. The compressible Euler equations in Eulerian variables. The compressible Eu-
ler equations with moving free-boundary are given by the following system:

∂t(ρu) + div(ρu⊗ u+ p Id) = 0 in Ω(t), (1.1a)

∂tρ+ div(ρu) = 0 in Ω(t), (1.1b)

p = σH(t) on Γ(t), (1.1c)

V(Γ(t)) = u · n(t) (1.1d)

(u, ρ) = (u0, ρ0) on Ω(0), (1.1e)

Ω(0) = Ω , (1.1f)

where Ω(t) denotes an open and bounded subset of R3, Γ(t) = ∂Ω(t) is the moving free-
boundary, and t ∈ [0, T ] denotes time. We use the notation V(Γ(t)) for the normal velocity
of boundary Γ(t), which is equal to the normal component of the fluid velocity u · n, where
n(t) is the outward-pointing unit normal to Γ(t), u = (u1, u2, u3) denotes the velocity field,
p denotes the pressure, and ρ denotes the density.

The first two equation are conservation laws for momentum and mass. The boundary
condition (1.1c) is often referred to as the Laplace-Young condition, stating that the fluid
stress is proportional to the mean curvature H(t) of the moving surface, the proportionality
constant defining the surface tension parameter σ. The last two equations provide the initial
conditions for the dynamics.

In order to model the motion of a compressible liquid, we use the equation-of-state given
by Courant and Friedrichs [8] as

p(x, t) = αρ(x, t)γ − β for γ > 1, (1.2)

where α > 0 and β > 0. For convenience, we set α = 1. 1

Using the equation of state (1.2), the momentum equations (1.1a) and Laplace-Young
boundary condition (1.1c) are equivalently written as

ρ[∂tu+ (u ·D)u] +Dργ = 0 in Ω(t), (1.3a)

ργ = β + σH on Γ(t). (1.3b)

We assume that the initial density function is strictly positive and that

ρ0 ≥ λ > 0 in Ω.

In the absence of surface tension, we further require the initial pressure function p0 to satisfy
the Taylor sign condition (see, for example, [30] and [26]), given by

0 < ν ≤ −∂p0
∂N

on Γ ,

where N denotes the outward unit normal to Γ. This is equivalent to

0 < ν ≤ −∂ργ0
∂n

on Γ . (1.4)

1.2. Prior results on the Euler equations with moving free-boundary.

1Using (1.2), liquid water is modeled using the values γ = 7, α = 3001 and β = 3000.
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1.2.1. The incompressible setting. There has been a recent explosion of interest in the anal-
ysis of the free-boundary incompressible Euler equations, particularly in irrotational form,
that has produced a number of different methodologies for obtain- ing a priori estimates.
The accompanying existence theories have relied mostly on the NashMoser iteration to deal
with derivative loss in linearized equations when arbitrary domains are considered, or on
complex analysis tools for the irrotational problem with infinite depth. We refer the reader
to [3, 11, 14, 21, 22, 27, 35, 36, 39] for a partial list of papers on this topic.

1.2.2. The compressible setting. The mathematical analysis of moving hypersurfaces in the
multidimensional compressible Euler equations began with the existence and stability of the
shock-front solution initiated in [24] and extensively studied by [16–18,25] (see the references
in these articles for a thorough review of the literature in this area.) More delicate than
the non-characteristic case of the shock-front solution, the characteristic boundary case is
encountered in the study of vortex sheets or current vortex sheets. This class of problems
has been studied by [4, 6, 7, 32, 34] (and see the references therein); the linearization of the
vortex-sheet problem produces derivative loss, similar to that experienced by many authors
in the incompressible flow setting (both irrotational flows and flows with vorticity).

The problem of the expansion of a compressible gas with the so-called physical vacuum
singularity has been studied in [9, 12, 13, 19, 20], and is degenerate because of the vanishing
of the density function on the moving free-boundary.

For the model of a compressible liquid, considered in this paper, the Euler equations
are uniformly hyperbolic thanks to the equation-of-state (1.2). In the absence of surface
tension, an existence theory was given in [23] using Lagrangian coordinates and a Nash-
Moser construction, but the estimates had derivative loss. Using the theory of symmetric
hyperbolic systems, the paper [33] gave a different proof for the existence of solutions, also
with derivative loss. We prove well-posedness for the motion of a compressible liquid with
and without surface tension, and with no derivative loss. We also establish asymptotic limit
of zero surface tension.

1.3. Fixing the domain and Lagrangian variables. To transform the system (1.1) into
Lagrangian variables, we let η(x, t) denote the flow of a fluid particle x at time t. Thus,

∂tη = u ◦ η for t > 0 and η(x, 0) = x

where ◦ denotes composition, so that [u ◦ η](x, t) = u(η(x, t), t). The flow map η induces
the following Lagrangian variables on Ω:

v = u ◦ η (Lagrangian velocity),

f = ρ ◦ η (Lagrangian density),

A = [Dη]−1 (inverse of the deformation tensor),

J = detDη (Jacobian determinant),

a = JA (cofactor matrix of the deformation tensor).

Using the notation defined below in Section 2.1.2, the Lagrangian version of equations (1.1)
on the fixed domain Ω is given by

fvit +Ak
i f

γ ,k = 0 in Ω× (0, T ], (1.5a)

ft + fAj
iv

i,j = 0 in Ω× (0, T ], (1.5b)

fγ = β + σH(η) on Γ× (0, T ], (1.5c)

(η, v, f)|t=0 = (e, u0, ρ0) on Ω, (1.5d)
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where Γ = ∂Ω and e(x) = x denotes the identity map on Ω.

Since Jt = ajiv
i,j by (2.5), we multiply (1.5b) by J and integrate in time for the identity

f = ρ0J
−1. (1.6)

For σ ≥ 0 and γ = 2, we use the identity (1.6) for the Lagrangian density f and equivalently
write the compressible Euler equations (1.5) as

ρ0v
i
t + aki (ρ

2
0J

−2),k = 0 in Ω× (0, T ], (1.7a)

ρ20J
−2 = β + σH(η) on Γ× (0, T ], (1.7b)

(η, v)|t=0 = (e, u0) on Ω. (1.7c)

For σ > 0, we shall refer to the equations (1.7) as the surface tension problem.
For reference, we record that the momentum equations (1.7a) are equivalent to

vit + 2Ak
i (ρ0J

−1),k = 0 in Ω× (0, T ]. (1.8)

Remark 1. The identity (1.6) establishes that in Lagrangian variables the initial density ρ0
is a parameter in the system of compressible Euler equations.

1.4. The higher-order energy functions E(t) and E(t). While the physical energy
∫

Ω
[ρ0

1
2 |v|2 + ρ20J

−1 + βJ ] + σA(t), A(t) denoting the surface area of Γ(t), is a conserved
quantity, it is far too weak for the energy estimates methodology that we employ. We instead
define the higher-order energy functions E(t) and E(t) to respectively correspond with the
surface tension problem and the zero surface tension limit. Although neither E(t) or E(t)
is conserved, we will establish that each of supt∈[0,T ]E(t) and supt∈[0,T ] E(t) is bounded on

a sufficiently small time-interval of existence [0, T ].

1.4.1. The higher-order energy function for σ > 0. We define the energy function E(t) as

E(t) = 1 +

5∑

a=0

‖∂a
t η(t)‖25−a + |vttt · n(t)|21 +

2∑

a=0

|∂̄2∂a
t v · n(t)|22.5−a. (1.9)

We let M0 ≥ 0 denote a generic constant given by a polynomial function P of E(0):

M0 = P (E(0)) . (1.10)

1.4.2. The higher-order energy function for σ = 0. We define the energy function E(t) as

E(t) = 1 +

7∑

a=0

‖∂a
t η(t)‖24.5− 1

2
a +

5∑

a=0

‖∂a
t J(t)‖24.5− 1

2
a + ‖∂6

t J(t)‖21. (1.11)

We let M0 ≥ 0 denote a generic constant given by a polynomial function P of E(0):

M0 = P (E(0)) . (1.12)

Section 2.1 explains the notation in (1.9) and (1.11).

Remark 2. Corresponding with σ = 0, time-derivatives in the higher-order energy function
E(t) scale like one-half a space-derivative. Since the scalar product of the momentum equa-
tions (1.7a) and the tangential vector η,α yields the identity ρ0vt · η,α = −J(ρ20J

−2),α in Ω,
the Laplace-Young boundary condition (1.7b) with σ = 0 provides that

vt · η,α = 0 on Γ.

Differentiating this identity with respect to time shows that ∂t scales like (∂x)
1/2 in the zero

surface tension limit of (1.7).



COMPRESSIBLE EULER WITH SURFACE TENSION AND THE ZERO SURFACE TENSION LIMIT 5

1.5. The initial data (ρ0, u0,Ω). We assume that ρ0 and u0 are given and sufficiently
smooth. We require that the initial density ρ0 satisfy

ρ0 ≥ 2λ > 0 in Ω. (1.13)

Using the identities η(0) = e and Jt = asrv
r,s, we let J1 be defined by

J1 = ∂t(J
−2)(0) = −2 div u0.

We let v1 and v2 be the vectors respectively given by

vi1 = −2∂iρ0 and vi2 = −ρ−1
0 [∂i(ρ

2
0J1) + ∂ta

k
i (0)(ρ

2
0),k ],

where ∂ta(0) is a smooth function of Du0. We define, as a function of ρ0 and u0,

Ja = ∂a
t (J

−2)|t=0 for a = 0, 1, 2, 3.

1.5.1. The case of positive surface tension. For σ > 0, we assume that Ω is an H5-class
domain and that ρ0 and u0 are in H4(Ω). We define, as a function of ρ0 and u0,

Ha = ∂a
t H(η)|t=0 for a = 0, 1, 2, 3.

We require that the initial data satisfy the following compatibility conditions:

ρ20Ja = ∂a
t β + σHa on Γ for a = 0, 1, 2, 3. (1.14)

For β as in (1.2) and λ as in (1.13), we note that a = 0 in (1.14) yields

σH0 ≥ 4λ2 − β.

1.5.2. The case of zero surface tension. For σ = 0, we assume that Ω is anH4.5-class domain
and that ρ0 is in H4.5(Ω) and u0 is in H4(Ω).

We require that ρ0 and Ω satisfy the Taylor sign condition:

0 < 2ν ≤ − 1√
g
N jajia

k
i (ρ

2
0J

−2),k
∣
∣
t=0

on Γ. (1.15)

We require that the initial data satisfy the following compatibility conditions:

ρ20Ja = ∂a
t β on Γ for a = 0, . . . , 6. (1.16)

Remark 3. The twice-mean-curvature functionH(η) is not present in the zero surface tension
limit of (1.7). Accordingly, there is no restriction on the curvature of the initial surface Γ.

1.6. Main Results. The main results of this paper are the existence and uniqueness of
solutions to the surface tension problem and its zero surface tension limit.

Theorem 1.1 (Existence and uniqueness for σ > 0). Suppose that the initial data (ρ0, u0,Ω)
verify

(1) M0 = P (E(0)) < ∞,
(2) the lower-bound condition (1.13), and
(3) the compatibility conditions (1.14).

Then for some T > 0, there exists a solution to (1.7) on the time-interval [0, T ] such that
ρ(t) ≥ λ in Ω(t), σH(t) > −β on Γ(t), and

sup
t∈[0,T ]

E(t) ≤ 2M0.

Furthermore, the solution is unique if the initial data is such that

6∑

a=0

‖∂a
t η(0)‖26−a + |vtttt · n(0)|21 +

3∑

a=0

|∂̄2∂a
t v · n(0)|23.5−a < ∞.
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Theorem 1.2 (The zero surface tension limit). Suppose that the initial data (ρ0, u0,Ω)
verify

(1) M0 = P (E(0)) < ∞,
(2) the lower-bound condition (1.13),
(3) the Taylor sign condition (1.15), and
(4) the compatibility conditions (1.16).

Then for some T > 0, there exists a solution to (1.7) with σ = 0 on the time-interval [0, T ]

such that ρ(t) ≥ λ in Ω(t), −∂ρ2(t)
∂n(t) ≥ ν on Γ(t), and

sup
t∈[0,T ]

E(t) ≤ 2M0.

Furthermore, the solution is unique if the initial data is such that

9∑

a=0

‖∂a
t η(0)‖25.5− 1

2
a +

7∑

a=0

‖∂a
t J(0)‖25.5− 1

2
a + ‖∂8

t J(0)‖21 < ∞.

Remark 4. The proofs of Theorems 1.1 and 1.2 do not rely on our choice of γ = 2 and as
such are valid for general γ > 1, since by introducing new enthalpy-type variables for ργ−1

0

and Jγ−1 in (1.5), we can reduce the case of general γ > 1 to the case that γ = 2.

1.7. Structure of the proofs of Theorems 1.1 and 1.2.

1.7.1. Existence for the surface tension problem (1.7). An existence theory is obtained via
the vanishing viscosity method, but with a very special choice of artificial viscosity which
does not alter the transport-type structure of vorticity. This is introduced in Section 3. The
Euler equations (1.7a) yield

curlη vt = 0,

where the Lagrangian curl operator curlη is defined below in Section 2.1.3. By defining
a parabolic approximation of the Euler equations (1.7a) which preserves the homogeneous
vorticity equation, we ensure that the vorticity estimates for the approximate problem are
independent of the parabolic approximation parameter κ. The parabolic approximate κ-
problem defined in Section 3 maintains a homogeneous vorticity equation.

The structure of the Euler equation (1.7a) shows that an a priori estimate for vt provides
an estimate for the gradient of J , which then yields an estimate for the gradient of div η.
As such, yet another constraint on the choice of parabolic regularization operator is that its
presence must still permit estimates for D div η whenever estimates for vt are known. We
choose our κ-parabolic operator so that the parabolically-regularized momentum equations
have the form

f + κft = g,

for f equalling the gradient of J . Such a structure allows us to obtain κ-independent
estimates for f , given estimates for g. We must further add parabolic regularization to the
surface tension boundary conditions (1.7b) which also has the same structure, in order to
infer the maximal regularity of the free-boundary.

Our strategy is to obtain energy estimates for the highest number of time-derivatives in
the problem, and then use the structure of the momentum equations to infer estimates for
the divergence. In conjunction with curl-estimates and boundary regularity, we boot-strap
the full regularity of the velocity, its time-derivatives, and the flow map η.

In Section 4, we perform energy estimates in the fourth (highest) time-differentiated
approximate κ-problem. From these energy estimates, we are able to close estimates for
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vtttt(t) in L2(Ω) and vttt(t) in H1(Ω). We then infer the optimal regularity of vtt and vt.
This, in turn, enables us to get the optimal regularity for v and η. All estimates are found
to be independent of the artificial viscosity parameter κ.

In Section 5, we construct smooth solutions the approximate κ-problem. We utilize (the
Lagrangian variables version of) the basic vector identity −∆ = curl curl−D div in order to
replace gradient of the divergence of v with the Laplacian of v, modulo lower-order terms.
Additionally, we use that a sufficiently regular vector ξ ∈ R

3 satisfies

N jAj
rA

k
rξ,k =

√
gJ−1(curlη ξ)× n+

√
gJ−1(divη ξ)n+ b(ξ, η),

where b(ξ, η) is a first-order differential boundary operator with respect to ξ and a second-
order differential boundary operator with respect to η. Since the regularity of the flow map
η is dictated by the regularity of v in our construction scheme, we employ a horizontal
convolution-by-layers operator (first introduced in [11]) in order to view b(v, η) as a lower-
order term; with the horizontal convolution-by-layers approximation in place, solutions can
be found via the existence theory for uniformly parabolic second-order equations. We must
then find estimates for such solutions which are indeed independent of the convolution
parameter and pass to the limit.

In Section 6, we use the κ-independent a priori estimates established in Section 4 and
the construction of solutions to our approximate κ-problem in Section 5 to establish the
existence and uniqueness of solutions to the surface tension problem (1.7).

1.7.2. The zero surface tension limit. In Section 7, we establish our existence theory for
the zero surface tension limit of (1.7) via σ-independent a priori estimates. For initial data
satisfying the Taylor sign condition (1.15), we have that solutions to the surface tension
problem (1.7) satisfy

0 < ν

∫

Γ

|η · n|2 ≤ −
∫

Γ

1√
g
N jajℓa

k
ℓ (ρ

2
0J

−2),k |η · n|2,

on a sufficiently small time-interval [0, T ].

2. Preliminaries

2.1. Notation.

2.1.1. The three-dimensional gradient vector. Throughout this paper the symbol D will be
used to denote the three-dimensional gradient vector

D =

(
∂

∂x1
,

∂

∂x2
,

∂

∂x3

)

.

2.1.2. Notation for partial differentiation and Einstein’s summation convention. The kth
partial derivative of F will be denoted by F,k =

∂F
∂xk

. Repeated Latin indices i, j, k, etc., are
summed from 1 to 3, and repeated Greek indices α, β, γ, etc., are summed from 1 to 2. For

example, F,ii =
∑3

i=1
∂2F

∂xi∂xi
, and F i,α IαβGi,β =

∑3
i=1

∑2
α=1

∑2
β=1

∂F i

∂xα
Iαβ ∂Gi

∂xβ
.

2.1.3. The divergence and curl operators. We use the notation div u to denote the divergence
of a vector field u on Ω:

div u = u1,1 +u2,2 +u3,3 ,

and we use the notation curlu to denote the curl of a vector u on Ω:

curlu =
(
u3,2 −u2,3 , u

1,3 −u3,1 , u
2,1 −u1,2

)
.
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We recall that the permutation symbol εijk is defined by

εijk =







1, even permutation of {1, 2, 3},
−1, odd permutation of {1, 2, 3},
0, otherwise.

This allows for the curl of a vector field u to be expressed as curlu = ε·jku
k,j . Letting

v = u(η) for a given flow map η, we use the notation divη v to denote the Lagrangian
divergence of v on Ω:

divη v = As
rv

r,s ,

and we use the notation curlη v to denote the Lagrangian curl of v on Ω:

curlη v = ε·jkA
s
jv

k,s .

2.1.4. The scalar- and cross-product of vectors in R
3. Let u and v be vectors in R

3. The
scalar-product of u and v, denoted u · v, is defined as

u · v = u1v1 + u2v2 + u3v3. (2.1)

The cross-product of u and v, denoted u× v, is defined as

u× v = ε·jku
jvk. (2.2)

2.1.5. Local coordinates near Γ. We let Ω ⊂ R
3 denote an open, bounded subset of class

Hs for s ≥ 4, and we let {Ul}Kl=1 denote an open covering of Γ = ∂Ω, such that for each
l ∈ {1, 2, . . . ,K}, with

Bl = B(0, rl), denoting the open ball of radius rl centered at the origin,

B+
l = Bl ∩ {x3 > 0},
Dl = Bl ∩ {x3 = 0},

there exists an Hs-class chart θl satisfying

θl : Bl → Ul is an Hs diffeomorphism,

θl(B+
l ) = Ul ∩ Ω,

θl(Dl) = Ul ∩ Γ.

For L > K, we let {Ul}Ll=K+1 denote a family of open balls of radius rl properly contained

UK

UK−1

U1

U2 . . .

UK+1 . . .

Ω

Γ

Figure 1. Indexing convention for the open cover {Ul}Ll=1 of Ω.
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in Ω such that {Ul}Ll=1 is an open cover of Ω. We let

{ξl}Ll=1 denote a C∞ partition-of-unity subordinate to the open covering of Ω.

2.1.6. Tangential derivatives. On each Ul ∩ Ω, for 1 ≤ l ≤ L, we let ∂̄l denote the local
tangential-derivative. That is, for a differentiable function f on Ω, the αth component of
the local tangential-derivative of f is defined in Ul ∩ Ω by

∂̄l,αf =

(
∂

∂xα
[f ◦ θl]

)

◦ θ−1
l =

(

(Df ◦ θl)
∂θl
∂xα

)

◦ θ−1
l ,

where for K + 1 ≤ l ≤ L, we have set θl to be the identity map e.
We let ∂̄ denote the tangential-derivative whose αth component is given by

∂̄α =
L∑

l=1

ξl∂̄l,α.

We use ∂̄αf or f,α to denote the components of the tangential-derivative of f .

2.1.7. Geometry of the moving surface Γ(t). The vectors η,α for α = 1, 2, span the tangent
space to the moving surface Γ(t) = η(Γ) in R

3. The surface metric g on Γ(t) has components

gαβ = η,α ·η,β .
We let g0 denote the surface metric of the initial surface Γ. The components of the inverse
metric [g]−1 are denoted by gαβ. We use

√
g to denote

√
det g; we note that

√
g = |η,1 ×η,2 |,

so that n = [η,1 ×η,2 ]/
√
g. Equivalently,

√
gn = η,1 ×η,2 . (2.3)

The Laplace-Beltrami operator ∆g is defined on Γ as

∆g =
√
g
−1

∂̄α[
√
ggαβ∂̄β ].

2.1.8. Sobolev spaces on Ω. For integers k ≥ 0 and a smooth, open domain Ω of R3, we
define the Sobolev space Hk(Ω) (Hk(Ω;R3)) to be the closure of C∞(Ω) (C∞(Ω;R3)) in
the norm

‖u‖2k =
∑

|a|≤k

∫

Ω

|Dau(x)|2 ,

for a multi-index a ∈ Z
3
+, with the convention that |a| = a1 + a2 + a3. For real numbers

s ≥ 0, the Sobolev spaces Hs(Ω) and the norms ‖ · ‖s are defined by interpolation. We will
write Hs(Ω) instead of Hs(Ω;R3) for vector-valued functions. We use Hs(Ω)′ to denote the
dual space of Hs(Ω).

2.1.9. Sobolev spaces on Γ. For functions u ∈ Hk(Γ), k ≥ 0, we set

|u|2k =
∑

|a|≤k

∫

Γ

∣
∣∂̄au(x)

∣
∣
2
,

for a multi-index a ∈ Z
2
+. For real s ≥ 0, the Hilbert space Hs(Γ) and the boundary norm

| · |s is defined by interpolation. The negative-order Sobolev spaces H−s(Γ) are defined via
duality. That is, for real s ≥ 0,

H−s(Γ) = Hs(Γ)′.
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Remark 5. Throughout this paper, we suppress the Euclidean measure dx by letting
∫

Ω

represent
∫

Ω dx. Similarly, the notation
∫

Γ represents
∫

Γ dS0 where dS0 =
√
g0dx1dx2 is

the surface measure of the initial surface Γ. Equally, the time integral
∫ t

0 should be read as
∫ t

0 ds.

Remark 6. We let | · |s,Dl
denote the Hs(Dl)-norm.

2.2. Differentiation and geometric identities and properties.

2.2.1. An identity for the Jacobian determinant J . With dimΩ = 3, we have that the
Jacobian determinant J is written as

J =
1

dimΩ
[asrη

r,s ] , (2.4)

which follows from the definition of the cofactor matrix a in Section 1.3.

2.2.2. Time-differentiating the Jacobian determinant J and the cofactor matrix a. We record
the following basic differentiation formulas:

∂tJ = asrv
r,s , (2.5)

∂ta
k
i = J−1[asra

k
i − asia

k
r ]v

r,s . (2.6)

Using (2.5) and (2.6) and the fact that a = JA, we have that

∂tA
k
i = −As

iA
k
rv

r,s . (2.7)

We note that the time-differentiation formulas (2.5)–(2.7) at once become formulas for
tangential-differentiation by replacing vr,s with ∂̄ηr,s in the right-hand sides of (2.5)–(2.7).

The formulas (2.5) and (2.6) imply the following scaling relations:

∂tJ ∼ aDv, ∂ta ∼ a2Dv,

∂2
t J ∼ a2(Dv)2 + aDvt, ∂2

t a ∼ a3(Dv)2 + a2Dvt.

These scaling relations are particularly useful when estimating error-terms.

2.2.3. The Piola identity. Columns of every cofactor matrix are divergence-free. Thus,

aki ,k = 0. (2.8)

2.2.4. Relating the normal vectors of Γ and Γ(t). With N as the outward unit normal to
the reference surface Γ, the outward-normal direction of the moving surface Γ(t) is

akiN
k = |η,1 ×η,2 |ni.

The identity
√
g =

√
det g = |η,1 ×η,2 | implies that

akiN
k =

√
gni. (2.9)
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2.2.5. Derivatives of the inverse metric gαβ, Jacobian
√
g and unit normal n. A tangential-

derivative of the inverse metric gαβ , Jacobian determinant
√
g and moving outward normal

unit vector n are given by the formulas

∂̄gαβ = −gαµ∂̄gµνg
νβ , (2.10a)

∂̄
√
g = 1

2

√
ggµν ∂̄gµν , (2.10b)

∂̄n = −gγδ[∂̄η,δ ·n]η,γ . (2.10c)

Also,

∂tg
αβ = −gαµ∂tgµνg

νβ , (2.11a)

∂t
√
g = 1

2

√
ggµν∂tgµν , (2.11b)

∂tn = −gγδ[v,δ ·n]η,γ . (2.11c)

Remark 7. The right-hand side of (2.10c) and (2.11c) is a vector that is tangent to the
embedded surface.

2.2.6. Relating the Laplace-Beltrami operator ∆g to the unit normal n. With the formulas

(2.10a) and (2.10b), we have that the Laplace-Beltrami operator ∆g =
√
g−1∂̄α[

√
ggαβ ∂̄β ]

applied to the particle flow η decomposes into normal and tangential components as
√
g∆g(η) =

√
g (gαβη,βα −η,µα ·η,ν gαµgνβη,β )
︸ ︷︷ ︸

gαβ [η,αβ ·n]n

+
√
gη,µα ·η,ν (gαβgµν − gαµgνβ)η,β .

We therefore have the identity
√
g∆g(η) =

√
ggαβ [η,αβ ·n]n. (2.12)

For reference, we recall the identity ∆g(η) = −H(η)n.

2.3. Two identities for the Euler equations in Lagrangian variables.

2.3.1. The Lagrangian vorticity equation. With the operator curlη defined in Section 2.1.3,

curlη vt = 0 in Ω. (2.13)

The identity (2.13) is obtained by taking the Lagrangian curl of the Euler equations (1.8).

2.3.2. A tangential identity for vt on the boundary Γ. Setting σ = 1,

vt · η,α = f−1∂̄α(g
µν [η,µν ·n]) on Γ. (2.14)

The identity (2.14) is established using the Euler equations (1.8), the Laplace-Young bound-
ary condition (1.7b), and the formula (2.12).

2.4. General inequalities.

2.4.1. Trace estimates. For s > 1
2 and some constant C independent of w ∈ Hs(Ω), the

trace theorem [1] states that the trace of w is defined in Hs− 1
2 (Γ) with the estimate

|w|s− 1
2
≤ C‖w‖s.

Lemma 2.1. Let w ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)). Then
∫ T

0

|w|20.25 ≤ δ

∫ T

0

‖w‖21 + Cδ T sup
t∈[0,T ]

‖w(t)‖20, (2.15)

where the constant Cδ depends on 1/δ > 0.
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Proof. Using interpolation and Young’s inequality with δ > 0, we have that
∫ T

0

‖w‖20.75 ≤ C

∫ T

0

‖w‖
1
2

0 ‖w‖
3
2

1 ≤ δ

∫ T

0

‖w‖21 + Cδ T sup
t∈[0,T ]

‖w(t)‖20.

The proof is complete thanks to the trace theorem. �

Lemma 2.2 (Normal trace theorem). Let w be a vector field defined on Ω such that ∂̄w ∈
L2(Ω) and divw ∈ L2(Ω), and let N denote the outward unit normal vector to Γ. Then the
normal trace ∂̄w ·N exists in H−0.5(Γ) with the estimate

|∂̄w ·N |2−0.5 ≤ C
[

‖∂̄w‖2L2(Ω) + ‖ divw‖2L2(Ω)

]

, (2.16)

for some constant C independent of w.

See [31] for the proof of Lemma 2.2 in the case that ∂̄w is replaced by w. For φ ∈ H1(Ω),
∫

Γ
∂̄w · nφdS =

∫

Ω
∂̄w · Dφdx −

∫

Ω
divw∂̄φdx because we can integrate-by-parts with ∂̄

without any boundary contributions. Thus, the identical proof given in [31] proves Lemma
2.2. Similarly, we have

Lemma 2.3 (Tangential trace theorem). Let w be a vector field defined on Ω such that
∂̄w ∈ L2(Ω) and curlw ∈ L2(Ω), and let τ1, τ2 denote the unit tangent vectors to Γ, so that
any vector field u on Γ can be uniquely written as uατα. Then the tangential trace ∂̄w · τα
exists in H−0.5(Γ) with the estimate

|∂̄w · τα|2−0.5 ≤ C
[

‖∂̄w‖2L2(Ω) + ‖ curlw‖2L2(Ω)

]

, (2.17)

for some constant C independent of w.

See [5] for the proof of Lemma 2.3.

2.4.2. An elliptic estimate which is independent of κ. The following lemma is used to es-
tablish our κ-independent a priori estimates. The proof is given in Section 6 of [10].

Lemma 2.4. Let κ > 0, s ≥ 0 and g ∈ L∞(0, T ;Hs(Ω)) be given. Suppose that f ∈
H1(0, T ;Hs(Ω)) satisfies

f + κft = g in Ω× (0, T ). (2.18)

Then,

‖f‖L∞(0,T ;Hs(Ω)) ≤ Cmax{‖f(0)‖s, ‖g‖L∞(0,T ;Hs(Ω))}.
2.4.3. A technical lemma. The following technical lemma is established in [11].

Lemma 2.5. There exists a constant C such that

‖∂̄w‖H0.5(Ω)′ ≤ C‖w‖H0.5(Ω) ∀ w ∈ H0.5(Ω).

2.4.4. The Hodge decomposition elliptic estimates. The following Hodge-type elliptic esti-
mate is well-known and follows from the identity −∆w = curl curlw − D divw, together
with estimates divergence-form elliptic operators with Sobolev-class coefficients:

Proposition 2.1. For an Hr-class domain Ω, r ≥ 3, if w ∈ L2(Ω;R3) with curlw ∈
Hs−1(Ω;R3), divw ∈ Hs−1(Ω), and w · N |Γ ∈ Hs− 1

2 (Γ) for 1 ≤ s ≤ r, then there exists a
constant C > 0 depending only on Ω such that

‖w‖s ≤ C
[

‖w‖0 + ‖ curlw‖s−1 + ‖ divw‖s−1 + |∂̄w ·N |s− 3
2

]

,

where N denotes the outward unit-normal to Γ.
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In fact, the well-known version of this elliptic estimate replaces |∂̄w·N |s− 3
2
with |w·N |s− 1

2
,

but this requires too much regularity for the unit normal N . It is easy to verify that
having estimates for the divergence and curl of a vector field w only requires the slightly
weaker norm |∂̄w ·N |s− 3

2
estimated in order to infer full regularity of w. Also, this elliptic

estimate is usually stated for smooth domains; the Sobolev-class regularity follows from
the Sobolev embedding theorem and somewhat standard elliptic estimates for second-order
elliptic operators with Sobolev-class coefficients.

2.4.5. A polynomial-type inequality. For a constant M ≥ 0, suppose f : t 7→ f(t) ≥ 0 con-
tinuously and satisfies

f(t) ≤ M + t P (f(t)), t ≥ 0, (2.19)

where P denotes a generic polynomial function. Then for t taken sufficiently small,

f(t) ≤ 2M.

3. A parabolic κ-approximation of the surface tension problem (1.7)

In this section, we define a parabolic approximation of the surface tension problem (1.7),
which we term the κ-problem. The κ-problem is defined by adding artificial viscosity terms
to the Euler equations and the Laplace-Young boundary condition. The salient feature of
the κ-problem is its compatibility with our energy-estimates methodology based on Proposi-
tion 2.1 in that (1) the transport structure of the Euler equations is maintained and (2) the
momentum equations of the κ-problem are equivalently expressed in the form f + κft = g
with f equalling the gradient of J . These structural properties of the κ-problem respectively
yield the κ-independent curl- and divergence-estimates.

3.1. Assuming C∞-class initial data. In our construction of solutions to the surface
tension problem (1.7), we assume that the initial data (ρ0, u0,Ω) is of C

∞-class and satisfy
the conditions (1.13) and (1.14), as in Appendix A. Later, in Section 6.2, we will recover
the optimal regularity of the initial data stated in Theorem 1.1.

3.2. The parabolic approximation of the surface tension problem (1.7). We recall
that an equivalent expression of the surface tension problem (1.7) is

vit + 2Ak
i (ρ0J

−1),k = 0 in Ω× (0, T ],

ρ20J
−2 = β − σgαβη,αβ ·n on Γ× (0, T ].

We have used the identity H(η) = −gαβη,αβ ·n in writing the boundary condition.
The variables in the following problem a priori depend on the parabolic parameter κ. To

indicate this dependence, we place the symbol ∼ above each of the variables.

Definition 3.1 (The κ-problem). For κ > 0, we define ṽ as the solution of

ṽit + 2Ãk
i (ρ0J̃

−1),k −κÃk
i (ρ0J̃t),k = 0 in Ω× (0, Tκ], (3.1a)

ρ20J̃
−2 − κρ20J̃

−1J̃t = H̃κ on Γ× (0, Tκ], (3.1b)

(η̃, ṽ)|t=0 = (e, u0) on Ω. (3.1c)

The function H̃κ appearing in the right-hand side of (3.1b) is defined as

H̃κ = β(t)− σg̃αβ η̃,αβ ·ñ− κg̃αβ ṽ,αβ ·ñ, (3.2)
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where the function β(t) appearing in the right-hand side of (3.2) is defined as

β(t) = β +

3∑

a=0

ta

a!
∂a
t

[

ρ20J̃
−2 − β + σg̃αβ η̃,αβ ·ñ

]

|t=0

+ κ

3∑

a=0

ta

a!
∂a
t

[

− ρ20J̃
−1J̃t + g̃αβ ṽ,αβ ·ñ

]

|t=0. (3.3)

Remark 8. The particular artificial viscosity −κÃk
i (ρ0J̃t),k appearing in (3.1a) preserves

the transport structure of the Euler equations. In comparison, an artificial viscosity of the
form −κÃj

r[Ã
k
r ṽ

i,k ],j would not preserve the transport structure of the Euler equations.

Remark 9. The initial data satisfy the compatibility conditions (1.14) so that definition (3.3)
of β(t) implies that β(t) → β in the limit as κ tends to zero. Formally, the κ-problem (3.1)
is asymptotically consistent with the surface tension problem (1.7).

Remark 10. For φ ∈ L2(0, T ;H1(Ω)) such that φ · ñ ∈ L2(0, T ;H1(Γ)), the variational
equation for the κ-problem (3.1) is

∫ T

0

∫

Ω

ρ0ṽt · φ−
∫ T

0

∫

Ω

ρ20J̃
−2ãki φ

i,k +κ

∫ T

0

∫

Ω

ρ0J̃tã
k
i (ρ0J̃

−1φi),k

+

∫ T

0

∫

Γ

β(t)
√

g̃φ · ñ+

∫ T

0

∫

Γ

[ση̃,β +κṽ,β ]
i(ñi

√

g̃g̃αβφ · ñ),α = 0. (3.4)

Since limκ→0 β(t) = β, we have that (3.4) with κ = 0 is the variational equation for the
surface tension problem (1.7). Furthermore, for κ > 0 our choice of artificial viscosity

−κÃk
i (ρ0J̃t),k has the nice property of not introducing any nontrivial boundary integrals in

the variational equation (3.4), whereas the use of the artificial viscosity −κÃj
r[Ã

k
r ṽ

i,k ],j , for
example, in (3.4) would require additional boundary conditions to account for the tangential

components of −κN jÃj
rÃ

k
r ṽ

i,k.

3.3. The constant-in-time vectors va for a = 1, 2, 3, 4. The vector field ṽt|t=0 is com-
puted using the momentum equations (3.1a), as follows:

ṽt|t=0 =
(

κÃk
· (ρ0J̃t),k −2Ãk

· (ρ0J̃
−1),k

)

|t=0 = D(κρ0 div u0 − 2ρ0).

Similarly, for all a ∈ N,

∂a
t ṽ|t=0 =

∂a−1

∂ta−1

(

κÃk
· (ρ0J̃t),k −2Ãk

· (ρ0J̃
−1),k

) ∣
∣
t=0

on Ω.

This formula makes it clear that each ∂a
t ṽ|t=0 is a function of space-derivatives of the initial

data u0 and ρ0. We define the constant-in-time vectors va as

va =
∂a−1

∂ta−1

(

κÃk
· (ρ0J̃t),k −2Ãk

· (ρ0J̃
−1),k

) ∣
∣
t=0

, for a = 1, 2, 3, 4. (3.5)

Since 2Ãk
i (ρ0J̃

−1),k = ρ−1
0 ãki (ρ

2
0J̃

−2),k, we have that va → va, a = 1, 2, as κ → 0 where va
are defined in Section 1.5. We use (3.1b) to compute the following identities: for a = 0, 1, 2, 3,

∂a
t [ρ

2
0J̃

−2 − κρ20J̃
−3J̃t]

∣
∣
t=0

= ∂a
t [β(t) − σg̃αβ η̃,αβ ·ñ− κg̃αβ ṽ,αβ ·ñ]

∣
∣
t=0

. (3.6)
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4. A priori estimates for the κ-problem (3.1)

We establish our κ-independent a priori estimates in this section; the precise estimate is
stated below in Lemma 4.1. Our existence of solutions to the κ-problem (3.1) is established
in Section 5.

For κ > 0, we define the following higher-order energy function:

Eκ(t) = 1 +

5∑

a=0

‖∂a
t η̃(t)‖25−a + |ṽttt · ñ(t)|21 +

2∑

a=0

|∂̄2∂a
t ṽ · ñ(t)|22.5−a

+

∫ T

0

|√κ∂̄ṽtttt · ñ|20 +
∫ T

0

‖√κṽtttt‖21 +
3∑

a=0

‖κ∂a
t ṽ(t)‖25−a +

2∑

a=0

|κ∂̄2∂a
t ṽt · ñ(t)|22.5−a.

(4.1)

Remark 11. The inequality stated in Theorem 5.1 ensures that Eκ(t) is continuous in time.

We make the following definition to allow for constants to depend on 1/δ:

Definition 4.1 (Notational convention for constants depending on 1/δ > 0). We let P
denote a generic polynomial with constant and coefficients depending on 1/δ > 0.

We define the constant N0 > 0 by

N0 = P(‖u0‖100, ‖ρ0‖100). (4.2)

We let R denote generic lower-order terms satisfying
∫ T

0

R ≤ N0 + δ sup
t∈[0,T ]

Eκ(t) + T P( sup
t∈[0,T ]

Eκ(t)).

The artificially highH100(Ω)-norm in definingN0 is acceptable as the initial data (ρ0, u0,Ω)
is of C∞-class. We shall assume that

1

2
≤ J̃ ≤ 3

2
for all t ∈ [0, T ] and x ∈ Ω. (4.3)

The bounds (4.3) are possible by taking T > 0 sufficiently small, since thanks to Theorem 5.1

‖J̃ − 1‖L∞(Ω) ≤ C‖
∫ t

0

∂tJ̃‖2 ≤ C
√
T . (4.4)

Lemma 4.1 (A priori estimates for the κ-problem). We let ṽ solve the κ-problem (3.1) on
a time-interval [0, T ], for some T = Tκ > 0. Then independent of κ > 0,

sup
t∈[0,T ]

Eκ(t) ≤
∫ T

0

R. (4.5)

We will establish Lemma 4.1 in the following six steps:

Step 1: The κ-independent curl-estimates. We follow [13] in establishing

Lemma 4.2 (The κ-independent curl-estimates).

sup
t∈[0,T ]

4∑

a=0

‖ curl∂a
t η̃(t)‖24−a +

∫ T

0

‖√κ curl ṽtttt‖20 + sup
t∈[0,T ]

3∑

a=0

‖κ curl∂a
t ṽ(t)‖24−a ≤

∫ T

0

R.
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Proof. The Lagrangian curl of (3.1a) yields curlη̃ ṽt = 0. Setting

B(Ã,Dṽ) = ε·jiÃt
s
j ṽ

i,s ,

we find that (curlη̃ ṽ)t = B(Ã,Dṽ). By the fundamental theorem of calculus,

curlη̃ ṽ(t) = curlu0 +

∫ t

0

B(Ã,Dṽ). (4.6)

Applying the gradient operator D to (4.6) and a second application of the fundamental
theorem of calculus, we find that

D curl η̃(t) = tD curlu0 − ε·jiDη̃i,s

∫ t

0

Ãt
s
j

+ ε·ji

∫ t

0

[Ãt
s
jDη̃i,s −DÃs

j ṽ
i,s ] +

∫ t

0

∫ t′

0

DB(Ã,Dṽ), (4.7)

where we have used the identity curlη̃ Dη̃ = curlDη̃ + ε·jiDη̃i,s
∫ t

0
Ãt

s
j .

The differentiation formula (2.7) equally holds for when the gradientD replaces ∂t; hence,
the first three terms on the right-hand side of (4.7) are, with respect to the action of D3,

each bounded by
∫ T

0
R.

We next analyze the highest-order term created in
∫ t

0

∫ t′

0 D4B(Ã,Dṽ). With (2.7),

DB(Ã,Dṽ) = −ε·ji[Ã
q
jDṽr,q Ã

s
r ṽ

i,s +Ãq
j ṽ

r,q Ã
s
rDṽi,s +ṽr,q ṽ

i,s D(Ãq
j Ã

s
r)],

from which it follows that the highest-order term of D4B(Ã,Dṽ) is

−ε·ji

∫ t

0

∫ t′

0

[Ãq
jD

4ṽr,q Ã
s
r ṽ

i,s +Ãq
j ṽ

r,q Ã
s
rD

4ṽi,s ].

With a relaxation of the precise structure of the summands in the integrands of the highest-
order terms of D4B(Ã,Dṽ), we highlight the derivative count that results from integration
by parts in time by writing

∫ t

0

∫ t′

0

D4B(Ã,Dṽ) = −
∫ t

0

∫ t′

0

D5η̃(Dṽ Ã Ã)t +

∫ t

0

D5η̃Dṽ Ã Ã.

With such a temporal-integration-by-parts computation, the action of D3 in (4.7) yields

sup
t∈[0,T ]

‖ curl η̃(t)‖24 ≤
∫ T

0

R, (4.8)

and by the same arguments, the action of D3 and κD4 in (4.6) yield

sup
t∈[0,T ]

‖ curl ṽ(t)‖23 + sup
t∈[0,T ]

‖κ curl ṽ(t)‖24 ≤
∫ T

0

R. (4.9)

By returning to the Lagrangian vorticity equation curlη̃ ṽt = 0, we find that

curl ṽt = εj·iṽ
i
t,s

∫ t

0

Ãt
s
j , (4.10)

and by considering the action of D2 and κD3 in the identity (4.10) we infer that

sup
t∈[0,T ]

‖ curl ṽt(t)‖22 + sup
t∈[0,T ]

‖κ curl ṽt(t)‖23 ≤
∫ T

0

R. (4.11)
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By considering the action of D∂t, ∂
2
t , κD

2∂t, κD∂2
t , and

√
κ∂3

t in (4.10), and using the

fundamental-theorem-of-calculus identity ∂a
t ṽt = ∂a

t ṽt|t=0 +
∫ t

0
∂a+1
t ṽt in the lower-order

terms, we establish that

sup
t∈[0,T ]

1∑

a=0

‖ curl∂a
t ṽtt(t)‖21−a +

1∑

a=0

‖κ curl∂a
t ṽtt(t)‖22−a +

∫ T

0

‖κ curl ṽtttt(t)‖20 ≤
∫ T

0

R.

(4.12)

The sum of the inequalities (4.8)–(4.12) completes the proof. �

Step 2: The κ-independent estimates for ṽtttt and ṽttt. We equivalently write the
momentum equations (3.1a) and boundary condition (3.1b) of the κ-problem as

ρ0ṽ
i
t + ãki (ρ

2
0J̃

−2),k −κρ0J̃
−1ãki (ρ0J̃t),k = 0 in Ω× (0, T ], (4.13a)

ρ20J̃
−2 − κρ20J̃

−1J̃t = H̃κ on Γ× (0, T ], (4.13b)

where H̃κ is given by (3.2). From (3.1a), we have the identity

ṽt · η̃γ = ∂̄γ [−2ρ0J̃
−1 + κρ0J̃t].

Multiplying this identity by ρ0J̃
−1 yields

ρ0J̃
−1ṽt · η̃γ = ∂̄γ [−ρ20J̃

−2 + κρ20J̃
−1J̃t]− κ(ρ0J̃

−1),γ ρ0J̃t.

We use the boundary condition (4.13b) to obtain the following tangential identity for vt:

ρ0J̃
−1ṽt · η̃,γ = ∂̄γ

[

σg̃µν η̃,µν ·ñ+ κg̃µν ṽ,µν ·ñ− β(t)
]

− κ(ρ0J̃
−1),γ ρ0J̃t. (4.14)

Proposition 4.1 (Energy estimates for the fourth time-differentiated problem).

sup
t∈[0,T ]

‖ṽtttt(t)‖20 + sup
t∈[0,T ]

‖∂4
t J̃(t)‖20 + sup

t∈[0,T ]

|ṽttt · ñ(t)|21

+

∫ T

0

|√κ∂4
t ṽ · ñ(t)|21 +

∫ T

0

‖√κ∂5
t J̃‖20 ≤

∫ T

0

R.

Proof. Testing four time-derivatives of (4.13a) against ∂4
t ṽ in the L2(Ω)-inner product, and

integrating by parts with respect to ∂k in the interior integrals
∫

Ω
ãki ∂

4
t (ρ

2
0J̃

−2),k ∂
4
t ṽ

i and

−κ
∫

Ω ãki ∂
4
t [ρ0J̃

−1(ρ0J̃t),k ]∂
4
t ṽ

i, we find that
∫

Ω

∂4
t [ρ0ṽ

i
t]∂

4
t ṽ

i −
∫

Ω

∂4
t [ρ

2
0J̃

−2]ãki ∂
4
t ṽ

i,k
︸ ︷︷ ︸

I1

+κ

∫

Ω

∂4
t [ρ

2
0J̃

−1J̃t]ã
k
i ∂

4
t ṽ

i,k
︸ ︷︷ ︸

I2

+

∫

Γ

∂4
t [ρ

2
0J̃

−2 − κρ20J̃
−1J̃t]ã

k
i ∂

4
t ṽ

iNk

︸ ︷︷ ︸

i

= R.

It is convenient to rewrite this equation as

1

2

d

dt

∫

Ω

ρ0|∂4
t ṽ|2 +

d

dt

∫

Ω

ρ20J̃
−3|∂4

t J̃ |2 + κ

∫

Ω

ρ20J̃
−1|∂5

t J̃ |2 + i = R, (4.15)

where the identity J̃t = ãsr ṽ
r,s implies that the error created in order to write ãki ∂

4
t ṽ

i,k as

∂5
t J̃ in I1 and I2 is of lower-order and so is absorbed in R.
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Rewriting the boundary integral in (4.15). Using the outward normal identity (2.9)
and the boundary condition (4.13b) with σ = 1, we find that

i =
1

2

d

dt

∫

Γ

√

g̃g̃αβ ṽttt,α ·ñ ṽttt,β ·ñ+

∫

Γ

√

g̃g̃αβ
√
κṽtttt,α ·ñ√κṽtttt,β ·ñ

−
∫

Γ

√

g̃g̃αβ ṽttt,α ·∂tñ ṽttt,β ·ñ
︸ ︷︷ ︸

r1

−1

2

∫

Γ

∂t[
√

g̃g̃αβ ] ṽttt,α ·ñ ṽttt,β ·ñ
︸ ︷︷ ︸

R

+

∫

Γ

ṽttt,β ·ñ
√

g̃g̃αβ ṽtttt · ñ,α +

∫

Γ

ṽttt,β ·ñ,α
√

g̃g̃αβ ṽtttt · ñ
︸ ︷︷ ︸

r2

+

∫

Γ

ṽttt,β ·ñ(
√

g̃g̃αβ),α ṽtttt · ñ−
3∑

l=0

cl

∫

Γ

√

g̃g̃αβ∂l
tη̃

j ,αβ ∂
4−l
t ñj ṽtttt · ñ

︸ ︷︷ ︸

r3

−
4∑

l=1

cl

∫

Γ

∂l
t g̃

αβ∂4−l
t [η̃,αβ ·ñ]

√

g̃ṽtttt · ñ
︸ ︷︷ ︸

r4

+ κ

∫

Γ

ṽitttt,β
(
ñig̃αβñj

)
,α

√

g̃ṽjtttt − κ

4∑

l=1

cl

∫

Γ

∂l
t(g̃

αβñi)∂4−l
t η̃,αβ

√

g̃ṽtttt · ñ
︸ ︷︷ ︸

r5

. (4.16)

In our analysis of
∫ T

0 ri, i = 1, 2, 3, we adopt the convention of letting

ℓ̃ denote a function of L∞(Γ)-class and l̃ a function of H0.5(Γ)-class.

We recycle the symbols j, jA, jB, etc. in terming boundary integrals that require explanation.

Analysis of
∫ T

0 r1 in the time-integral of (4.16). The action of ∂̄α∂
2
t in the tangential

identity (4.14) provides that

ṽttt,α ·η̃,γ = ρ−1
0 J̃ [∂̄αγ

(
g̃µν η̃,µν ·ñ+ κg̃µν ṽ,µν ·ñ− β(t)

)

tt
− l̃γα], (4.17)

where the lower-order l̃γα ∈ H0.5(Γ) is given by

l̃γα = κ∂̄α
[
(ρ0J̃

−1),γ ρ0J̃t
]

tt
+ ṽttt · (η̃,γ ρ0J̃−1),α +

2∑

a=1

ca[∂
a
t ṽ · ∂3−a

t (η̃,γ ρ0J̃
−1)],α .

Setting ℓ̃αβγ = ρ−1
0 J̃

√
g̃g̃αβ g̃γδṽ,δ ·ñ we use the tangential identity (4.17), together with the

outward normal differentiation formula (2.11c), to find that

r1 =

∫

Γ

ℓ̃αβγ ∂̄γα[g̃
µν η̃,µν ·ñ]tt ṽttt,β ·ñ

︸ ︷︷ ︸

r1′

+ κ

∫

Γ

ℓ̃αβγ ∂̄γα[g̃
µν ṽ,µν ·ñ]tt ṽttt,β ·ñ

︸ ︷︷ ︸

j

+R. (4.18)
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Concerning r1
′, we integrate by parts with respect to a time-derivative to write

∫ T

0

r1
′ = −

∫

Γ

∂̄γ [g̃
µν η̃,µν ·ñ]tt ∂̄α[ℓ̃αβγ ṽtt,β ·ñ]

︸ ︷︷ ︸

jA

∣
∣
∣

T

0
+

∫ T

0

∫

Γ

∂̄γ [g̃
µν η̃,µν ·ñ]tt ∂̄α[ℓ̃αβγ ṽtt,β ·ñt]

︸ ︷︷ ︸

jB

+

∫ T

0

∫

Γ

∂̄γ [g̃
µν η̃,µν ·ñ]tt ∂̄α[∂tℓ̃αβγ ṽtt,β ·ñ]

︸ ︷︷ ︸

jC

+

∫ T

0

∫

Γ

∂̄γ [g̃
µν η̃,µν ·ñ]ttt ∂̄α[ℓ̃αβγ ṽtt,β ·ñ]

︸ ︷︷ ︸

jD

,

where we have further integrated by parts with respect to ∂̄α on the right-hand side.
Interpolation and two applications of Young’s inequality provide that

|ṽtt,β ·ñ(T )|21 ≤ C|ṽtt · ñ(T )|1.5|∂̄ṽtt · ñ(T )|1.5 ≤ C|ṽtt · ñ(T )|20.5 + 2δ|∂̄ṽtt · ñ(T )|21.5.
Hence,

jA(t)
∣
∣
T

0
≤

∫ T

0

R.

We record that via Lemma 2.3,

|ṽtt,αβ ·η̃,σ |2H−0.5(Γ) ≤ C
[
‖∂̄2ṽtt‖20 + ‖ curl ∂̄ṽtt‖20

]
≤ C‖ṽtt‖22.

Since ñt = −η̃,σ g̃
σρṽ,ρ ·ñ and ∂̄2ṽt · ñ is in H1.5(Γ), we use an H−0.5(Γ)-duality pairing in

the highest-order term to write
∫ T

0

jB ≤
∫ T

0

R+ C

∫ T

0

|∂̄2ṽt · ñ(t)|1.5|ṽtt,αβ ·η̃,σ |H−0.5(Γ) ≤
∫ T

0

R.

We use the Cauchy-Schwarz inequality for the estimate
∫ T

0

jC ≤
∫ T

0

R.

Regarding
∫ T

0 jD, for the integral
∫ T

0

∫

Γ ∂̄γ [g̃
µν η̃,µν ·ñ]ttt ∂̄αℓ̃αβγ ṽtt,β ·ñ, we integrate by

parts with respect to ∂̄γ and estimate using the Cauchy-Schwarz inequality, and for the

integral
∫ T

0

∫

Γ
∂̄γ [g̃

µν η̃,µν ·ñ]ttt ℓ̃αβγ ṽtt,β ·ñ,α, we also integrate by parts with respect to ∂̄γ
and then estimate using an H−0.5(Γ)-duality pairing. These methods work equally well

in all terms of the spacetime-integral
∫ T

0

∫

Γ ∂̄γ [g̃
µν η̃,µν ·ñ]ttt ℓ̃αβγ ṽtt,αβ ·ñ, as well as in

∫ T

0 j,
where j is defined in (4.18). Thus, we have established that

∫ T

0

r1 ≤
∫ T

0

R. (4.19)

Analysis of
∫ T

0
r2 in the time-integral of (4.16). We have that

r2 =

∫

Γ

ṽttt,β ·ñ
√

g̃g̃αβ ṽtttt · ñ,α
︸ ︷︷ ︸

r2a

+

∫

Γ

ṽttt,β ·ñ,α
√

g̃g̃αβ ṽtttt · ñ
︸ ︷︷ ︸

r2b

. (4.20)

We write the action of ∂3
t in the tangential identity (4.14) as

ṽtttt · η̃,γ = ρ−1
0 J̃

[

∂̄γ
(
g̃µν η̃,µν ·ñ+ κg̃µν ṽ,µν ·ñ− β(t)

)

ttt
− l̃γ

]

, (4.21a)



20 D. COUTAND, J. HOLE, AND S. SHKOLLER

where the lower-order l̃γ ∈ H0.5(Γ) is given by

l̃γ = κ
[
(ρ0J̃

−1),γ ρ0J̃t
]

ttt
+

3∑

l=1

ca∂
a
t ṽ · ∂4−l

t (η̃,γ ρ0J̃
−1). (4.21b)

Letting ℓ̃βγ = −ρ−1
0 J̃

√
g̃g̃αβ g̃γδη̃,δα ·ñ, we use (4.21) to write

r2a = −
∫

Γ

ℓ̃βγ [g̃
µν η̃,µν ·ñ]tttṽttt,βγ ·ñ

︸ ︷︷ ︸

r2a′

+κ

∫

Γ

ℓ̃βγ ∂̄γ [g̃
µν ṽttt,µν ·ñ] ṽttt,β ·ñ

︸ ︷︷ ︸

r2a′′

+R,

where we have used integration by parts with respect to ∂̄γ to determine r2a
′. We integrate

by parts with respect to time in order to write

−
∫ T

0

r2a
′ =−

∫

Γ

ℓ̃βγ ṽtt,βγ ·ñ [g̃µν η̃,µν ·ñ]ttt
∣
∣
∣

T

0
+

∫ T

0

∫

Γ

ℓ̃βγ ṽtt,βγ ·ñt [g̃
µν η̃,µν ·ñ]ttt

+

∫ T

0

∫

Γ

∂tℓ̃
β
γ ṽtt,βγ ·ñ [g̃µν η̃,µν ·ñ]ttt +

∫ T

0

∫

Γ

ℓ̃βγ ṽtt,βγ ·ñ [g̃µν η̃,µν ·ñ]tttt

=

∫ T

0

∫

Γ

ℓ̃βγ ṽtt,βγ ·ñ g̃µν ṽttt,µν ·ñ
︸ ︷︷ ︸

j

+

∫ T

0

R.

Letting ℓ̃ = ρ−1
0 J̃

√
g̃ g̃γδη̃,γδ ·ñ we utilize the symmetry of ℓ̃βγ to exchange ∂̄α and ∂̄γ via

integration by parts for
∫ T

0

j =
1

2

∫

Γ

ℓ̃ |g̃µν ṽtt,µν ·ñ|2
∣
∣
∣

T

0

−
∫ T

0

∫

Γ

ℓ̃ ṽtt,αβ ·ñ ṽtt,µν ·(ng̃µν)t −
1

2

∫ T

0

∫

Γ

ℓ̃t |g̃µν ṽtt,µν ·ñ|2 =

∫ T

0

R. (4.22)

Next, integrating by parts in time, we find that

κ

∫ T

0

r2a
′′ =

∫

Γ

ℓ̃βγ ∂̄γ [g̃
µν ṽtt,µν ·ñ]κ(ṽttt,β ·ñ)

∣
∣
∣

T

0

+

∫ T

0

∫

Γ

[g̃µν ṽtt,µν ·∂tñ]∂̄γ [ℓ̃βγ κ(ṽttt,β ·ñ)]−
∫ T

0

∫

Γ

ℓ̃βγ ∂̄γ [g̃
µνκ(ṽtt,µν ·ñ)] ṽttt,β ·∂tñ

−
∫ T

0

∫

Γ

ℓ̃βγ ∂̄γ [g̃
µν
√
κṽtt,µν ·ñ]

√
κṽtttt,β ·ñ

︸ ︷︷ ︸

j

=

∫ T

0

R+

∫ T

0

j.

Interpolation and Young’s inequality provide for the estimate
∫ T

0

j ≤ δ

∫ T

0

|√κ∂̄ṽtttt · ñ|20 + Cδ

∫ T

0

|√κ∂̄ṽtt · ñ|22

≤ δ

∫ T

0

|√κ∂̄ṽtttt · ñ|20 + Cδ T |∂̄ṽtt · ñ|1.5|κ∂̄ṽtt · ñ|2.5 ≤
∫ T

0

R.

We have thus established that
∫ T

0

r2a =

∫ T

0

R.
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The analysis of
∫ T

0
r2b is similar. We set ℓ̃γβ =

√
g̃g̃αβ g̃γδη̃,δα ·ñ and write

∫ T

0

r2b =

∫

Γ

ṽttt,β ·ñ,α
√

g̃g̃αβ ṽttt · ñ
∣
∣
∣

T

0
−
∫ T

0

∫

Γ

ṽjttt,β [ñ
j ,α

√

g̃g̃αβñi]t ṽ
i
ttt

+

∫ T

0

∫

Γ

ℓ̃γβ ṽtttt,β ·η̃,γ ṽttt · ñ
︸ ︷︷ ︸

r2b
′

=

∫ T

0

R+

∫ T

0

r2b
′.

Regarding
∫ T

0
r2b

′, we use the identity

ṽtttt,β ·η̃,γ = ρ−1
0 J̃ [∂̄β ∂̄γ

(
g̃µν η̃,µν ·ñ+ κg̃µν ṽ,µν ·ñ− β(t)

)

ttt
− l̃′βγ ], (4.23)

where l̃′βγ = ṽtttt · η̃,γβ ρ0J̃−1 + ṽtttt · η̃,γ (ρ0J̃−1),β +∂̄β l̃γ , with l̃γ given by (4.21b). We

integrate by parts with respect to both ∂̄β and ∂̄γ in
∫ T

0

∫

Γ
ρ−1
0 J̃ ∂̄βγ [g̃

µν η̃,µν ·ñ]ttt ℓ̃γβ ṽttt · ñ,
where the highest-order term produced by ∂̄βγ-integration by parts is (4.22). To estimate

the integral where ∂̄β l̃γ appears, we have the choice of integration by parts with respect to

∂̄β or an H−0.5(Γ)-duality pairing. In the integral where ṽtttt · η̃,γ (ρ0J̃−1),β appears, we
use the identity (4.21a). Hence, we conclude that

∫ T

0

r2b
′ =

∫ T

0

R−
∫ T

0

∫

Γ

ℓ̃γβ ∂̄β l̃γ ṽttt · ñ
︸ ︷︷ ︸

R

.

Thus, we have established that
∫ T

0

r2 ≤
∫ T

0

R. (4.24)

Analysis of
∫ T

0 r3 in the time-integral of (4.16). We have that

r3 =

∫

Γ

ṽttt,β ·ñ(
√

g̃g̃αβ),α ṽtttt · ñ
︸ ︷︷ ︸

r3a

−
3∑

l=0

cl

∫

Γ

√

g̃g̃αβ∂l
tη̃

j ,αβ ∂
4−l
t ñj ṽtttt · ñ

︸ ︷︷ ︸

r3b,l

.

We will first establish that
∫ T

0 r3a cancels with a term arising in
∫ T

0 r3b,0. Recalling that

ñt = −g̃γδ[ṽ,δ ·ñ]η̃,γ , the highest-order term of ñtttt is −g̃γδ[ṽttt,δ ·ñ]η̃,γ . It follows that

−
∫ T

0

r3b,0 =

∫ T

0

∫

Γ

√

g̃ g̃αβ g̃γδη̃,αβ ·η̃,γ ṽttt,δ ·ñ ṽtttt · ñ
︸ ︷︷ ︸

j

+

∫ T

0

R, (4.25)

where the estimation of the lower-order terms of
∫ T

0 r3b,0 requires integration by parts with
respect to a time-derivative of ṽtttt. Using the differentiation formulas (2.10a) and (2.10b),
we write

j = −
∫

Γ

ṽttt,β ·ñ(
√

g̃g̃αβ),α ṽtttt · ñ
︸ ︷︷ ︸

r3a

.

Thus,
∫ T

0

r3a −
∫ T

0

r3b,0 =

∫ T

0

R.
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The terms r3b,1 and r3b,2 are analyzed by integrating by parts with respect to a time-
derivative of ṽtttt, followed by elementary estimates. Thus,

∫ T

0

r3b,1 +

∫ T

0

r3b,2 =

∫ T

0

R.

We next examine r3b,3 =
∫

Γ

√
g̃g̃αβ ṽtt,αβ ·ñt ṽtttt · ñ. After integration by parts with

respect to a time-derivative of ṽtttt, we find that

r3b,3 = −
∫

Γ

√

g̃g̃αβ ṽttt,αβ ·ñt ṽttt · ñ+R =

∫

Γ

√

g̃g̃αβ ṽttt,β ·ñt ṽttt,α ·ñ
︸ ︷︷ ︸

r3b,3
′

+R.

Letting ℓ̃γαβ =
√
g̃g̃αβ g̃γδṽ,δ ·ñ, we have that

∫ T

0

r3b,3
′ =

∫

Γ

ℓ̃γαβ ṽttt,β ·η̃,γ ṽtt,α ·ñ
∣
∣
∣

T

0
−
∫ T

0

∫

Γ

ṽttt,
j
β ṽ

i
tt,α ·(ñi η̃j ,β ℓ̃γαβ)t

−
∫ T

0

∫

Γ

ℓ̃γαβ ṽtttt,β ·η̃,γ ṽtt,α ·ñ
︸ ︷︷ ︸

j

= −
∫ T

0

j+

∫ T

0

R.

By using the identity (4.23) in
∫ T

0
j, we note that the term corresponding with l̃γ has an

elementary estimate after integration by parts with respect to ∂̄β . The remaining terms are

similarly analyzed, except for
∫ T

0

∫

Γ
ℓ̃γαβρ

−1
0 J̃ ∂̄βγ [g̃

µν ṽtt,µν ·ñ] ṽtt,α ·ñ in which we integrate

by parts with respect to both ∂̄β and ∂̄γ . For a certain highest-order term created by

∂̄βγ-integration by parts, we form an exact derivative: setting ℓ̃γ = ρ−1
0 J̃

√
g̃g̃γδṽ,δ ·ñ,

∫ T

0

∫

Γ

ℓ̃γ [g̃
αβ ṽtt,αβ ·ñ],γ g̃µν ṽtt,µν ·ñ = −1

2

∫ T

0

∫

Γ

∂̄γ ℓ̃γ |g̃µν ṽtt,µν ·ñ|2.

This establishes that
∫ T

0
j =

∫ T

0
R. We thus conclude that

∫ T

0

r3b,3 =

∫ T

0

R.

Hence,
∫ T

0

r3 ≤
∫ T

0

R. (4.26)

Analysis of
∫ T

0 r4 in the time-integral of (4.16). We integrate by parts with respect to

a time derivative of ṽttt in
∫ T

0
r4 and, if need be, spatially integrate by parts. For example,

letting r4 =
∑4

l=1 r4,l, we find that after integration by parts with respect to time,
∫ T

0

r4,1 =

∫ T

0

∫

Γ

(
√

g̃g̃αβ)t(η̃,αβ ·ñ)tttt ṽttt · ñ+

∫ T

0

R

= −
∫ T

0

∫

Γ

ṽttt,α ·∂̄β [ñ (
√

g̃g̃αβ)tṽttt · ñ] +
∫ T

0

R =

∫ T

0

R.

Similarly, integration by parts with respect to time provides for the expression
∫ T

0

r4,2 +

∫ T

0

r4,3 =

∫ T

0

R.
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Finally, using the differentiation formulas (2.10a) and (2.10b),
∫ T

0

r4,4 =

∫ T

0

∫

Γ

√

g̃(2g̃αµg̃νβ − g̃αβ g̃µν) ṽttt,µ ·η̃,ν η̃,αβ ·ñ ṽtttt · ñ+

∫ T

0

R =

∫ T

0

R,

where the second equality follows from our above analysis of
∫ T

0
r2b.

Hence,
∫ T

0

r4 ≤
∫ T

0

R. (4.27)

Analysis of
∫ T

0
r5 in the time-integral of (4.16). In the first term defining r5, we

integrate by parts with respect to ∂̄α when ∂̄β acts on ñj . This term is bounded by
∫ T

0
R,

since thanks to Lemma 2.1,
∫ T

0

|√κṽtttt|20 ≤ C

∫ T

0

|√κṽtttt|20.25 ≤ δ

∫ T

0

‖√κṽtttt‖21 + Cδ T sup
t∈[0,T ]

‖ṽtttt(t)‖20.

The remaining terms are similarly estimated. Hence,
∫ T

0

r5 ≤
∫ T

0

R. (4.28)

Rewriting the equation (4.15). Summing the inequalities (4.19), (4.24), (4.26), (4.27),
(4.28) yields

5∑

i=1

∫ T

0

ri ≤
∫ T

0

R. (4.29)

Thanks to the inequality (4.29) and the identity (4.16), we equivalently write (4.15) as

1

2

d

dt

∫

Ω

ρ0|∂4
t ṽ|2 +

d

dt

∫

Ω

ρ20J̃
−3|∂4

t J̃ |2 +
1

2

d

dt

∫

Γ

√

g̃g̃αβ ṽttt,α ·ñ ṽttt,β ·ñ

+

∫

Γ

√
κṽtttt,β ·ñ

√

g̃g̃αβ
√
κṽtttt,α ·ñ+

∫

Ω

ρ20J̃
−1|√κ∂5

t J̃ |2 = R. (4.30)

The time-integral of (4.30) completes the proof. �

Via Proposition 2.1, the estimates of Lemma 4.2 and Proposition 4.1 imply the following

Proposition 4.2 (The κ-independent estimates for ṽttt and
√
κṽtttt).

sup
t∈[0,T ]

‖ṽttt(t)‖21 +
∫ T

0

‖√κṽtttt‖21 ≤
∫ T

0

R.

Proof. The fundamental theorem of calculus provides for

div ∂a
t η̃ = ãsr∂

a
t η̃

r,s −∂a
t η̃

r,s

∫ t

0

ãt
s
r, a = 0, 1, 2, 3, 4. (4.31)

The identity J̃t = ãsr ṽ
r,s implies that for a = 1, 2, 3, ∂a

t J̃t is equal to ãsr∂
a
t ṽ

r,s +̃, where ̃

scales like D∂a−1
t ṽ. The estimate for ∂4

t J̃ stated in Proposition 4.1 therefore implies that

sup
t∈[0,T ]

‖ div ṽttt(t)‖20 ≤
∫ T

0

R. (4.32)
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Using the identity N = ñ−
∫ t

0
∂tñ, and the estimate

|∂̄∂a
t ṽ ·

∫ t

0

∂tñ|22.5−a ≤ T C‖∂a
t ṽ‖24−a for a = 0, 1, 2, 3,

we infer from the trace-estimate stated in Proposition 4.1 that

sup
t∈[0,T ]

|∂̄ṽttt(t) ·N |2−0.5 ≤
∫ T

0

R.

Thanks to the curl-estimates of Lemma 4.2, Proposition 2.1 therefore establishes that

sup
t∈[0,T ]

‖ṽttt(t)‖21 ≤
∫ T

0

R.

A similar analysis establishes the L2(0, T ;H1(Ω))-estimate for
√
κṽtttt. �

We now improve the normal trace-estimates of Proposition 4.1.

Proposition 4.3 (An improved κ-independent normal trace-estimate for ṽttt).

sup
t∈[0,T ]

|ṽttt · ñ(t)|21 ≤
∫ T

0

R.

Proof. The estimate of Proposition 4.2 together with the trace theorem implies that

sup
t∈[0,T ]

|ṽttt|20.5 ≤
∫ T

0

R.

Combining this estimate with the normal trace-estimate of Proposition 4.1 completes the
proof. �

Step 3: The κ-independent divergence- and normal trace-estimates. We equiva-
lently write the approximate surface tension problem (4.13a) as

2ρ0J̃
−2Ãk

i J̃,k +κρ0Ã
k
i J̃t,k = ṽit + [2J̃−1 − κJ̃t]Ã

k
i ρ0,k ,

or equivalently, setting κ′ = κ/2,

J̃−2Ãk
· J̃,k +κ′Ãk

· J̃t,k =
1

2ρ0
[ṽt + [2J̃−1 − κJ̃t]Ã

k
· ρ0,k ]

︸ ︷︷ ︸

Ṽt

. (4.33)

The fundamental theorem of calculus provides that (4.33) is equivalently written as

DJ̃ + κ′DJ̃t = Ṽt − [J̃,k

∫ t

0

∂t(J̃
−2Ãk

· ) + κJ̃t,k

∫ t

0

∂tÃ
k
· ]

︸ ︷︷ ︸

̃

. (4.34)

Lemma 4.3 (Estimates for J̃ttt and κ J̃tttt via Lemma 2.4).

sup
t∈[0,T ]

‖J̃ttt(t)‖21 + sup
t∈[0,T ]

‖κ J̃tttt(t)‖21 ≤
∫ T

0

R.

Proof. Taking three time-derivatives of (4.34) produces an equation of the form f+κft = g:

DJ̃ttt + κ′∂t(DJ̃ttt) = ∂3
t Ṽt + ̃ttt. (4.35)

By (4.33) we have that ∂3
t Ṽt scales like ṽtttt + T Dṽttt + κ∂5

t J̃ . Proposition 4.2 therefore

implies that ‖∂3
t Ṽt(t)‖20 ≤

∫ T

0 R. According to (4.34), we have that ̃ttt scales like T DJ̃ttt +
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T κDJ̃tttt + T Dṽttt. So, ‖̃ttt(t)‖20 ≤
∫ T

0
R. The fundamental theorem of calculus provides

a good estimate for J̃ttt in L∞(0, T ;L2(Ω)). Thus, Lemma 2.4 implies that

sup
t∈[0,T ]

‖J̃ttt(t)‖21 ≤
∫ T

0

R.

We similarly infer from equation (4.35) and the fundamental theorem of calculus that

sup
t∈[0,T ]

‖κJ̃tttt(t)‖21 ≤
∫ T

0

R.

This completes the proof. �

Lemma 4.4 (Normal trace-estimates for ṽtt and κṽttt).

sup
t∈[0,T ]

|∂̄ṽtt · ñ(t)|20.5 + sup
t∈[0,T ]

|κ∂̄ṽttt · ñ(t)|20.5 ≤
∫ T

0

R.

Proof. The fundamental theorem of calculus implies the desired estimates. For example,

|∂̄ṽtt · ñ(t)|20.5 ≤ C|ṽtt · ñ(t)|0.5|∂̄ṽtt · ñ(t)|1.5

≤ N0 + Cδ

∫ T

0

‖ṽttt‖21 + δ sup
t∈[0,T ]

|∂̄ṽtt · ñ(t)|21.5 ≤
∫ T

0

R.

�

Step 4: The κ-independent higher-order estimates via Proposition 2.1. The
divergence- and normal trace-estimates obtained in Step 3, together with the curl-estimates
of Lemma 4.2, imply a good estimate for ṽtt. Hence, successively repeating Step 3 yields

sup
t∈[0,T ]

2∑

a=0

‖∂a
t ṽ(t)‖24−a + sup

t∈[0,T ]

2∑

a=0

‖κ∂a
t ṽt(t)‖24−a ≤

∫ T

0

R. (4.36)

We recall the boundary condition (3.1b) is

g̃αβ η̃,αβ ·ñ+ κg̃αβ ṽ,αβ ·ñ = β(t)− ρ20J̃
−2 + κρ20J̃

−1J̃t
︸ ︷︷ ︸

̃

. (4.37)

Writing the boundary condition (4.37) as an equation of the form f + κft = g yields

g̃αβ η̃,αβ ·ñ+ κ∂t(g̃
αβ η̃,αβ ·ñ) = ̃+ κη̃,αβ ·(ñg̃αβ)t. (4.38)

As κη̃ is of the same regularity as η̃, the flow map for the κ-problem does not witness an
improved boundary-regularity. The fundamental theorem of calculus, however, does imply
a good estimate for the right-hand side of (4.38). Hence, we infer from Lemma 2.4 that the
normal trace of η̃ and κṽ each has a good estimate in L∞(0, T ;H4.5(Γ)):

sup
t∈[0,T ]

‖η̃(t)‖25 + sup
t∈[0,T ]

‖κṽ(t)‖25 ≤
∫ T

0

R. (4.39)

We collect the estimates (4.36) and (4.39) in the following

Proposition 4.4 (Higher-order κ-independent estimates).

sup
t∈[0,T ]

3∑

a=0

‖∂a
t η̃(t)‖25−a + sup

t∈[0,T ]

3∑

a=0

‖κ∂a
t ṽt(t)‖25−a ≤

∫ T

0

R.
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Step 5: The κ-independent improved boundary-regularity estimates. With the
estimates provided by Proposition 4.4 for ‖∂a

t η̃‖25−a and ‖κ∂a
t ṽ‖25−a, a = 0, 1, 2, 3, we are in

position to establish the improved boundary-regularity estimates.

Proposition 4.5 (The κ-independent improved boundary-regularity via Lemma 2.4).

sup
t∈[0,T ]

2∑

a=0

|∂̄2∂a
t ṽ · ñ(t)|22.5−a + sup

t∈[0,T ]

2∑

a=0

|∂̄2∂a
t ṽt · ñ(t)|22.5−a ≤

∫ T

0

R.

Proof. Taking three time-derivatives of (4.37), we obtain

g̃αβ ṽtt,αβ ·ñ+ κ∂t(g̃
αβ ṽtt,αβ ·ñ) = ∂3

t ̃− [∂3
t (g̃

αβ η̃,αβ ·ñ)− g̃αβ ṽtt,αβ ·ñ]
︸ ︷︷ ︸

̃A

− [κ∂3
t (g̃

αβ ṽ,αβ ·ñ)− κ∂t(g̃
αβ ṽtt,αβ ·ñ)]

︸ ︷︷ ︸

̃B

. (4.40)

By Proposition 4.4, the right-hand side of (4.40) has a good estimate in L∞(0, T ;H0.5(Γ)).
Lemma 2.4 therefore provides that

sup
t∈[0,T ]

|∂̄2ṽtt · ñ(t)|20.5 ≤
∫ T

0

R.

Since κ∂t(g̃
αβ ṽtt,αβ ·ñ) = κg̃αβ ṽttt,αβ ·ñ+ κṽtt,αβ ·(ñg̃αβ)t, it follows from (4.40) that

sup
t∈[0,T ]

|κ∂̄2ṽttt · ñ(t)|20.5 ≤
∫ T

0

R.

The higher-order estimates are similarly established. �

Step 6: Concluding the proof of Lemma 4.1. The sum of the estimates given in
Propositions 4.1–4.5 competes the proof of Lemma 4.1. Taking δ sufficiently small in the
inequality (4.5) yields a polynomial-type inequality of the form (2.19). Hence, for sufficiently
small T > 0 and independent of κ > 0,

sup
t∈[0,T ]

Eκ(t) ≤ 2N0, (4.41)

where the higher-order energy function Eκ(t) is defined in (4.1).

5. Construction of solutions to the κ-problem (3.1)

In this section, we prove the following

Theorem 5.1 (Solutions to the κ-problem). For C∞-class initial data (ρ0, u0,Ω) satisfying
the conditions (1.13) and (1.14), and for some T = Tκ > 0, there exists a unique solution ṽ
to the κ-problem (3.1) verifying (ṽ, ṽt, . . . , ṽtttt)|t=0 = (u0, v1, . . . , v4) and

sup
t∈[0,T ]

‖ṽtttt(t)‖20 +
∫ T

0

|ṽtttt · ñ|21 +
4∑

a=0

∫ T

0

‖∂a
t ṽ‖29−2a < ∞. (5.1)

Remark 12. We recall that the initial data va, a = 1, 2, 3, 4, is defined in Section 3.3.

We establish Theorem 5.1 via a succession of two asymptotic estimates that correspond
with two intermediate approximate problems defined below. Each of the two intermediate
problems involves the use of a convolution operator that smooths in the direction tangent
to the moving boundary. We use ǫ > 0 and µ > 0 as the smoothing parameters.
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Our first intermediate problem, which we call the κǫ-problem, is defined by smoothing
the moving domain of the κ-problem. The overall structure of the κǫ-problem matches
that of the κ-problem. It naturally follows that the ǫ-independent a priori estimates closely
resemble the κ-independent a priori estimates of Section 4. The ǫ = 0 formal limit of the
κǫ-problem is the κ-problem.

Our second intermediate problem, which we call the µ-problem, is defined by smoothing
the κ-artificial viscosity term κgαβǫ v,αβ ·nǫ appearing in the boundary condition of the κǫ-
problem. The µ-problem is a nonlinear heat-type problem with Neumann-type boundary
conditions. The µ = 0 formal limit of the heat-type µ-problem is equivalent to the κǫ-
problem. The key to obtaining the µ-independent a priori estimates is that the diffusive
term of the heat-type µ-problem yields a trace-estimate on the boundary Γ.

5.1. Horizontal convolution-by-layers. For ǫ > 0, we let 0 ≤ ϕ̄ǫ ∈ C∞
0 (R2) with

spt(ϕ̄ǫ) ⊂ B(0, ǫ) denote the family of standard mollifiers on R
2. With xh = (x1, x2),

we define the operation of horizontal convolution-by-layers as follows:

Λǫf(xh, x3) =

∫

R2

ϕ̄ǫ(xh − yh)f(yh, x3)dyh for f ∈ L1
loc(R

2).

By standard properties of convolution, there exists a constant C which is independent of ǫ,
such that for s ≥ 0,

|Λǫf |s ≤ C|f |s ∀f ∈ Hs(Γ).

Furthermore,

ǫ|Λǫf |1 ≤ C|f |0 ∀f ∈ L2(Γ). (5.2)

We recall the local coordinates near Γ are defined in Section 2.1.5. We set

ǫ0 =
K
min
l=1

dist(spt ξl ◦ θl, ∂B+
l \ Dl). (5.3)

We define the horizontally-convolved vector field vǫ on Γ of a given vector v by

vǫ =
K∑

l=1

Λǫ[(ξlv) ◦ θl] ◦ θ−1
l on Γ. (5.4)

Given a sufficiently smooth vector field v̌, we set η̌ = e+
∫ t

0 v̌ in Ω and η̌ǫ = e+
∫ t

0 v̌ǫ on Γ.

We define ζ̌ǫ to be the solution of the following time-dependent elliptic Dirichlet problem:

∆ζ̌ǫ = ∆η̌ in Ω, (5.5a)

ζ̌ǫ = η̌ǫ on Γ. (5.5b)

We define the following ǫ-approximate Lagrangian variables:

Ǎǫ = [Dζ̌ǫ]
−1, J̌ǫ = detDζ̌ǫ, ǎǫ = J̌ǫǍǫ, [ǧǫ]αβ = ζ̌ǫ,α ·ζ̌ǫ,β , and

√

ǧǫňǫ = [ǎǫ]
TN.

5.2. The κǫ-problem and its a priori estimates. We define an intermediate approxi-
mate problem, which we will refer to as the κǫ-problem, that is asymptotically consistent
with the κ-problem (3.1). To indicate the dependence on the smoothing parameter ǫ of all
the variables in the κǫ-problem, we place the symbol ˇ over each of the variables. In the κǫ-
problem, we smooth the moving boundary and use the corresponding twice-mean-curvature
function

σH(ζ̌ǫ) = −σǧαβǫ ζ̌ǫ,αβ ·ňǫ.
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Definition 5.1 (The κǫ-problem). For κ > 0 and ǫ > 0, we define v̌ as the solution of

v̌it + 2[Ǎǫ]
k
i (ρ0J̌

−1
ǫ ),k −κ[Ǎǫ]

k
i (ρ0J̌t),k = 0 in Ω× (0, Tκ(ǫ)], (5.6a)

ρ20J̌
−2
ǫ − κρ20J̌

−1
ǫ J̌t = Ȟǫ on Γ× (0, Tκ(ǫ)], (5.6b)

(ζ̌ǫ, v̌)|t=0 = (e, u0) on Ω. (5.6c)

The function J̌t appearing in the left-hand side of equations (5.6a) and (5.6b) is defined as

J̌t = J̌ǫ divζ̌ǫ v̌. (5.7)

The function Ȟǫ appearing in the right-hand side of (5.6b) is defined as

Ȟǫ = βǫ(t)− σǧαβǫ ζ̌ǫ,αβ ·ňǫ − κǧαβǫ v̌,αβ ·ňǫ. (5.8)

The function βǫ(t) appearing in the right-hand side of (5.8) is defined as

βǫ(t) = β +

3∑

a=0

ta

a!
∂a
t [ρ

2
0J̌

−2
ǫ − β + σǧαβǫ ζ̌ǫ,αβ ·ňǫ]

+ κ

3∑

a=0

ta

a!
∂a
t [−ρ20J̌

−1
ǫ J̌t + ǧαβǫ v̌,αβ ·ňǫ]|t=0. (5.9)

Remark 13. Elliptic regularity provides that The ǫ-approximate Lagrangian flow map ζ̌ǫ
defined by (5.5) satisfies ‖ζ̌ǫ‖s ≤ C‖η̌‖s for a positive constant C independent of ǫ. Standard
properties of convolution provide that setting ǫ = 0 in (5.5) yields ζ̌ǫ = η̌. It follows that
the κǫ-problem (5.6) is asymptotically consistent with the κ-problem (3.1).

5.2.1. The constant-in-time vectors va for a = 1, 2, 3, 4. Letting v̌ solve (5.6), the vector
field ∂a

t v̌|t=0 for all a ∈ N is computed as follows:

∂a
t v̌|t=0 =

∂a−1

∂ta−1

(
κ[Ǎǫ]

k
· (ρ0J̌t),k −2[Ǎǫ]

k
· (ρ0J̌

−1
ǫ ),k

) ∣
∣
t=0

on Ω.

This formula makes it clear that each ∂a
t v̌|t=0 is a function of space-derivatives of the initial

data u0, Λǫu0 and ρ0. We define the constant-in-time vectors va as

va =
∂a−1

∂ta−1

(
κ[Ǎǫ]

k
· (ρ0J̌t),k −2[Ǎǫ]

k
· (ρ0J̌

−1
ǫ ),k

) ∣
∣
t=0

, for a = 1, 2, 3, 4. (5.10)

We have that va → va as ǫ → 0 where va are defined in Section 3.3. We use (5.6b) and the
definition (5.9) of βǫ(t) to compute the following identities: for a = 0, 1, 2, 3,

∂a
t [ρ

2
0J̌

−2
ǫ − κρ20J̌

−1
ǫ J̌t]

∣
∣
t=0

= ∂a
t [βǫ(t)]

∣
∣
t=0

− ∂a
t [σǧ

αβ
ǫ ζ̌ǫ,αβ ·ňǫ + κǧαβǫ v̌,αβ ·ňǫ]

∣
∣
t=0

. (5.11)

5.2.2. A priori estimates for the κǫ-problem (5.6). For ǫ > 0, we define the following higher-
order energy function:

Eǫ(t) = 1 + ‖v̌tt(t)‖20 +
∫ t

0

|v̌tt · ňǫ|21 +
2∑

a=0

∫ t

0

‖∂a
t v̌‖25−2a. (5.12)

Definition 5.2 (Notational convention for constants depending on 1/δκ > 0). We let Ṗ
denote a generic polynomial with constant and coefficients depending on 1/δκ > 0.

We define the constant Ṅ0 > 0 by

Ṅ0 = Ṗ(‖u0‖100, ‖ρ0‖100).
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We let Ṙ denote generic lower-order terms satisfying
∫ T

0

Ṙ ≤ Ṅ0 + δ sup
t∈[0,T ]

Eǫ(t) + T Ṗ( sup
t∈[0,T ]

Eǫ(t)).

We assume T > 0 is taken sufficiently small to ensure that

1

2
≤ J̌ ≤ 3

2
and

1

2
≤ J̌ǫ ≤

3

2
for all t ∈ [0, T ] and x ∈ Ω.

Lemma 5.1 (A priori estimates for the κǫ-problem). We let v̌ solve the κǫ-problem (5.6)
on a time-interval [0, T ] for some T = Tκ(ǫ) > 0. Then independent of ǫ,

sup
t∈[0,T ]

Eǫ(t) ≤
∫ T

0

Ṙ. (5.13)

We will establish Lemma 5.1 in the following four steps:

Step 1: The ǫ-independent curl-estimates. Taking the ǫ-approximate Lagrangian curl
of the equations (5.6a) yields

curlζ̌ǫ v̌t = 0. (5.14)

Integrating the identity (5.14) in time from 0 to t ∈ (0, T ] provides that

curlζ̌ǫ v̌ = curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s . (5.15)

We may therefore infer the curl estimates from Lemma 4.2. We record this fact as

Lemma 5.2 (The ǫ-independent curl-estimates for ∂av̌, for a = 0, 1, 2).

2∑

a=0

∫ T

0

‖ curl∂a
t v̌‖24−2a ≤

∫ T

0

Ṙ.

Step 2: The ǫ-independent estimate for v̌tt. We equivalently write the momentum
equations (5.6a) as

ρ0v̌
i
t + [ǎǫ]

k
i (ρ

2
0J̌

−2
ǫ ),k −κρ0J̌

−1
ǫ [ǎǫ]

k
i (ρ0J̌t),k = 0 in Ω× (0, Tκ(ǫ)]. (5.16)

Lemma 5.3 (Energy estimates for the action of ∂2
t in (5.16)).

sup
t∈[0,T ]

‖v̌tt(t)‖20 +
∫ T

0

‖J̌ttt‖20 +
∫ T

0

|∂̄v̌tt · ňǫ|20 ≤
∫ T

0

Ṙ.

Proof. Testing the action of ∂2
t in (5.16) against v̌tt in the L2(Ω)-inner product and in-

tegrating by parts with respect to ∂k in the interior integrals
∫

Ω
[ǎǫ]

k
i ∂

2
t (ρ

2
0J̌

−2
ǫ ),k v̌

i
tt and

−κ
∫

Ω
[ǎǫ]

k
i ∂

2
t

[
ρ0J̌

−1
ǫ (ρ0J̌t),k

]
v̌itt yields

1

2

d

dt

∫

Ω

ρ0|v̌tt|2 −
∫

Ω

∂2
t [ρ

2
0J̌

−2
ǫ ][ǎǫ]

k
i v̌

i
tt,k

︸ ︷︷ ︸

Ṙ

+κ

∫

Ω

∂2
t [ρ

2
0J̌

−1
ǫ J̌t][ǎǫ]

k
i v̌

i
tt,k

︸ ︷︷ ︸

I

+

∫

Γ

∂2
t [ρ

2
0J̌

−2
ǫ − κρ20J̌

−1
ǫ J̌t][ǎǫ]

k
i v̌

i
ttN

k

︸ ︷︷ ︸

i

= Ṙ. (5.17)
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It is convenient to write the equation (5.17) as

1

2

d

dt

∫

Ω

ρ0|v̌tt|2 + κ

∫

Ω

ρ20J̌
−1
ǫ |J̌ttt|2 + i = Ṙ, (5.18)

where the error created in order to write [ǎǫ]
k
i ∂

2
t v̌

i,k as J̌ttt in I is of lower-order and so is

absorbed in Ṙ.
We write the boundary integral i appearing in the left-hand side of (5.18) as

i =

∫

Γ

Ȟǫtt

√

ǧǫv̌tt · ňǫ, (5.19)

where we have used the boundary condition (5.6b) and the formula (2.9). The definition
(5.8) provides that Ȟǫ = βǫ(t)− σǧαβǫ ζ̌ǫ,αβ ·ňǫ − κǧαβǫ v̌,αβ ·ňǫ. Thus,

i = κ

∫

Γ

√

ǧǫǧ
αβ
ǫ v̌tt,β ·ňǫv̌tt,α ·ňǫ + κ

∫

Γ

v̌itt,β
(
ňi
ǫ

√

ǧǫǧ
αβ
ǫ ňj

ǫ

)
,α v̌jtt

︸ ︷︷ ︸

j

+Ṙ. (5.20)

Thanks to Lemma 2.1,
∫ T

0

|v̌tt|20 ≤ C

∫ T

0

|v̌tt|20.25 ≤
∫ T

0

Ṙ. (5.21)

Employing the Cauchy-Schwarz inequality and Young’s inequality with δ > 0 thus yields
∫ T

0

j−
∫ T

0

v̌tt,β ·ňǫ,α
√

ǧǫǧ
αβ
ǫ v̌tt · ňǫ

︸ ︷︷ ︸

j′

≤
∫ T

0

Ṙ.

Integrating by parts with respect to ∂̄β , we similarly have that
∫ T

0
j′ ≤

∫ T

0
Ṙ. We have

therefore established that the identity (5.20) is equivalently written as

i = κ

∫

Γ

√

ǧǫǧ
αβ
ǫ v̌tt,β ·ňǫv̌tt,α ·ňǫ + Ṙ.

Using this identity for i in the time-integral of (5.18) completes the proof. �

Proposition 5.1 (The ǫ-independent estimates for v̌tt).

sup
t∈[0,T ]

‖v̌tt(t)‖20 +
∫ T

0

|v̌tt · ňǫ|21 +
∫ T

0

‖v̌tt‖21 ≤ Ṙ.

Proof. The desired L∞(0, T ;L2(Ω))-estimate is provided by Lemma 5.3. The inequality
(5.21) and the trace-estimate stated in Lemma 5.3 establish the desired L2(0, T ;H1(Γ))-
estimate. We infer from the arguments proving Proposition 4.2 that Lemma 5.3 implies a
divergence- and normal trace-estimate for v̌tt. Thanks to the curl-estimate for v̌tt stated in
Lemma 5.2, we have by Proposition 2.1 that the proof is complete. �

Step 3: The ǫ-independent estimate for v̌t.

Proposition 5.2 (The ǫ-independent estimate for v̌t).
∫ T

0

‖v̌t‖23 ≤
∫ T

0

Ṙ.



COMPRESSIBLE EULER WITH SURFACE TENSION AND THE ZERO SURFACE TENSION LIMIT 31

Proof. We write the boundary condition (5.6b) as

κǧαβǫ v̌,αβ ·ňǫ = κρ20J̌
−1
ǫ J̌t − ρ20J̌

−2
ǫ + βǫ(t)− σǧαβǫ ζ̌ǫ,αβ ·ňǫ

︸ ︷︷ ︸

̌

.

Taking a time-derivative of this equation yields

κǧαβǫ v̌t,αβ ·ňǫ = ̌t + κv̌,αβ ·∂t(ňǫǧ
αβ
ǫ ). (5.22)

The right-hand side of (5.22) scales like T ∂̄2v̌t. We infer that
∫ T

0

|∂̄2v̌t · ňǫ|20.5 ≤
∫ T

0

Ṙ. (5.23)

We equivalently write the momentum equations (5.16) as

[Ǎǫ]
k
i J̌t,k = (κρ0)

−1
[
v̌it + 2[Ǎǫ]

k
i (ρ0J̌

−1
ǫ ),k −κJ̌t[Ǎǫ]

k
i ρ0,k

]

︸ ︷︷ ︸

V̌t

.

Using the fundamental theorem of calculus, we have that

DJ̌t = V̌t + J̌t,k

∫ t

0

∂t[Ǎǫ]
k
i . (5.24)

Since the right-hand side of (5.24) scales like v̌t +Dv̌, a time-derivative of (5.24) yields
∫ T

0

‖DJ̌tt‖21 ≤
∫ T

0

Ṙ.

Lemma 5.3 provides a good estimate for J̌tt in L2(0, T ;L2(Ω)). Thus,
∫ T

0

‖J̌tt‖22 ≤
∫ T

0

Ṙ. (5.25)

Via Proposition 2.1, the curl-, normal trace- and divergence-estimates for v̌t, respectively
given in Lemma 5.2 and inequalities (5.23) and (5.25), complete the proof. �

Step 4: Concluding the proof of Lemma 5.1. Repeating Step 3 establishes

Proposition 5.3 (The ǫ-independent estimate for v̌).
∫ T

0

‖v̌‖25 ≤
∫ T

0

Ṙ.

The sum of the ǫ-independent estimates stated in Propositions 5.1, 5.2 and 5.3 completes
the proof of Lemma 5.1.

As an intermediate step in proving Theorem 5.1, we will establish the following

Theorem 5.2 (Solutions to the κǫ-problem). For C∞-class initial data (ρ0, u0,Ω) satisfying
the conditions (1.13) and (1.14), and for some T = Tκ(ǫ) > 0, there exists a unique solution
v̌ to the κǫ-problem (5.6) verifying (v̌, v̌t, . . . , v̌tttt)|t=0 = (u0,v1, . . . ,v4) and

sup
t∈[0,T ]

‖v̌tttt(t)‖20 +
4∑

a=0

∫ T

0

‖∂a
t v̌‖29−2a +

4∑

a=0

∫ T

0

|∂a
t v̌ · ňǫ|29−2a < ∞. (5.26)

Remark 14. We recall that the initial data va, a = 1, 2, 3, 4, is defined in Section 5.2.1.
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5.3. Deriving a heat-type problem with Neumann-type boundary conditions. We
will derive a nonlinear heat-type problem with Neumann-type boundary conditions which
is equivalent to the κǫ-problem (5.6).

5.3.1. Rewriting the momentum equations (5.6a) via (5.15). Setting

ˇ̺ = κρ0J̌ǫ, (5.27)

and using the definition (5.7), the momentum equations (5.6a) are equivalently written as

v̌t − ˇ̺[Ǎǫ]
k
· (divζ̌ǫ v̌),k = divζ̌ǫ v̌[Ǎǫ]

k
· ˇ̺,k −2[Ǎǫ]

k
· (ρ0J̌

−1
ǫ ),k . (5.28)

Given a sufficiently smooth vector v̌, the identity −∆v̌ = curl curl v̌ − D div v̌ in the ǫ-
approximate Lagrangian variables is the identity

−[Ǎǫ]
j
r[[Ǎǫ]

k
r v̌,k ],j = curlζ̌ǫ curlζ̌ǫ v̌ − [Ǎǫ]

s
· (divζ̌ǫ v̌),s . (5.29)

Using (5.29), the equations (5.28) are equivalently written as

v̌t − ˇ̺[Ǎǫ]
j
r

(
[Ǎǫ]

k
r v̌,k

)
,j = ˇ̺curlζ̌ǫ(curlζ̌ǫ v̌) + divζ̌ǫ v̌[Ǎǫ]

k
· ˇ̺,k −2[Ǎǫ]

k
· (ρ0J̌

−1
ǫ ),k . (5.30)

Thanks to the vorticity equation (5.15), we further have that (5.6a) is equivalent to

v̌t − ˇ̺[Ǎǫ]
j
r

(
[Ǎǫ]

k
r v̌,k

)
,j = Ǩ, (5.31)

where the vector field Ǩ appearing in the right-hand side of (5.31) is defined as

Ǩ = ˇ̺curlζ̌ǫ (curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s ) + divζ̌ǫ v̌[Ǎǫ]
k
· ˇ̺,k −2[Ǎǫ]

k
· (ρ0J̌

−1
ǫ ),k . (5.32)

5.3.2. Deriving a Neumann-type boundary condition for v̌. We decompose any vector field
ξ ∈ R

3 evaluated on Γ into tangential components and a normal component as

ξ = ξαǧαβǫ ζ̌ǫ,β +ξ3ňǫ, (5.33)

where ξα = ξ · ζ̌ǫ,α and ξ3 = ξ · ňǫ. In the special case of a flat boundary, we may use the
standard orthogonal unit vectors ek to write (5.33) as

ξ = ξαeα + ξ3e3. (5.34)

For the special case where (5.33) takes the form (5.34), we have that

∂v̌i

∂N
= [(curl v̌)×N ]i + v̌3,α eiα + [div v̌ − v̌α,α ]N i. (5.35)

We define the vector b̌ as the sum

b̌ = b̌curl + b̌div, (5.36)

where b̌curl is a tangent vector and b̌div is a normal vector, respectively defined as

b̌curl =

√
ǧǫ

J̌ǫ

[
ǧαβǫ v̌3,β +v̌γ ǧγδǫ ǧαβǫ ζ̌ǫ,δβ ·ňǫ

]
ζ̌ǫ,α , (5.37a)

b̌div = −
√
ǧǫ

J̌ǫ

[
ǧαβǫ v̌α,β +v̌α(

√

ǧǫǧ
αβ
ǫ ),β +v̌3H(ζ̌ǫ)

]
ňǫ. (5.37b)

For the moving boundary Γǫ(t) = ζ̌ǫ(Γ), the identity (5.35) is written as

J̌ǫ√
ǧǫ
N j [Ǎǫ]

j
r[Ǎǫ]

k
r v̌

i,k =
(
(curlζ̌ǫ v̌)× ňǫ

)i
+ ňi

ǫ divζ̌ǫ v̌ +
J̌ǫ√
ǧǫ
b̌i, (5.38)
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or equivalently,

N j[Ǎǫ]
j
r[Ǎǫ]

k
r v̌,k =

√

ǧǫJ̌
−1
ǫ (curlζ̌ǫ v̌)× ňǫ +

√

ǧǫJ̌
−1
ǫ (divζ̌ǫ v̌)ňǫ + b̌. (5.39)

Thanks to (5.15), we have that (5.39) multiplied by ˇ̺ = κρ0J̌ǫ is equivalent to

ˇ̺N j[Ǎǫ]
j
r[Ǎǫ]

k
r v̌,k = ȟcurl +

√
ǧǫ
ρ0

κρ20(divζ̌ǫ v̌)ňǫ + ˇ̺̌b, (5.40)

where the tangential vector field ȟcurl appearing in the right-hand side of (5.40) is defined
via the ǫ-approximate Lagrangian vorticity equation (5.15) as

ȟcurl = ˇ̺
√

ǧǫJ̌
−1
ǫ

(
curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s
)
× ňǫ. (5.41)

We write the boundary condition (5.6b) as

κρ20 divζ̌ǫ v̌ = ρ20J̌
−2
ǫ − βǫ(t) + σǧαβǫ ζ̌ǫ,αβ ·ňǫ + κǧαβǫ v̌,αβ ·ňǫ. (5.42)

Setting

ǧαβǫ = κ

√
ǧǫ
ρ0

ǧαβǫ , (5.43)

ȟdiv =

√
ǧǫ
ρ0

[

ρ20J̌
−2
ǫ − βǫ(t) + σǧαβǫ ζ̌ǫ,αβ ·ňǫ

]

ňǫ, (5.44)

we find by using the identity (5.42) for κρ20 divζ̌ǫ v̌ in the equation (5.40) that

ˇ̺N j [Ǎǫ]
j
r[Ǎǫ]

k
r v̌,k = ȟcurl + ȟdiv + ǧαβǫ [v̌,αβ ·ňǫ]ňǫ + ̺b̌. (5.45)

We define the vector field ȟ as the sum

ȟ = ȟcurl + ȟdiv + ǧαβǫ [v̌,αβ ·ňǫ]ňǫ + ˇ̺[b̌curl + b̌div], (5.46)

with the vectors ȟcurl, ȟdiv, b̌curl and b̌div respectively given in (5.41), (5.44), (5.37a) and
(5.37b), and the function ˇ̺ defined in (5.27). We equivalently express the identity (5.45) as

ˇ̺N j [Ǎǫ]
j
r[Ǎǫ]

k
r v̌,k = ȟ. (5.47)

Remark 15. We record that the identities (5.42) and (5.44) establish the following identity:

ˇ̺
√

ǧǫJ̌
−1
ǫ divζ̌ǫ v̌ = ȟdiv · ňǫ + ǧαβǫ v̌,αβ ·ňǫ. (5.48)

5.3.3. The heat-type κǫ-problem with Neumann-type boundary conditions.

Definition 5.3 (The heat-type κǫ-problem). For κ > 0 and ǫ > 0 given, we define v̌ as the
solution of the nonlinear heat-type system

v̌t − ˇ̺[Ǎǫ]
j
r

(
[Ǎǫ]

k
r v̌,k

)
,j = Ǩ in Ω× (0, Tκ(ǫ)], (5.49a)

ˇ̺N j[Ǎǫ]
j
r[Ǎǫ]

s
r v̌,s = ȟ+ c(t) on Γ× (0, Tκ(ǫ)], (5.49b)

(ζ̌ǫ, v̌)|t=0 = (e, u0) on Ω. (5.49c)

The bounded, nonnegative function ˇ̺ is defined in (5.27). The vector fields Ǩ and ȟ are
respectively defined in (5.32) and (5.46). The vector field c(t) appearing in the right-hand
side of (5.49b) is defined as

c(t) =
2∑

a=0

ta

a!
∂a
t

[
ˇ̺N j [Ǎǫ]

j
r[Ǎǫ]

s
r v̌,s −ȟ

]
|t=0. (5.50)
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Remark 16. The vector fields va, for a = 1, 2, 3, 4, defined in Section 5.2.1, are equivalently
defined using the (a− 1)th time-derivative of the momentum equations (5.49a) evaluated at
time t = 0.

Remark 17. According to Appendix C, the heat-type κǫ-problem (5.49) is equivalent to the
κǫ-problem (5.6).

Proposition 5.4 (Solutions to the heat-type κǫ-problem (5.49)). For C∞-class initial data
(ρ0, u0,Ω) satisfying the conditions (1.13) and (1.14), and for some T = Tκ(ǫ) > 0, there
exists a unique v̌ ∈ L2(0, T ;H9(Ω)) with ∂a

t v̌ ∈ L2(0, T ;H9−2a(Ω)), for a = 1, 2, 3, 4, and
v̌tttt ∈ L∞(0, T ;L2(Ω)) that solves the nonlinear heat-type κǫ-problem (5.49) on a time-
interval [0, T ] and verifies (v̌, v̌t, . . . , v̌tttt)|t=0 = (u0,v1, . . . ,v4).

5.4. The µ-problem and its a priori estimates. We now define our second intermediate
problem, which we term the µ-problem. The µ-problem is a system of nonlinear heat-
type equations that is asymptotically consistent with the heat-type κǫ-problem (5.49). To
indicate the dependence on the smoothing paramater µ of all the variables in the following
problem, we place the symbol˚over each of the variables.

Given a sufficiently smooth vector field v̊, we set η̊ = e+
∫ t

0
v̊ in Ω and η̊ǫ = e+

∫ t

0
v̊ǫ on Γ.

We define ζ̊ǫ to be the solution of the following time-dependent elliptic Dirichlet problem:

∆ζ̊ǫ = ∆η̊ in Ω, (5.51a)

ζ̊ǫ = η̊ǫ on Γ. (5.51b)

We define the following ǫ-approximate Lagrangian variables:

Åǫ = [Dζ̊ǫ]
−1, J̊ǫ = detDζ̊ǫ, åǫ = J̊ǫÅǫ, [̊gǫ]αβ = ζ̊ǫ,α ·ζ̊ǫ,β , and

√

g̊ǫn̊ǫ = [̊aǫ]
TN.

We recall that the convolution operator Λµ for µ > 0 is defined via Section 5.1.

Definition 5.4 (The µ-problem). Given κ > 0 and ǫ > 0, for µ > 0 we define v̊ as the
solution of the nonlinear heat-type system

v̊t − ˚̺[Åǫ]
j
r

(
[Åǫ]

k
r v̊,k

)
,j = K̊ in Ω× (0, Tκ(ǫµ)], (5.52a)

˚̺N j [Åǫ]
j
r[Åǫ]

s
r v̊,s = h̊µ + cµ(t) on Γ× (0, Tκ(ǫµ)], (5.52b)

(ζ̊ǫ, v̊)|t=0 = (e, u0) on Ω. (5.52c)

The bounded, nonnegative function ˚̺ is defined as

˚̺= κρ0J̊ǫ. (5.53)

The vector field K̊ appearing in the right-hand side of (5.52a) is defined as

K̊ = ˚̺curlζ̊ǫ (curlu0 + ε·ji

∫ t

0

∂t[Åǫ]
s
j v̊

i,s ) + divζ̊ǫ v̊[Åǫ]
k
· ˚̺,k −2[Åǫ]

k
· (ρ0J̊

−1
ǫ ),k . (5.54)

The vector field h̊µ appearing in the right-hand side of (5.52b) is given by

h̊µ = h̊curl + h̊div +

K∑

l=1

√

ξl

(

Λµ

[

g̊
αβ
ǫ,l Λµ

[
(
√

ξlv̊,αβ ·̊nǫ) ◦ θl
]])

◦ θ−1
l n̊ǫ + ˚̺

[

b̊µcurl + b̊µdiv

]

,

(5.55)

where g̊
αβ
ǫ,l appearing in the right-hand side of (5.55) is defined as

g̊
αβ
ǫ,l = κ

√
g̊ǫ
ρ0

g̊αβǫ ◦ θl, (5.56)
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and h̊curl, h̊div, b̊
µ
curl, b̊

µ
divappearing in the right-hand side of (5.55) are defined as

h̊curl = ˚̺
√

g̊ǫJ̊
−1
ǫ

(
curlu0 + ε·ji

∫ t

0

∂t[Åǫ]
s
j v̊

i,s
)
× n̊ǫ, (5.57a)

h̊div =

√
g̊ǫ
ρ0

[

ρ20J̊
−2
ǫ − βǫ(t) + σg̊αβǫ ζ̊ǫ,αβ ·̊nǫ

]

n̊ǫ, (5.57b)

b̊µcurl =

√
g̊ǫ

J̊ǫ

[ K∑

l=1

g̊αβǫ

√

ξl
(
Λµ

[
(
√

ξlv̊ · n̊ǫ),β ◦θl
])

◦ θ−1
l + v̊γ g̊γδǫ g̊αβǫ ζ̊ǫ,δβ ·̊nǫ

]

ζ̊ǫ,α , (5.57c)

b̊µdiv = −
K∑

l=1

√

ξlΛµ

(√

ξl

√
g̊ǫ

J̊ǫ

[
g̊αβǫ v̊α,β +v̊α(

√

g̊ǫg̊
αβ
ǫ ),β +v̊3H(ζ̊ǫ)

]
◦ θl

)

◦ θ−1
l n̊ǫ. (5.57d)

The vector field cµ(t) appearing in the right-hand side of (5.52b) is defined as

cµ(t) =

2∑

a=0

ta

a!
∂a
t

[
˚̺N j [Åǫ]

j
r[Åǫ]

s
r v̊,s −h̊µ

]
|t=0. (5.58)

Remark 18. The fixed-point solution to the µ-problem (5.52) is established in Appendix B.

Remark 19. For any h defined on Γ, we have that h =
∑K

l=1 ξlh =
∑K

l=1

√
ξl
(
[
√
ξlh◦θl]◦θ−1

l

)
.

For µ > 0, we define the following higher-order energy function:

Eµ(t) = 1 + ‖̊vtt(t)‖20 +
2∑

a=0

∫ t

0

‖∂a
t v̊‖25−2a +

2∑

a=0

K∑

l=1

∫ t

0

|Λµ[(
√

ξl∂
a
t v̊ · n̊ǫ) ◦ θl]|25−2a,Dl

.

(5.59)

Definition 5.5 (Notational convention for constants depending on 1/δκǫ > 0). We let P̈
denote a generic polynomial with constant and coefficients depending on 1/δκǫ > 0.

We define the constant N̈0 > 0 by

N̈0 = P̈(‖u0‖100, ‖ρ0‖100). (5.60)

We let R̈ denote generic lower-order terms satisfying

∫ T

0

R̈ ≤ N̈0 + δ sup
t∈[0,T ]

Eµ(t) + T P̈( sup
t∈[0,T ]

Eµ(t)).

Lemma 5.4 (A priori estimates for the µ-problem). We let v̊ solve the µ-problem (5.52)
on a time-interval [0, T ] for some T = Tκ(ǫµ) > 0. Then independent of µ,

sup
t∈[0,T ]

Eµ(t) ≤
∫ T

0

R̈. (5.61)

We will establish Lemma 5.4 in the following four steps:

Step 1: The µ-independent estimates for v̊tt. Testing two time-derivatives of (5.52a)
against v̊tt in the L2(Ω)-inner product and integrating by parts in the interior integral
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−
∫

Ω
∂2
t

(
˚̺[Åǫ]

j
r

(
[Åǫ]

k
r v̊,k

)
,j
)
v̊tt yields

1

2

d

dt

∫

Ω

|̊vtt|2 +
∫

Ω

˚̺|[Åǫ]
k
· v̊tt,k |2 −

∫

Γ

[̊hµ + cµ(t)]ttv̊tt
︸ ︷︷ ︸

i

=

∫

Ω

∂2
t

(
K̊ − (˚̺[Åǫ]

j
r),j [Åǫ]

k
r v̊,k

)
v̊tt

︸ ︷︷ ︸

R̈

+R̈. (5.62)

The definition (5.55) of the vector field h̊µ provides that

i = −
K∑

l=1

∫

Dl

Λµ

[
(
√

ξlv̊tt,αβ ·̊nǫ) ◦ θl
]
g̊
αβ
ǫ,l Λµ

[
(
√

ξlv̊tt · n̊ǫ) ◦ θl
]

︸ ︷︷ ︸

i′

−
∫

Γ

(˚̺[̊bµcurl + b̊µdiv])ttv̊tt
︸ ︷︷ ︸

j

+R̈.

We integrate by parts with respect to ∂̄α in i′ to find that

i′ =

K∑

l=1

∫

Dl

Λµ

[
(
√

ξlv̊tt,β ·̊nǫ) ◦ θl
]
g̊
αβ
ǫ,l Λµ

[
(
√

ξlv̊tt,α ·̊nǫ) ◦ θl
]

+

K∑

l=1

∫

Dl

Λµ

[
(̊vtt,β ·(̊nǫ

√

ξl),α ) ◦ θl
]
g̊
αβ
ǫ,l Λµ

[
(
√

ξlv̊tt · n̊ǫ) ◦ θl
]

︸ ︷︷ ︸

i′A

+

K∑

l=1

∫

Dl

Λµ

[
(
√

ξlv̊tt,β ·̊nǫ) ◦ θl
]
∂̄αg̊

αβ
ǫ,l Λµ

[
(
√

ξlv̊tt · n̊ǫ) ◦ θl
]

︸ ︷︷ ︸

i′B

+
K∑

l=1

∫

Dl

Λµ

[
(
√

ξlv̊tt,β ·̊nǫ) ◦ θl
]
g̊
αβ
ǫ,l Λµ

[
(̊vtt · (̊nǫ

√

ξl),α ) ◦ θl
]

︸ ︷︷ ︸

i′
C

.

We employ an H−0.5(Dl)-duality pairing in the integrals i′A, i
′
B and i′C . For example,

i′A ≤ C|∂̄v̊tt ◦ θl|−0.5,Dl
|Λµ[(

√

ξlv̊tt · n̊ǫ) ◦ θl]|0.5,Dl

≤ δ‖̊vtt‖21 + Cδ|Λµ[(
√

ξlv̊tt · n̊ǫ) ◦ θl]|20.5,Dl
.

Thanks to Lemma 2.1, |Λµ[(
√
ξlv̊tt · n̊ǫ) ◦ θl]|20.5,Dl

≤ C |̊vtt|0|Λµ[(
√
ξlv̊tt · n̊ǫ) ◦ θl]|1,Dl

≤
R̈+ δ|Λµ

(
v̊tt · n̊ǫ

)
|21,Dl

. Thus, we infer that

i =
K∑

l=1

∫

Dl

Λµ

[
(
√

ξlv̊tt · n̊ǫ),β ◦θl
]
g̊
αβ
ǫ,l Λµ

[
(
√

ξlv̊tt · n̊ǫ),α ◦θl
]
+ R̈,

where we have used the definitions (5.57c) and (5.57d) in analyzing j. We infer from the
time integral of (5.62) that

sup
t∈[0,T ]

‖̊vtt(t)‖20 +
∫ T

0

‖̊vtt‖21 +
K∑

l=1

∫ t

0

|Λµ[(
√

ξlv̊tt · n̊ǫ) ◦ θl]|21,Dl
≤

∫ T

0

R̈. (5.63)
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Step 2: The µ-independent estimates for v̊t. Similar to Step 1, testing the action of
∂̄2∂t in the equations (5.52a) against ∂̄2v̊t in the L2(Ω)-inner product yields

sup
t∈[0,T ]

‖∂̄2v̊t(t)‖20 +
∫ T

0

‖∂̄2v̊t‖21 +
K∑

l=1

∫ t

0

|Λµ[(
√

ξlv̊t · n̊ǫ) ◦ θl]|23,Dl
≤

∫ T

0

R̈. (5.64)

The inequality (5.64) provides that
∫ T

0
|̊vt|22.5 ≤

∫ T

0
R̈. We infer from Step 2 of the proof of

Lemma B.2 that by viewing a time-derivative of the equations (5.52a) as an elliptic Dirichlet
problem for v̊t that

∫ T

0

‖̊vt‖23 ≤
∫ T

0

R̈. (5.65)

Step 3: The µ-independent estimates for v̊. Repeating Step 1, we test four tangential-
derivatives of (5.52a) against ∂̄4v̊ in the L2(Ω)-inner product and integrate by parts in the

integral −
∫

Ω
∂̄4

(
˚̺[Åǫ]

j
r

(
[Åǫ]

k
r v̊,k

)
,j
)
∂̄4v̊ to find that

1

2

d

dt

∫

Ω

|∂̄4v̊|2 +
K∑

l=1

∫

Dl

Λµ

[
∂̄4(

√

ξlv̊ · n̊ǫ),β ◦θl
]
g̊
αβ
ǫ,l Λµ

[
∂̄4(

√

ξlv̊ · n̊ǫ),α ◦θl
]

+

∫

Ω

˚̺|[Åǫ]
k
· ∂̄

4v̊,k |2 =

∫

Γ

[˚̺
√

g̊ǫJ̊
−1
ǫ

(
ε·ji

∫ t

0

∂t[Åǫ]
s
j ∂̄

4v̊i
)
,s ×n̊ǫ] · ∂̄4v̊

︸ ︷︷ ︸

R̈

+

∫

Ω

∂̄4
[

K̊ − (˚̺[Åǫ]
j
r),j [Åǫ]

k
r v̊,k

]

∂̄4v̊

︸ ︷︷ ︸

I

+R̈. (5.66)

We use an H−0.5(Dl)-duality pairing in analyzing the first term appearing in the right-
hand side of (5.66) and conclude a good estimate thanks to the time-integral. Tangentially
integrating by parts in I, we find that

∫ T

0

I ≤
∫ T

0

R̈.

Hence, the time-integral of (5.66) yields

sup
t∈[0,T ]

‖∂̄4v̊(t)‖20 +
∫ T

0

‖∂̄4v̊‖21 +
K∑

l=1

∫ t

0

|Λµ[(
√

ξlv̊ · n̊ǫ) ◦ θl]|25,Dl
≤

∫ T

0

R̈. (5.67)

The inequality (5.67) yields

∫ T

0

|̊v|24.5 ≤
∫ T

0

R̈. (5.68)

Viewing the equations (5.52a) as an elliptic Dirichlet problem for v̊, we infer from elliptic
regularity and the inequalities (5.65) and (5.68) that

∫ T

0

‖̊v‖25 ≤
∫ T

0

R̈. (5.69)
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Step 4: Concluding the proof of Lemma 5.4. The sum of the inequalities (5.63),
(5.65), (5.67) and (5.69) completes the proof of Lemma 5.4. Taking δ sufficiently small
in the inequality (5.61) yields a polynomial-type inequality of the form (2.19). Hence, for
sufficiently small T = Tκ(ǫ) > 0 and independently of µ > 0,

sup
t∈[0,T ]

Eµ(t) ≤ 2N̈0, (5.70)

where the higher-order energy function Eµ(t) is defined in (5.59).

5.5. The proof of Proposition 5.4. Proposition B.1 establishes the existence and unique-
ness of a solution v̊ to the µ-problem (5.52). Given the µ-independent estimate (5.70),
standard compactness arguments provide for the existence of the strong convergence, as µ
tends to zero,

ζ̊ǫ → ζ̌ǫ in L2(0, T ;H4(Ω)), K̊ → Ǩ in L2(0, T ;H2(Ω)),

v̊ → v̌ in L2(0, T ;H4(Ω)), h̊µ → ȟ in L2(0, T ;H1.5(Γ)),

v̊t → v̌t in L2(0, T ;H2(Ω)), cµ(t) → c(t) in L2(0, T ;H1.5(Γ)).

The definitions (5.54), (5.55), (5.58) respectively define K̊, h̊µ, cµ(t). The limiting vectors Ǩ,
ȟ and c(t) are respectively defined by (5.32), (5.46) and (5.50). Letting φ ∈ L2(0, T ;H1(Ω)),
we have that the variational form of the µ-problem (5.52) is

∫ T

0

∫

Ω

v̊t · φ+

∫ T

0

∫

Ω

[Åǫ]
k
r v̊,k

(
˚̺[Åǫ]

j
rφ

)
,j =

∫ T

0

∫

Ω

K̊ · φ+

∫ T

0

∫

Γ

[̊hµ + cµ(t)] · φ.

We infer from the strong convergence of the sequences (ζ̊ǫ, v̊, v̊t, K̊, h̊µ, cµ(t)) that the limit
(ζ̌ǫ, v̌, v̌t, Ǩ, ȟ, c(t)) satisfies

∫ T

0

∫

Ω

v̌t · φ+

∫ T

0

∫

Ω

[Ǎǫ]
k
r v̌,k

(
̺[Ǎǫ]

j
rφ

)
,j =

∫ T

0

∫

Ω

Ǩ · φ+

∫ T

0

∫

Γ

[ȟ+ c(t)] · φ.

Thus, v̌ is a solution of the nonlinear heat-type κǫ-problem (5.49) on a time-interval [0, T ] for
some T = Tκ(ǫ) > 0. Standard arguments provide that ζ̌ǫ(0) = e and (v̌, v̌t, . . . , v̌tttt)|t=0 =
(u0,v1, . . . ,v4). Furthermore, according to the inequality (5.70),

sup
t∈[0,T ]

‖v̌tt(t)‖20 +
2∑

a=0

∫ T

0

‖∂a
t v̌‖25−2a +

2∑

a=0

∫ T

0

|∂a
t v̌ · ňǫ|25−2a ≤ 2N̈0.

By the higher-order regularity stated in Proposition B.1, we infer that

sup
t∈[0,T ]

‖v̌tttt(t)‖20 +
4∑

a=0

∫ T

0

‖∂a
t v̌‖29−2a +

4∑

a=0

∫ T

0

|∂a
t v̌ · ňǫ|29−2a < ∞. (5.71)

5.6. The proof of Theorem 5.2. By Lemma C.1, the heat-type κǫ-problem (5.49) is
equivalent to the κǫ-problem (5.6). Hence, Proposition 5.4 establishes the existence and
uniqueness of a solution to the κǫ-problem on a time-interval [0, T ] for some T = Tκ(ǫ) >
0 verifying (v̌, v̌t, . . . , v̌tttt)|t=0 = (u0,v1, . . . ,v4). The inequality (5.71) establishes the
inequality (5.26).
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5.7. The proof of Theorem 5.1. A unique solution to the κǫ-problem (5.6) exists by
Theorem 5.2.

Taking δ sufficiently small in the inequality (5.13) yields a polynomial-type inequality of
the form (2.19). Hence, for sufficiently small T = Tκ > 0 and independently of ǫ > 0,

sup
t∈[0,T ]

Eǫ(t) ≤ 2Ṅ0, (5.72)

where the higher-order energy function Eǫ(t) is defined in (5.12).
For φ ∈ L2(0, T ;H1(Ω)) such that φ · ňǫ ∈ L2(0, T ;H1(Γ)), the variational equation for

the κǫ-problem (5.6) is
∫ T

0

∫

Ω

ρ0v̌t · φ−
∫ T

0

∫

Ω

ρ20J̌
−2
ǫ [ǎǫ]

k
i φ

i,k +κ

∫ T

0

∫

Ω

ρ0J̌t[ǎǫ]
k
i (ρ0J̌

−1
ǫ φi),k

+

∫ T

0

∫

Γ

βǫ(t)
√

ǧǫφ · ňǫ +

∫ T

0

∫

Γ

[σζ̌ǫ,β +κv̌,β ]
i(ňi

ǫ

√

ǧǫǧ
αβ
ǫ φ · ňǫ),α = 0. (5.73)

We infer from Section 5.5 and the pointwise convergence βǫ(t) → β(t) that the variational
equation (5.73) converges to the variational equation (3.4) as ǫ tends to zero. Hence, the
ǫ = 0 limit ṽ of the solutions v̌ to the κǫ-problem (5.6) solves the κ-problem (3.1). By
Section 5.2.1, the solution ṽ of the κ-problem verifies (ṽ, ṽt, . . . , ṽtttt)|t=0 = (u0, v1, . . . , v4).
According to (5.72),

sup
t∈[0,T ]

‖ṽtt(t)‖20 +
∫ T

0

|ṽtt · ñ|21 +
2∑

a=0

∫ T

0

‖∂a
t ṽ‖25−2a ≤ 2Ṅ0.

It follows from the proof of Lemma 5.1 that by including two more time-derivatives in the
definition (5.12) of the energy function Eǫ(t), the solution ṽ of the κ-problem (3.1) satisfies

sup
t∈[0,T ]

‖ṽtttt(t)‖20 +
∫ T

0

|ṽtttt · ñ|21 +
4∑

a=0

∫ T

0

‖∂a
t ṽ‖29−2a < ∞.

This establishes the inequality (5.1).

6. Well-posedness of the surface tension problem (1.7)

In this section, we prove Theorem 1.1 via the κ-independent a priori estimates of Section 4.

6.1. Existence. We obtain a solution v to surface tension problem (1.7) in the limit of ṽ
as the parabolic parameter κ tends to zero. According to Remark 9, β(t) = β in the κ = 0
limit. Letting κ = 0 in Section 4, we therefore conclude that the right-hand side of the
inequality (4.41) depends only on M0 = P (E(0)). That is, for sufficiently small T > 0 the
energy function E(t) defined in (1.9) satisfies

sup
t∈[0,T ]

E(t) ≤ 2M0. (6.1)

The assumption (4.3) on J remains valid by taking T > 0 even smaller if necessary. Hence,

f(t) = ρ0J
−1(t) ≥ 4

3λ.

Taking T > 0 even smaller if necessary, we ensure that ρ(t) = f ◦ η−1(t) satisfies

ρ(t) ≥ λ in Ω(t).

Since p(t) = ρ2(t)− β > −β on Γ(t), the boundary condition (1.1c) establishes that

σH(t) > −β on Γ(t).
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6.2. Optimal regularity for the initial data. In order to obtain the H5(Ω)-regularity
of our existence theory, we assumed that the given initial data is of C∞-class in Section 3.1.
In fact, by virtue of the estimate (6.1), it suffices for the regularity of the initial data to be
such that E(0) < ∞.

6.3. Uniqueness. We define

E(v, t) = 1 +

6∑

a=0

‖∂a
t η(t)‖26−a + |∂4

t v · n(t)|21 +
4∑

a=0

|∂̄2∂a
t η · n(t)|24.5−a.

We suppose that (η1, v1, f1) and (η2, v2, f2) are two solutions of the compressible surface
tension problem (1.7) with E(v, 0), for v = v1, v2, bounded by some M0 > 0.

Then by setting

ζ = η1 − η2, w = v1 − v2, ̺ = [f1]
2 − [f2]

2,

we have that (ζ, w, ̺) satisfies

ζ =

∫ t

0

w in Ω× (0, T ], (6.2a)

ρ0w
i
t + [a1]

k
i ̺,k = [a2 − a1]

k
i ([f2]

2),k in Ω× (0, T ], (6.2b)

̺ = −σ[g1]
αβζ,αβ ·n1 − σ[g1]

αβη2,αβ ·n1

+σ[g2]
αβη2,αβ ·n2 on Γ× (0, T ], (6.2c)

(ζ, w, ̺)|t=0 = (0, 0, 0) on Ω. (6.2d)

We will establish that w = 0. Setting

Eζ(t) =

5∑

a=0

‖∂a
t ζ(t)‖25−a, (6.3)

we follow Section 4 with κ set to zero.
The Lagrangian curl operator curlη1

applied to

wi
t + 2[A1]

k
i f1,k = 2[A2]

k
i f2,k

provides the following vorticity equation for the difference w = v1 − v2:

curlη1
wt = 2ε·ji[A1]

s
j([A2]

k
i f2,k ),s . (6.4)

The time integral of the surface tension problem satisfied by v2 yields

v2 − u0 = −2

∫ t

0

[A2]
k
· f2,k ,

by which we infer that
∫ T

0

‖D2

∫ t

0

[A2]
k
· f2,k ‖23 ≤ T P ( sup

t∈[0,T ]

‖v2(t)‖25) ≤ C T M0.

The curl-estimates for w therefore follow from the analysis proving Lemma 4.2 with the
vorticity equation (6.4) replacing the homogeneous vorticity equation (2.13).

Repeating the energy estimate for the fourth time-differentiated problem in Proposi-

tion 4.1, the highest-order term of the interior forcing term
∫ t

0

∫

Ω ∂4
t [[a2 − a1]

k
i ([f2]

2),k ]w
i
tttt
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obeys

∫ t

0

∫

Ω

[a2 − a1]
k
i ([f2]

2)tttt,k w
i
tttt ≤ C

∫ T

0

‖Dv2ttt‖1‖wtttt‖0 ≤ T P ( sup
t∈[0,T ]

Eζ(t)).

The boundary integral corresponding with

−σ[g1]
αβη2,αβ ·n1 + σ[g2]

αβη2,αβ ·n2 = −σ[g1]
αβη2,αβ · [n1 − n2]− σ[g1 − g2]

αβη2,αβ ·n2

of (6.2c) is similarly bounded.
We notice that with

∫

Ω

ρ20(J1)
−3[a1]

q
p v1ttt

p,q [a1]
s
rw

r
tttt,s =

∫

Ω

ρ20(J1)
−3[a1]

q
p w

p
ttt,q [a1]

s
rw

r
tttt,s

+

∫

Ω

ρ20(J1)
−3[a1]

q
p v2ttt

p,q [a1]
s
rw

r
tttt,s ,

we preserve an energy estimate for ‖[a1]srwr
ttt,s ‖20 in Proposition 4.1.

Following the arguments in Step 3 of Section 4 provides control of the divergence and
normal trace of the functions of Eζ(t). Proposition 2.1 and the initial condition (6.2d) imply
that

sup
t∈[0,T ]

Eζ(t) ≤ T P ( sup
t∈[0,T ]

Eζ(t)),

for the higher-order energy function Eζ(t) defined in (6.3). Using the polynomial-type
inequality (2.19), we infer that w = 0 as desired.

7. The asymptotic limit as surface tension tends to zero

In this section, we establish an existence theory for the zero surface tension limit of (1.7)
via a priori estimates that are independent of the surface tension parameter σ > 0. This
asymptotic limit holds whenever the initial data satisfies the Taylor sign condition (1.15),
and provides the following:

0 < ν

∫

Γ

|∂̄4η · n|2 ≤ −
∫

Γ

1√
g
N jajℓa

k
ℓ (ρ

2
0J

−2),k |∂̄4η · n|2.

We recall that according to Theorem 1.1, a solution to (1.7) satisfies

sup
t∈[0,T ]

5∑

a=0

‖∂a
t η(t)‖25−a + |vttt · n(t)|21 +

2∑

0

|∂̄2∂a
t v · n(t)|22.5−a ≤ Cσ, (7.1)

for a finite bound Cσ > 0 depending on 1/σ. The Taylor-sign-condition assumption of
Theorem 1.2 provides for σ-independent a priori estimates under the higher-order energy
function Eσ(t) defined below in (7.5).

7.1. Assuming C∞-class initial data. In our construction of solutions to the zero surface
tension limit of (1.7), we will assume that the initial data (ρ0, u0,Ω) is of C∞-class and
satisfy the conditions (1.13), (1.15) and (1.16), as in Appendix A. Later, in Section 7.4.2,
we will recover the optimal regularity of the initial data stated in Theorem 1.2.
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7.2. The σ-problem. For σ > 0 taken sufficiently small, solutions to the following problem
are provided by Theorem 1.1. To indicate the dependence on the surface tension paramater
σ of all the variables in the following problem, we place the symbol ` over each of the
variables.

Definition 7.1 (The σ-problem). For σ > 0, we define v̆ as the solution of

ρ0v̆
i
t + ăki (ρ

2
0J̆

−2),k = 0 in Ω× (0, Tσ], (7.2a)

ρ20J̆
−2 = βσ(t)− σğαβ η̆,αβ ·n̆ on Γ× (0, Tσ], (7.2b)

(η̆, v̆)|t=0 = (e, u0) on Ω. (7.2c)

The function βσ(t) appearing in the right-hand side of (7.2b) is defined as

βσ(t) = β +
6∑

a=0

ta

a!
∂a
t [ρ

2
0J̆

−2 − β + σğαβ η̆,αβ ·n̆]
∣
∣
t=0

.

Remark 20. The initial data satisfy the compatibility conditions (1.16). Thus,

βσ(t) = β + σ
6∑

a=0

ta

a!
∂a
t [ğ

αβ η̆,αβ ·n̆]
∣
∣
t=0

. (7.3)

The σ = 0 formal limit of βσ(t) is β. It follows that the σ-problem (7.2) is asymptotically
consistent with the zero surface tension limit of (1.7).

Remark 21. We use (7.2b) to compute the following identities: for a = 0, . . . , 6,

∂a
t [ρ

2
0J̆

−2]|t=0 = ∂a
t βσ(t)|t=0 − σ∂a

t [ğ
αβ η̆,αβ ·n̆]|t=0. (7.4)

7.3. The a priori estimates for the σ-problem. For σ > 0, we define

Eσ(t) = 1 +
7∑

a=0

‖∂a
t η̆(t)‖24.5− 1

2
a +

5∑

a=0

‖∂a
t J̆(t)‖24.5− 1

2
a + ‖∂6

t J̆(t)‖21

+
5∑

a=0

‖√σ∂a
t η̆(t)‖25.5− 1

2
a + ‖√σ∂5

t v̆(t)‖22 +
1∑

a=0

|√σ∂5+a
t v̆ · n̆(t)|22−a

+
3∑

a=0

‖σ∂a
t η̆(t)‖26.5− 1

2
a + ‖σv̆ttt(t)‖24 +

1∑

a=0

|σ∂3+a
t v̆ · n̆(t)|24− 1

2
a + |σ∂5

t v̆ · n̆(t)|22.5. (7.5)

We will allow constants to depend on 1/δ > 0:

Definition 7.2 (Notational convention for constants depending on 1/δ > 0). We let
...
P

denote a generic polynomial with constant and coefficients depending on 1/δ > 0.
We define the constant

...
N0 > 0 by

...
N0 =

...
P(‖u0‖100, ‖ρ0‖100). (7.6)

We let
...
R denote generic lower-order terms satisfying

∫ T

0

...
R ≤

...
N0 + δ sup

t∈[0,T ]

Eσ(t) + T
...
P( sup

t∈[0,T ]

Eσ(t)).

We infer from the estimates (4.4) and (7.1) that for T > 0 taken sufficiently small,

1

2
≤ J̆ ≤ 3

2
for all t ∈ [0, T ] and x ∈ Ω. (7.7a)
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Since the initial data satisfy the Taylor sign condition (1.15), we also assume that

0 < ν ≤ − 1√
ğ
N j ăjℓ ă

k
ℓ (ρ

2
0J̆

−2),k for all t ∈ [0, T ] and x ∈ Γ. (7.7b)

Lemma 7.1 (A priori estimates for the σ-problem). We let v̆ solve the σ-problem (7.2) on
a time-interval [0, T ], for some T = Tσ > 0. Then independent of 1 >> σ > 0,

sup
t∈[0,T ]

Eσ(t) ≤
∫ T

0

...
R. (7.8)

We will establish Lemma 7.1 in the following nine steps:

Step 1: The σ-independent curl-estimates. We infer the following lemma from the
arguments proving Lemma 4.2.

Lemma 7.2 (The σ-independent curl-estimates).

sup
t∈[0,T ]

7∑

a=0

‖ curl∂a
t η̆(t)‖23.5− 1

2
a + sup

t∈[0,T ]

1∑

a=0

‖√σ curl ∂3+a
t v̆(t)‖22.5− 1

2
a + sup

t∈[0,T ]

‖√σ curl∂5
t v̆(t)‖21

+ sup
t∈[0,T ]

3∑

a=0

‖σ curl ∂a
t η̆(t)‖25.5− 1

2
a + sup

t∈[0,T ]

‖σ curl ∂3
t v̆(t)‖23 ≤

∫ T

0

...
R.

Step 2: The σ-independent estimates for ∂7
t J̆ , ∂

6
t J̆ and

√
σ∂6

t v̆ · n̆. We recall that

f̆ = ρ0J̆
−1

is the Lagrangian density. Using the identity J̆−1J̆t = divη̆ v̆, we have that

∂tf̆
2 = −2f̆2 divη̆ v̆,

∂2
t f̆

2 = −2f̆2 divη̆ v̆t − 2(f̆2Ăs
r)tv̆

r,s .

Letting the operator −2[f̆ Ăj
i∂j ]J̆

−1 act in the Euler equations (7.2a) yields

−2f̆2 divη̆ v̆t − 2f̆ Ăj
i

[
Ăk

i (ρ
2
0J̆

−2),k
]
,j = v̆itĂ

j
i f̆

2,j .

Using the Euler equations (7.2a) to write v̆it = −ρ−1
0 ăki f̆

2,k, we infer that f̆2 satisfies

∂2
t f̆

2 − 2f̆ Ăj
i

[
Ăk

i f̆
2,k

]
,j = −ρ−1

0 ăki f̆
2,k Ă

j
i f̆

2,j −2(f̆2Ăj
i )tv̆

i,j
︸ ︷︷ ︸

F̆

. (7.9)

Since F̆ scales like DJ̆ +Dv̆, it follows that ∂6
t F̆ is in L2(Ω).

Similar to the tangential identity (4.14),

ρ0J̆
−1v̆t · η̆,γ = ∂̄γ

[

σğµν η̆,µν ·n̆− βσ(t)
]

on Γ, (7.10)

thanks to the Euler equations (7.2a) and the Laplace-Young boundary condition (7.2b).

Proposition 7.1 (Energy estimates for the action of ∂6
t in the wave-type equation (7.9)).

sup
t∈[0,T ]

‖∂7
t J̆(t)‖20 + sup

t∈[0,T ]

‖∂6
t J̆(t)‖21 + sup

t∈[0,T ]

|√σ∂6
t v̆ · n̆(t)|21 ≤

∫ T

0

...
R.
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Proof. Testing six time-derivatives of (7.9) against ρ−2
0 J̆3∂7

t f̆
2 in the L2(Ω)-inner product,

and integrating by parts with respect to ∂j in the integral −2
∫

Ω
ρ−1
0 ăji∂

6
t

[
ăki f̆

2,k
]
,j ∂

7
t f̆

2

yields

1

2

d

dt

∫

Ω

ρ−2
0 J̆3|∂7

t f̆
2|2 + 2

∫

Ω

ρ−1
0 ∂6

t

[
ăki f̆

2,k
]
ăji∂

7
t f̆

2,j
︸ ︷︷ ︸

I

−2

∫

Γ

ρ−1
0 ∂6

t

[
ăki f̆

2,k
]
ăjiN

j∂7
t f̆

2

︸ ︷︷ ︸

i

=
1

2

∫

Ω

(ρ−2
0 J̆3)t|∂7

t f̆
2|2

︸ ︷︷ ︸
...
R

+2

6∑

l=1

cl

∫

Ω

f̆ Ăj
i

(
∂l
tJ̆

−1∂6−l
t

[
ăki f̆

2,k
])
,j ρ

−2
0 J̆3∂7

t f̆
2

︸ ︷︷ ︸
...
R

+ 2
6∑

l=1

cl

∫

Ω

∂l
t(f̆ Ă

j
i )∂

6−l
t

(
Ăk

i f̆
2,k

)
,j ρ

−2
0 J̆3∂7

t f̆
2

︸ ︷︷ ︸
...
R

+

∫

Ω

∂6
t F̆ ρ−2

0 J̆3∂7
t f̆

2

︸ ︷︷ ︸
...
R

+ 2

∫

Ω

ρ−1
0 ăji (J̆

−1),j ∂
6
t [ã

k
i f̆

2,k ]J̆∂
7
t f̆

2

︸ ︷︷ ︸
...
R

.

(7.11)

We have used the Cauchy-Schwarz inequality to analyze all of the terms in the right-hand

side of (7.11) except for the highest-order terms of
∫

Ω
∂4
t (f̆ Ă

j
i )∂

2
t

(
Ăk

i f̆
2,k

)
,j ρ

−2
0 J̆3∂7

t f̆
2,

where we have used an L4–L4–L2 Hölder inequality.

Writing ∂tf̆
2 = −2ρ20J̆

−3J̆t, it follows that

∂7
t f̆

2 = −2ρ20J̆
−3∂7

t J̆ − 2

6∑

l=1

cl∂
l
t(ρ

2
0J̆

−3)∂7−l
t J̆. (7.12)

The identity (7.12) provides that the equation (7.11) multiplied by 1
2 is equivalent to

d

dt

∫

Ω

ρ20J̆
−3|∂7

t J̆ |2 + I − i =
...
R. (7.13)

Analysis of I in (7.13). We equivalently write

I =

∫

Ω

ρ−1
0 ăki ∂

6
t f̆

2,k ă
j
i∂

7
t f̆

2,j
︸ ︷︷ ︸

Ia

+
5∑

l=0

cl

∫

Ω

ρ−1
0 ∂6−l

t ăki ∂
l
tf̆

2,k ă
j
i∂

7
t f̆

2,j
︸ ︷︷ ︸

Ib,l

.

We have that

Ia =
1

2

d

dt

∫

Ω

ρ−1
0 |ăk· ∂6

t f̆
2,k |2 −

∫

Ω

ρ−1
0 ăki ∂

6
t f̆

2,k ∂tă
j
i∂

6
t f̆

2,j .

Similar to (7.12), we have that ∂6
t f̆

2 is equal to −2f̆2J̆−1∂6
t J̆ plus lower-order terms. Thus,

Ia = 2
d

dt

∫

Ω

ρ−1
0 f̆4|Ăk

· ∂
6
t J̆,k |2 +

...
R.

For
∫ T

0
Ib,l, we integrate by parts with respect to a time-derivative of ∂7

t f̆
2,j . For example,

∫ T

0

Ib,0 =

∫

Ω

ρ−1
0 ∂6

t ă
k
i f̆

2,k ă
j
i∂

6
t f̆

2,j
∣
∣
T

0
−
∫ T

0

∫

Ω

ρ−1
0 ∂t

[
∂6
t ă

k
i f̆

2,k ă
j
i

]
∂6
t f̆

2,j =

∫ T

0

...
R.
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Since ∂6
t ă scales like D∂5

t v̆, the fundamental theorem of calculus ensures a good estimate for

the term evaluated at time t = T . The terms
∫ T

0
Ib,l, l = 1, . . . , 5, are similarly analyzed:

5∑

l=0

Ib,l =
...
R.

This establishes that

I = 2
d

dt

∫

Ω

ρ−1
0 f̆4|Ăk

· ∂
6
t J̆,k |2 +

...
R. (7.14)

Rewriting the boundary integral in (7.13). We use the trace of the action of ∂6
t in the

Euler equations (7.2a) to write i =
∫

Γ
∂7
t f̆

2∂7
t v̆

iăjiN
j , or equivalently,

i =

∫

Γ

∂7
t f̆

2
√

ğ∂7
t v̆ · n̆.

Using the Laplace-Young boundary condition (7.2b), we find that

i =
1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂6

t v̆,α ·n̆√
σ∂6

t v̆,β ·n̆

−σ

∫

Γ

√

ğğαβ∂6
t v̆,α ·n̆t ∂

6
t v̆,β ·n̆

︸ ︷︷ ︸

j1

−1

2

∫

Γ

(
√

ğğαβ)t
√
σ∂6

t v̆,α ·n̆√
σ∂6

t v̆,β ·n̆
︸ ︷︷ ︸

...
R

+ σ

∫

Γ

∂6
t v̆,β ·n̆

√

ğğαβ∂7
t v̆ · n̆,α +σ

∫

Γ

∂6
t v̆,β ·n̆,α

√

ğğαβ∂7
t v̆ · n̆

︸ ︷︷ ︸

j2

+ σ

∫

Γ

∂6
t v̆,β ·n̆(

√

ğğαβ),α ∂7
t v̆ · n̆− σ

6∑

l=0

cl

∫

Γ

ğαβ∂l
tη̆

j ,αβ ∂
7−l
t n̆j

√

ğ∂7
t v̆ · n̆

︸ ︷︷ ︸

j3

− σ

7∑

l=1

cl

∫

Γ

∂l
tğ

αβ∂7−l
t [η̆,αβ ·n̆]

√

ğ∂7
t v̆ · n̆

︸ ︷︷ ︸

j4

+

∫

Γ

∂7
t βσ(t)

√

ğ∂7
t v̆ · n̆

︸ ︷︷ ︸

0

. (7.15)

Analysis of
∫ T

0 j1 in the time-integral of (7.15). The action of ∂̄α∂
5
t in the tangential

identity (7.10) provides that

∂6
t v̆,α ·η̆,γ = ρ−1

0 J̆ [∂̄αγ∂
5
t

(
σğµν η̆,µν ·n̆− ∂5

t βσ(t)
)
− l̆γα], (7.16a)

where l̆γα is such that l̆γα ∈ H−0.5(Γ),
√
σl̆γα ∈ H0.5(Γ) and is given by

l̆γα = ∂6
t v̆ · (η̆,γ ρ0J̆−1),α +

4∑

l=0

cl[∂
a
t v̆t · ∂5−l

t (η̆,γ ρ0J̆
−1)],α . (7.16b)

Setting ℓ̆αβγ = ρ−1
0 J̆

√
ğğαβ ğγδv̆,δ ·n̆ we use the tangential identity (7.16), together with the

outward normal differentiation formula (2.11c), to find that

j1 = σ

∫

Γ

ℓ̆αβγ ∂̄γα∂
5
t (ğ

µν η̆,µν ·n̆) ∂6
t v̆,β ·n̆

︸ ︷︷ ︸

j1′

+

∫

Γ

ℓ̆αβγ
√
σl̆γα

√
σ∂6

t v̆,β ·n̆
︸ ︷︷ ︸

...
R

+
...
R. (7.17)
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We integrate by parts with respect to a time-derivative of ∂6
t v̆,β ·n̆ to write

∫ T

0

j1
′ =

−
∫

Γ

∂̄γ∂
5
t [ğ

µν η̆,µν ·n̆]σ2∂̄α[ℓ̆
αβ
γ ∂5

t v̆,β ·n̆]
︸ ︷︷ ︸

j1
′

A

∣
∣
∣

T

0
+

∫ T

0

σ2

∫

Γ

∂̄γ∂
5
t [ğ

µν η̆,µν ·n̆] ∂̄α[ℓ̆αβγ ∂5
t v̆,β ·n̆t]

︸ ︷︷ ︸

j1
′

B

+

∫ T

0

σ2

∫

Γ

∂̄γ∂
5
t [ğ

µν η̆,µν ·n̆] ∂̄α[∂tℓ̆αβγ ∂5
t v̆,β ·n̆]

︸ ︷︷ ︸

j1
′

C

+

∫ T

0

σ2

∫

Γ

∂̄γ∂
6
t [ğ

µν η̆,µν ·n̆] ∂̄α[ℓ̆αβγ ∂5
t v̆,β ·n̆]

︸ ︷︷ ︸

j1
′

D

.

Since σ∂5
t v̆ · n̆ is in H2.5(Γ), we may take σ sufficiently small so that

|σ∂5
t v̆ · n̆(T )|22 ≤ √

σC|√σ∂5
t v̆(T )|1.5|σ∂5

t v̆ · n̆(T )|2.5 ≤
∫ T

0

...
R.

Thus, the Cauchy-Schwarz inequality provides that

j1
′
A

∣
∣
T

0
= −

∫

Γ

ğµν ∂̄γ [∂
4
t v̆,µν ·n̆]σ2ℓ̆αβγ ∂̄α[∂

5
t v̆,β ·n̆]

∣
∣
T

0
+

∫ T

0

...
R =

∫ T

0

...
R. (7.18)

Since σ∂5
t v̆ · n̆ is in H3.5(Γ), we find by use of an H−0.5(Γ)-duality pairing that

j1
′
B =

√
σ

∫

Γ

∂̄γ [ğ
µνσ∂4

t v̆,µν ·n̆] ℓ̆αβγ
√
σ∂5

t v̆,αβ ·n̆t

︸ ︷︷ ︸
...
R

+

∫ T

0

...
R. (7.19)

We employ the Cauchy-Schwarz inequality to conclude that
∫ T

0

j1
′
C ≤

∫ T

0

...
R. (7.20)

We employ the Cauchy-Schwarz inequality or an H−0.5(Γ)-duality pairing to conclude that
∫ T

0

j1
′
D ≤

∫ T

0

...
R. (7.21)

The inequalities (7.18), (7.19), (7.20), (7.21) establish that
∫ T

0

j1 ≤
∫ T

0

...
R. (7.22)

Analysis of
∫ T

0 j2 in the time-integral of (7.15). We equivalently write j2 as

j2 = σ

∫

Γ

∂6
t v̆,β ·n̆

√

ğğαβ∂7
t v̆ · n̆,α

︸ ︷︷ ︸

j2a

+ σ

∫

Γ

∂6
t v̆,β ·n̆,α

√

ğğαβ∂7
t v̆ · n̆

︸ ︷︷ ︸

j2b

. (7.23)

The action of ∂6
t in the tangential identity (7.10) yields

∂7
t v̆ · η̆,γ = ρ−1

0 J̆ [∂̄γ∂
6
t

(
σğµν η̆,µν ·n̆− ∂6

t βσ(t)
)
− l̆γ ], (7.24a)

where l̆γ is such that
√
σl̆γ is in H0.5(Γ) and is given by

l̆γ =
5∑

l=0

cl∂
l
tv̆t · ∂6−l

t (η̆,γ ρ0J̆
−1). (7.24b)
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Letting ℓ̆βγ = −ρ−1
0 J̆

√
ğğαβ ğγδη̆,δα ·n̆ and using the tangential identity (7.24), we have that

j2a = −σ2

∫

Γ

[∂6
t v̆,β ·n̆ℓ̆βγ ],γ ∂6

t [ğ
µν η̆,µν ·n̆]

︸ ︷︷ ︸

j2a′

+
...
R.

We integrate by parts with respect to a time-derivative of ∂6
t v̆,β in order to write

−
∫ T

0

j2a
′ = −σ2

∫

Γ

[ℓ̆βγ ∂
5
t v̆,β ·n̆],γ ∂6

t [ğ
µν η̆,µν ·n̆]

∣
∣
∣

T

0
+

∫ T

0

σ2

∫

Γ

[ℓ̆βγ ∂
5
t v̆,β ·n̆t],γ ∂6

t [ğ
µν η̆,µν ·n̆]

+

∫ T

0

σ2

∫

Γ

∂t[ℓ̆
β
γ ∂

5
t v̆,β ·n̆],γ ∂6

t [ğ
µν η̆,µν ·n̆] +

∫ T

0

σ2

∫

Γ

[ℓ̆βγ ∂
5
t v̆,β ·n̆],γ ∂7

t [ğ
µν η̆,µν ·n̆]

=

∫ T

0

σ2

∫

Γ

[ℓ̆βγ ∂
5
t v̆,β ·n̆],γ ğµν∂6

t v̆,µν ·n̆
︸ ︷︷ ︸

j2a′′

+

∫ T

0

...
R.

We write
∫ T

0

j2a
′′ =

∫ T

0

σ2

∫

Γ

ℓ̆βγ ∂
5
t v̆,βγ ·n̆ ğµν∂6

t v̆,µν ·n̆
︸ ︷︷ ︸

j2a′′′

+

∫ T

0

σ2

∫

Γ

∂5
t v̆,β ·[n̆ℓ̆βγ ],γ ğµν∂6

t v̆,µν ·n̆
︸ ︷︷ ︸

j

.

Using integration by parts with respect to a time-derivative of ∂6
t v̆,µν , we conclude that

∫ T

0
j =

∫ T

0

...
R. Letting ℓ̆ = ρ−1

0 J̆
√
ğ ğγδη̆,γδ ·n̆ we utilize the symmetry of ℓ̆βγ to exchange ∂̄α

and ∂̄γ via integration by parts for
∫ T

0

j2a
′′′ =

1

2

∫

Γ

ℓ̆ |ğµνσ∂5
t v̆,µν ·n̆|2

∣
∣
∣

T

0

−
∫ T

0

σ2

∫

Γ

ℓ̆ ∂5
t v̆,αβ ·n̆ ∂5

t v̆,µν ·(nğµν)t −
1

2

∫ T

0

∫

Γ

ℓ̆t |ğµνσ∂5
t v̆,µν ·n̆|2 =

∫ T

0

...
R. (7.25)

We have thus established that
∫ T

0

j2a =

∫ T

0

...
R.

The analysis of
∫ T

0
j2b is similar. We set ℓ̆γβ =

√
ğğαβ ğγδη̆,δα ·n̆ and write

∫ T

0

j2b = −σ
3
2

∫

Γ

∂6
t v̆ ·

[

n̆,α
√

ğğαβ
√
σ∂6

t v̆ · n̆
]

,β

∣
∣
∣

T

0
−
∫ T

0

σ2

∫

Γ

∂6
t v̆

j ,β [n̆
j ,α

√

ğğαβn̆i]t ∂
6
t v̆

i

+

∫ T

0

σ2

∫

Γ

ℓ̆γβ ∂7
t v̆,β ·η̆,γ ∂6

t v̆ · n̆
︸ ︷︷ ︸

j2b
′

=

∫ T

0

...
R+

∫ T

0

j2b
′.

Regarding
∫ T

0 j2b
′, we use the identity

∂7
t v̆,β ·η̆,γ = ρ−1

0 J̆ [∂̄βγ∂
6
t

(
ğµν η̆,µν ·n̆− βσ(t)

)
− l̆′βγ ], (7.26)

where l̆′βγ = ∂7
t v̆ · η̆,γβ ρ0J̆−1 + ∂7

t v̆ · η̆,γ (ρ0J̆−1),β +∂̄β l̆γ , with l̆γ given by (7.24b). We

integrate by parts with respect to ∂̄βγ in σ3
∫ T

0

∫

Γ
ρ−1
0 J̆ ∂̄βγ∂

6
t [ğ

µν η̆,µν ·n̆] ℓ̆γβ ∂6
t v̆ · n̆, where

the highest-order term produced by ∂̄βγ-integration by parts is (7.25). To estimate the

integral where ∂̄β l̆γ appears, we have the choice of integration by parts with respect to ∂̄β
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or an H−0.5(Γ)-duality pairing. In the integral where ∂7
t v̆ · η̆,γ (ρ0J̆−1),β appears, we use

the identity (7.24). Thus, we conclude that
∫ T

0
j2b

′ =
∫ T

0

...
R and

∫ T

0

j2 ≤
∫ T

0

...
R. (7.27)

Analysis of
∫ T

0
j3 in the time-integral of (7.15). We equivalently write j3 as

j3 = σ

∫

Γ

∂6
t v̆,β ·n̆(

√

ğğαβ),α ∂7
t v̆ · n̆

︸ ︷︷ ︸

j3a

−
6∑

l=0

cl σ

∫

Γ

√

ğğαβ∂l
tη̆

j ,αβ ∂
7−l
t n̆j ∂7

t v̆ · n̆
︸ ︷︷ ︸

j3b,l

.

We infer from our analysis of (4.25) that

−
∫ T

0

j3b,0 =

∫ T

0

σ

∫

Γ

√

ğ ğαβ ğγδη̆,αβ ·η̆,γ ∂6
t v̆,δ ·n̆ ∂7

t v̆ · n̆
︸ ︷︷ ︸

−j3a

+

∫ T

0

...
R.

Hence,

j3 = −
6∑

l=1

cl j3b,l +
...
R.

The terms
∫ T

0
j3b,l for l = 1, . . . , 5, are analyzed by integrating by parts with respect to a

time-derivative of ∂7
t v̆ and then using elementary estimates. Thus,

j3 = −j3b,6 +
...
R.

Integration by parts with respect to a time-derivative of ∂7
t v̆ yields

∫ T

0

j3b,6 = −
∫ T

0

σ

∫

Γ

√

ğğαβ∂6
t v̆,αβ ·n̆t ∂

6
t v̆ · n̆+

∫ T

0

...
R

=

∫ T

0

σ

∫

Γ

√

ğğαβ∂6
t v̆,β ·n̆t ∂

6
t v̆,α ·n̆

︸ ︷︷ ︸

j3b,6′

+

∫ T

0

...
R.

Letting ℓ̆γαβ =
√
ğğαβ ğγδv̆,δ ·n̆, we once again integrate by parts with respect to time:

∫ T

0

j3b,6
′ = −

∫

Γ

∂6
t v̆,β ·

[

η̆,γ ℓ̆
γ
αβσ∂

5
t v̆,α ·n̆

]

,β

∣
∣
∣

T

0

−
∫ T

0

σ

∫

Γ

∂6
t v̆

j ,β ∂
5
t v̆

i,α ·(n̆i η̆j ,β ℓ̆γαβ)t −
∫ T

0

σ

∫

Γ

ℓ̆γαβ ∂
7
t v̆,β ·η̆,γ ∂5

t v̆,α ·n̆
︸ ︷︷ ︸

j

= −
∫ T

0

j+

∫ T

0

...
R.

We conclude via the tangential identity (7.26) that j =
...
R. Hence,

∫ T

0

j3 ≤
∫ T

0

...
R. (7.28)
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Analysis of
∫ T

0
j4 in the time-integral of (7.15). We integrate by parts with respect to

a time-derivative of ∂7
t v̆ in the

∫ T

0
j4-terms and, if need be, spatially integrate by parts. For

example, letting j4 =
∑7

l=1 j4,l, we find that after integration by parts with respect to time,
∫ T

0

j4,1 =

∫ T

0

σ

∫

Γ

(
√

ğğαβ)t∂
7
t (η̆,αβ ·n̆) ∂6

t v̆ · n̆+

∫ T

0

...
R

= −
∫ T

0

σ

∫

Γ

∂6
t v̆,α ·∂̄β [n̆ (

√

ğğαβ)t∂
6
t v̆ · n̆] +

∫ T

0

...
R =

∫ T

0

...
R.

Similarly, integration by parts with respect to time provides for the expression

6∑

l=2

∫ T

0

j4,l =

∫ T

0

...
R.

Finally, using the differentiation formulas (2.10a) and (2.10b),
∫ T

0

j4,7 =

∫ T

0

∫

Γ

√

ğ(2ğαµğνβ − ğαβ ğµν) ∂6
t v̆,µ ·η̆,ν η̆,αβ ·n̆ ∂7

t v̆ · n̆+

∫ T

0

...
R =

∫ T

0

...
R,

where the second equality follows from our above analysis of
∫ T

0
j2b.

Hence,
∫ T

0

j4 ≤
∫ T

0

...
R. (7.29)

Rewriting equation (7.13). The inequalities (7.22), (7.27), (7.28), (7.29) provide that the
boundary integral i expressed as (7.15) satisfies

i =
1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂6

t v̆,α ·n̆√
σ∂6

t v̆,β ·n̆+
...
R. (7.30)

Using the identities (7.14) and (7.30), we have that (7.13) is equivalently written as

d

dt

∫

Ω

ρ20J̆
−3|∂7

t J̆ |2 + 2
d

dt

∫

Ω

ρ−1
0 f̆4|Ăk

· ∂
6
t J̆,k |2 +

1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂6

t v̆,α ·n̆√
σ∂6

t v̆,β ·n̆ =
...
R.

(7.31)

The time-integral of (7.31) completes the proof. �

Step 3: The energy estimates for the action of ∂̄a∂8−2a
t , a = 1, 2, 3, 4. We define the

vector ăkα as η̆,α ·ăk· and let the vector ăkn̆ be defined as n̆ · ăk· . Using these vector identities,
we decompose the cofactor matrix ă as

ăkr = ăkαğ
αβ η̆r,β +ăkn̆n̆

r on Γ. (7.32)

Since ăk· N
k =

√
ğn̆ by the formula (2.9), it follows that

ă·n̆ =
1√
ğ
N j ăjℓ ă

·
ℓ. (7.33)

According to the identity (7.33), the lower-bound (7.7b) is equivalently stated as

0 <
ν

2
≤ −ăkn̆(ρ

2
0J̆

−2),k . (7.34)

Proposition 7.2 (Energy estimates for the action of ∂̄∂6
t in the Euler equations (7.2a)).

sup
t∈[0,T ]

‖∂̄∂6
t v̆(t)‖20 + sup

t∈[0,T ]

|√σ∂̄∂5
t v̆ · n̆(t)|21 + sup

t∈[0,T ]

|∂̄∂5
t v̆ · n̆(t)|20 ≤

∫ T

0

...
R.
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Proof. Testing the action of ∂̄∂6
t in the Euler equations (7.2a) against ∂̄∂6

t v̆ in the L2(Ω)-

inner product, and integrating by parts in the integral
∫

Ω ăki ∂̄∂
6
t (ρ

2
0J̆

−2),k ∂̄∂
6
t v̆

i yields
∫

Ω

∂̄∂6
t [ρ0v̆

i
t]∂̄∂

6
t v̆

i +

∫

Ω

∂̄∂6
t ă

k
i [ρ

2
0J̆

−2],k ∂̄∂
6
t v̆

i

︸ ︷︷ ︸

K

−
∫

Ω

∂̄∂6
t [ρ

2
0J̆

−2]ăki ∂̄∂
6
t v̆

i,k
︸ ︷︷ ︸

I

+

∫

Γ

∂̄∂6
t [ρ

2
0J̆

−2]ăki ∂̄∂
6
t v̆

iNk

︸ ︷︷ ︸

i

=
...
R. (7.35)

We used the Cauchy-Schwarz inequality or an L4–L4–L2 Hölder inequality to analyze the
lower-order terms in (7.35).

Analysis of I in (7.35). We have that

−I =
d

dt

∫

Ω

ρ20J̆
−3|∂̄∂6

t J̆ |2
︸ ︷︷ ︸

∫
T

0

...
R

+

∫

Ω

∂̄∂6
t (ρ

2
0J̆

−2)∂̄∂6
t ă

k
i v̆

i,k
︸ ︷︷ ︸

I1

+

∫

Ω

∂̄∂6
t (ρ

2
0J̆

−2)∂tă
k
i ∂̄∂

5
t v̆

i,k
︸ ︷︷ ︸

I2

+
...
R.

Integration by parts with respect to a time-derivative of ∂6
t (ρ

2
0J̆

−2) yields
∫ T

0

I1 = −
∫

Ω

∂̄
[

∂̄∂5
t (ρ

2
0J̆

−2)v̆i,k

]

∂6
t ă

k
i

∣
∣
T

0

︸ ︷︷ ︸

I1A

−
∫ T

0

∫

Ω

∂̄∂5
t (ρ

2
0J̆

−2)∂t
(
∂̄∂6

t ă
k
i v̆

i,k
)

︸ ︷︷ ︸

I1B

. (7.36)

Since ∂5
t J̆ is in H2(Ω) and the highest-order term of ∂6

t ă
k
i scales like D∂5

t v̆, the term I1A is

bounded by
∫ T

0

...
R thanks to the fundamental theorem of calculus. Since the analysis of I1B

is similar, we have established that I1 =
...
R. Similarly, I2 =

...
R. Thus,

I =
...
R. (7.37)

Analysis of K in (7.35). From the differentiation formula (2.6) we infer that

K =

∫

Ω

J̆−1
(
ăsră

k
i − ăsi ă

k
r

)
∂̄∂5

t v̆
r,s (ρ

2
0J̆

−2),k ∂̄∂
6
t v̆

i +
...
R.

Since ăsr∂̄∂
5
t v̆

r,s is equal to ∂̄∂6
t J̆ plus lower-order terms, we write

K = −
∫

Ω

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

r,s ă
s
i ∂̄∂

6
t v̆

i +
...
R

=

∫

Ω

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

răsi ∂̄∂
6
t v̆

i,s
︸ ︷︷ ︸

K′

−
∫

Γ

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

răsi ∂̄∂
6
t v̆

iNs

︸ ︷︷ ︸

k

+
...
R.

Integrating by parts with respect to a time-derivative of ∂̄∂6
t v̆

i,s yields
∫ T

0

K′ =

∫

Ω

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

răsi ∂̄∂
5
t v̆

i,s
∣
∣
T

0

︸ ︷︷ ︸
∫

T

0

...
R

−
∫ T

0

∫

Ω

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

răsi ∂̄∂
5
t v̆

i,s
︸ ︷︷ ︸

...
R

−
∫ T

0

∫

Ω

J̆−1ăkr (ρ
2
0J̆

−2),k ∂̄∂
5
t v̆

r(ăsi )t∂̄∂
5
t v̆

i,s
︸ ︷︷ ︸

K′′

,
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where we have again used that ăsi ∂̄∂
5
t v̆

i,s is equal to ∂̄∂
6
t J̆ plus lower-order terms. Lemma 2.5

provides that

∫ T

0

K′′ ≤ C

∫ T

0

‖∂̄∂5
t v̆‖0.5‖∂̄D∂5

t v̆‖H0.5(Ω)′ ≤ C

∫ T

0

‖∂5
t v̆‖21.5 ≤

∫ T

0

...
R.

The decomposition (7.32) provides that

−k = −
∫

Γ

√

ğ(ρ20J̆
−2),α ∂̄∂5

t v̆ · η̆,β ğαβ ∂̄∂6
t v̆ · n̆

︸ ︷︷ ︸

k1

−
∫

Γ

√

ğJ̆−1ăkn̆(ρ
2
0J̆

−2),k ∂̄∂
5
t v̆ · n̆ ∂̄∂6

t v̆ · n̆
︸ ︷︷ ︸

k2

.

We have used the identities J̆−1ă = Ă and η̆,α ·Ăk
· = δkα, where δkα is the Kronecker delta,

in writing k1. Thanks to the Laplace-Young boundary condition (7.2b), we have that

k1 =

∫

Γ

√

ğ(βσ(t)),α ∂̄∂5
t v̆ · η̆,β ğαβ ∂̄∂6

t v̆ · n̆−
∫

Γ

√

ğ(ğµν η̆,µν ·n̆),α
√
σ∂̄∂5

t v̆ · η̆,β ğαβ
√
σ∂̄∂6

t v̆ · n̆
︸ ︷︷ ︸

...
R

.

We have used the identity (7.3) to deduce that ∂̄βσ(t) scales like σ in L∞(Γ) in the first
term on the right-hand side and we have used an L4–L4–L2 Hölder inequality in the second
term on the right-hand side. We also have that

−k2 =
1

2

d

dt

∫

Γ

√

ğJ̆−1[−ăkn̆(ρ
2
0J̆

−2),k ]|∂̄∂5
t v̆ · n̆|2

+
1

2

∫

Γ

∂t
(√

ğJ̆−1ăkn̆(ρ
2
0J̆

−2),k
)
|∂̄∂5

t v̆ · n̆|2
︸ ︷︷ ︸

...
R

+

∫

Γ

√

ğJ̆−1ăkn̆(ρ
2
0J̆

−2),k ∂̄∂
5
t v̆ · n̆∂̄∂5

t v̆ · n̆t

︸ ︷︷ ︸
...
R

.

Hence,

K =
1

2

d

dt

∫

Γ

√

ğJ̆−1[−ăkn̆(ρ
2
0J̆

−2),k ]|∂̄∂5
t v̆ · n̆|2 +

...
R. (7.38)
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Analysis of i in (7.35). Using the Laplace-Young boundary condition (7.2b), we find that

i =
1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂̄∂5

t v̆,α ·n̆√
σ∂̄∂5

t v̆,β ·n̆− σ

∫

Γ

√

ğ∂5
t v̆,αβ ·∂̄(n̆ğαβ)∂̄∂6

t v̆ · n̆
︸ ︷︷ ︸

j1

−σ

∫

Γ

√

ğğαβ ∂̄∂5
t v̆,α ·n̆t ∂̄∂

5
t v̆,β ·n̆

︸ ︷︷ ︸

j2

−1

2

∫

Γ

(
√

ğğαβ)t
√
σ∂̄∂5

t v̆,α ·n̆√
σ∂̄∂5

t v̆,β ·n̆
︸ ︷︷ ︸

...
R

+

∫

Γ

σ∂̄∂5
t v̆,β ·n̆

√

ğğαβ∂̄∂6
t v̆ · n̆,α

︸ ︷︷ ︸
...
R

+ σ

∫

Γ

∂̄∂5
t v̆,β ·n̆,α

√

ğğαβ ∂̄∂6
t v̆ · n̆

︸ ︷︷ ︸

j3

+ σ

∫

Γ

∂̄∂5
t v̆,β ·n̆(

√

ğğαβ),α ∂̄∂6
t v̆ · n̆

︸ ︷︷ ︸
...
R

+

5∑

l=0

cl

∫

Γ

ğαβ∂l
tη̆

j ,αβ ∂
6−l
t n̆j ∂̄

(
σ
√

ğ∂̄∂6
t v̆ · n̆

)

︸ ︷︷ ︸

j4

+
6∑

l=1

cl

∫

Γ

∂l
t ğ

αβ∂6−l
t [η̆,αβ ·n̆]∂̄

(
σ
√

ğ∂̄∂6
t v̆ · n̆

)

︸ ︷︷ ︸

j5

+

∫

Γ

∂̄∂6
t βσ(t)∂̄∂

6
t v̆ · n̆

︸ ︷︷ ︸
...
R

. (7.39)

We integrate by parts with respect to a time-derivative of ∂̄∂6
t v̆ · n̆ to write

∫ T

0

j1 =

−
∫

Γ

√

ğ∂5
t v̆,α ·

[

∂̄(n̆ğαβ)σ∂̄∂5
t v̆ · n̆

]

,β
∣
∣
T

0
−
∫ T

0

∫

Γ

√

ğ
√
σ∂5

t v̆,αβ ·∂̄(n̆ğαβ)
√
σ∂̄∂5

t v̆ · n̆t

+

∫ T

0

∫

Γ

∂5
t v̆,α ·

[

[∂̄(n̆ğαβ)
√

ğ]tσ∂̄∂
5
t v̆ · n̆

]

,β +

∫ T

0

∫

Γ

√

ğ∂6
t v̆,α ·

[

∂̄(n̆ğαβ)σ∂̄∂5
t v̆ · n̆

]

,β .

Since σ∂5
t v̆ · n̆ ∈ H2.5(Γ), it follows that

∫ T

0

j1 =

∫ T

0

...
R.

Similarly, integration by parts with respect to a time-derivative of ∂̄∂5
t v̆,β ·n̆ yields

∫ T

0

j2 =

∫ T

0

...
R.

Since
√
σ∂5

t v̆ · n̆ ∈ H2(Γ) and
√
σ∂4

t v̆ ∈ H2.5(Γ), for the l = 5 term of j4, we have that
∫ T

0

∫

Γ

ğαβ∂4
t v̆

j ,αβ ∂tn̆
j ∂̄

(
σ
√

ğ∂̄∂6
t v̆ · n̆

)
=

∫

Γ

ğαβ
√
σ∂4

t v̆
j ,αβ ∂tn̆

j ∂̄
(√

σ
√

ğ∂̄∂5
t v̆ · n̆

)∣
∣
T

0
−
∫ T

0

∫

Γ

ğαβ
√
σ∂4

t v̆
j ,αβ ∂tn̆

j ∂̄
(√

σ
√

ğ∂̄∂5
t v̆ · n̆t

)

−
∫ T

0

∫

Γ

∂4
t v̆

j ,αβ (∂tn̆
j ğαβ)t ∂̄

(
σ
√

ğ∂̄∂5
t v̆ · n̆

)
−
∫ T

0

∫

Γ

ğαβ∂5
t v̆

j ,αβ ∂tn̆
j ∂̄

(
σ
√

ğ∂̄∂5
t v̆ · n̆

)

=

∫ T

0

...
R−

∫ T

0

∫

Γ

ğαβ∂5
t v̆

j ,αβ ∂tn̆
j ∂̄

(
σ
√

ğ∂̄∂5
t v̆ · n̆

)
=

∫ T

0

...
R.
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The last equality follows from the analysis of
∫ T

0
j2. Since the analysis of j5 and the l =

0, . . . , 4 terms of j4 are similarly established, we infer that (7.39) is equally written as

i =
1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂̄∂5

t v̆,α ·n̆√
σ∂̄∂5

t v̆,β ·n̆+
...
R. (7.40)

The time-integral of (7.35). Using the identities (7.37), (7.38) and (7.40) in the time-
integral of the equation (7.35) completes the proof. �

Proposition 7.3 (Energy estimates for the action of ∂̄2∂4
t in the Euler equations (7.2a)).

sup
t∈[0,T ]

‖∂̄2∂4
t v̆(t)‖20 + sup

t∈[0,T ]

|√σ∂̄2v̆ttt · n̆(t)|21 + sup
t∈[0,T ]

|∂̄2v̆ttt · n̆(t)|20 ≤
∫ T

0

...
R.

Proof. Testing the action of ∂̄2∂4
t in the Euler equations (7.2a) against ∂̄2∂4

t v̆ in the L2(Ω)-

inner product, and integrating by parts in the integral
∫

Ω
ăki ∂̄

2∂4
t (ρ

2
0J̆

−2),k ∂̄
2∂4

t v̆
i yields

∫

Ω

∂̄2∂4
t [ρ0v̆

i
t]∂̄

2∂4
t v̆

i +

∫

Ω

∂̄2∂4
t ă

k
i [ρ

2
0J̆

−2],k ∂̄
2∂4

t v̆
i

︸ ︷︷ ︸

K

−
∫

Ω

∂̄2∂4
t [ρ

2
0J̆

−2]ăki ∂̄
2∂4

t v̆
i,k

︸ ︷︷ ︸

I

+

∫

Γ

∂̄2∂4
t [ρ

2
0J̆

−2]ăki ∂̄
2∂4

t v̆
iNk

︸ ︷︷ ︸

i

=
...
R.

The analysis of K and i follows from the proof of Proposition 7.2. Hence,

1

2

d

dt

∫

Ω

ρ0|∂̄2∂4
t v̆|2 +

1

2

d

dt

∫

Γ

√

ğJ̆−1[−ăkn̆(ρ
2
0J̆

−2),k ]|∂̄2v̆ttt · n̆|2

+
1

2

d

dt

∫

Γ

√

ğğαβ
√
σ∂̄2v̆ttt,α ·n̆√

σ∂̄2v̆ttt,β ·n̆ =
...
R+ I. (7.41)

We have that

−I =
d

dt

∫

Ω

ρ20J̆
−3|∂̄2∂4

t J̆ |2
︸ ︷︷ ︸

∫
T

0

...
R

+

∫

Ω

∂̄2∂4
t (ρ

2
0J̆

−2)∂̄2∂4
t ă

k
i v̆

i,k +

∫

Ω

∂̄2∂4
t (ρ

2
0J̆

−2)∂tă
k
i ∂̄

2∂3
t v̆

i,k +
...
R.

Since ∂̄2∂4
t J̆ is in H0.5(Ω), we use Lemma 2.5 to conclude that

I =
...
R. (7.42)

Using (7.42) in the time-integral of (7.41) completes the proof. �

We infer the following two propositions from the proof of Proposition 7.3:

Proposition 7.4 (Energy estimates for the action of ∂̄3∂2
t in the Euler equations (7.2a)).

sup
t∈[0,T ]

‖∂̄3v̆tt(t)‖20 + sup
t∈[0,T ]

|√σ∂̄3v̆t · n̆(t)|21 + sup
t∈[0,T ]

|∂̄3v̆t · n̆(t)|20 ≤
∫ T

0

...
R.

Proposition 7.5 (Energy estimates for the action of ∂̄4 in the Euler equations (7.2a)).

sup
t∈[0,T ]

‖∂̄4v̆(t)‖20 + sup
t∈[0,T ]

|√σ∂̄4η̆ · n̆(t)|21 + sup
t∈[0,T ]

|∂̄4η̆ · n̆(t)|20 ≤
∫ T

0

...
R.
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Step 4: The σ-independent higher-order estimates via Proposition 2.1.

Lemma 7.3 (The σ-independent lower-order estimates for ∂a
t J̆ , a = 0, . . . , 7).

sup
t∈[0,T ]

7∑

a=0

‖∂a
t J̆(t)‖23.5− 1

2
a ≤

∫ T

0

...
R.

Proof. The a = 6 and a = 7 cases are provided by Proposition 7.1. The higher-order
estimates for a = 0, . . . , 5, are established by interpolation and the fundamental theorem of
calculus. For example, using that ∂6

t J̆ is in H1(Ω)

sup
t∈[0,T ]

‖∂5
t J̆(t)‖21.5 ≤ Cδ sup

t∈[0,T ]

‖∂5
t J̆(t)‖21 + δ sup

t∈[0,T ]

‖∂5
t J̆(t)‖22 ≤

∫ T

0

...
R.

�

Lemma 7.4 (The σ-independent normal trace-estimates for ∂a
t η̆, a = 0, . . . , 7).

sup
t∈[0,T ]

7∑

a=0

|∂a
t η̆(t) ·N |24− 1

2
a ≤

∫ T

0

...
R.

Proof. By Lemma 2.2,

sup
t∈[0,T ]

|∂̄∂6
t v̆(t) ·N |2−0.5 ≤ C sup

t∈[0,T ]

(

‖∂̄∂6
t v̆(t)‖20 + ‖ div ∂6

t v̆(t)‖20
)

≤
∫ T

0

...
R,

thanks to the estimates stated in Proposition 7.2 and Lemma 7.3. Using the same argument,
the L2(Ω)-estimates for ∂̄3v̆tt and ∂̄4v̆ respectively given in Propositions 7.4 and 7.5, and
the divergence-estimates given by Lemma 7.3 provide that

sup
t∈[0,T ]

3∑

a=0

|∂2a
t v̆(t) ·N |23.5−a ≤

∫ T

0

...
R.

Using the fundamental theorem of calculus, the normal trace-estimates stated in Proposi-
tions 7.2, 7.3 and 7.5 complete the proof. �

Via Proposition 2.1, the estimates stated in Lemmas 7.2, 7.3 and 7.4 establish

Proposition 7.6 (The σ-independent estimates for ∂a
t η̆, a = 0, . . . , 7).

sup
t∈[0,T ]

7∑

a=0

‖∂a
t η̆(t)‖24.5− 1

2
a ≤

∫ T

0

...
R.

Via Proposition 2.1, the estimates stated in Lemma 7.2 and Proposition 7.2 establish

Proposition 7.7 (The σ-independent estimate for
√
σ∂5

t v̆).

‖√σ∂5
t v̆(t)‖22 ≤

∫ T

0

...
R.
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Step 5: The σ-independent higher-order estimates via interpolation.

Proposition 7.8 (The σ-independent estimates for
√
σ∂a

t η̆, a = 0, . . . , 3).

sup
t∈[0,T ]

3∑

a=0

‖√σ∂a
t η̆(t)‖25.5− 1

2
a ≤

∫ T

0

...
R.

Proof. We note that by use of interpolation and Young’s inequality,

sup
t∈[0,T ]

‖√ση̆(t)‖25.5 ≤ Cδ sup
t∈[0,T ]

‖η̆(t)‖24.5 + δ sup
t∈[0,T ]

‖ση̆(t)‖25.5.

It follows that the estimates given in Proposition 7.6 complete the proof. �

Step 6: The σ-independent higher-order estimates via the Euler equations (7.2a).

Proposition 7.9 (The σ-independent estimates for ∂a
t J̆ , a = 0, . . . , 5).

sup
t∈[0,T ]

5∑

a=0

‖∂a
t J̆(t)‖24.5− 1

2
a ≤

∫ T

0

...
R.

Proof. We infer from the ath time-derivative of the Euler equations (7.2a) that

sup
t∈[0,T ]

‖∂a
t J̆(t)‖24.5− 1

2
a ≤ C sup

t∈[0,T ]

‖∂a
t Ă(t)‖23.5− 1

2
a + C sup

t∈[0,T ]

‖∂a
t v̆t(t)‖23.5− 1

2
a +

∫ T

0

...
R.

The highest-order term of ∂a
t Ă scales like ĂĂD∂a

t η̆. Hence, the estimates stated in Propo-
sition 7.6 complete the proof. �

Given Proposition 7.9, we now establish

Proposition 7.10 (The σ-independent estimates for
√
σ∂4

t v̆ and
√
σv̆ttt via Proposition 2.1).

sup
t∈[0,T ]

1∑

a=0

‖√σ∂3+a
t v̆(t)‖23.5− 1

2
a ≤

∫ T

0

...
R.

Proof. Via Proposition 2.1, the estimates stated in Lemma 7.2 and Propositions 7.3 and 7.9
establish the estimate for

√
σv̆ttt. For

√
σ∂4

t v̆, we have that

|√σ∂4
t v̆ · n̆(t)|22.5 ≤ Cδ|∂4

t v̆ · n̆(t)|21.5 + δ|σ∂4
t v̆ · n̆(t)|23.5 ≤

∫ T

0

...
R,

thanks to the estimate for ∂4
t v̆ stated in Proposition 7.6. Hence, we infer via Proposition 2.1

the estimate for
√
σ∂4

t v̆ from the estimates stated in Lemma 7.2 and Proposition 7.9. �

Step 7: The σ-independent higher-order estimates for σ∂a
t η̆, a = 0, . . . , 4.

Lemma 7.5 (The σ-independent normal trace-estimates for σ∂a
t η̆, a = 0, . . . , 4).

sup
t∈[0,T ]

3∑

a=0

|σ∂̄2∂a
t η̆ · n̆(t)|24− 1

2
a + sup

t∈[0,T ]

|σ∂3
t v̆ · n̆(t)|23.5 ≤

∫ T

0

...
R.

Proof. The estimates for ∂a
t J̆ given in Proposition 7.9 and the fundamental theorem of

calculus provide that the ath time-derivative of the Laplace-Young boundary condition
(7.2b) yields the desired estimates. �
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Proposition 7.11 (The σ-independent estimates for σ∂a
t η̆, a = 0, . . . , 4).

sup
t∈[0,T ]

3∑

a=0

‖σ∂a
t η̆(t)‖26.5− 1

2
a + sup

t∈[0,T ]

‖σ∂3
t v̆(t)‖24 ≤

∫ T

0

...
R.

Proof. Since σ <
√
σ, we infer from the proof of Proposition 7.9 that the estimates for√

σ∂a
t v̆, a = 3, 4, 5, stated in Propositions 7.7 and 7.10 establish the divergence-estimates

for σv̆t, σv̆tt and σv̆ttt. Similarly, the estimates for
√
σ∂a

t v̆, a = 1, 2, stated in Proposition 7.8
establish the divergence-estimates for σv̆ and ση̆. Via Proposition 2.1, the estimates stated
in Lemmas 7.2 and 7.5 therefore complete the proof. �

Step 8: The σ-independent improved boundary-regularity estimates. Considering
the action of ∂a

t , a = 4, 5, 6, in the Laplace-Young boundary condition (7.2b), we notice that
the estimates stated in Propositions 7.9 and 7.11 establish

Proposition 7.12 (The σ-independent estimates for σ∂a
t v̆ · n̆, a = 3, 4, 5).

sup
t∈[0,T ]

1∑

a=0

|σ∂3+a
t v̆ · n̆(t)|24− 1

2
a + sup

t∈[0,T ]

|σ∂5
t v̆ · n̆(t)|22.5 ≤

∫ T

0

...
R.

Step 9: Concluding the proof of Lemma 7.1. The sum of the estimates given in
Propositions 7.1–7.12 completes the proof of Lemma 7.1. Taking δ sufficiently small in the
inequality (7.8) yields a polynomial-type inequality of the form (2.19). Hence, there exists
T > 0 that is independent of σ > 0 and verifies

sup
t∈[0,T ]

Eσ(t) ≤ 2
...
N0. (7.43)

7.4. The proof of Theorem 1.2.

7.4.1. Existence. Assuming that the initial data (ρ0, u0,Ω) is of C
∞-class, as in Section 7.1,

we have that M0 = P (E(0)) < ∞ where the higher-order energy function E(t) is de-
fined by (1.9). Since the difference of the compatibility conditions (1.14) and (7.4) is in
C∞(Γ), we repeat the proof of Theorem 1.1 to obtain the existence of a solution v̆ to the
σ-problem (7.2). The σ-independent estimate (7.43) and standard compactness arguments
establish the strong convergence, as σ tends to zero,

η̆ → η in L2(0, T ;H3.5(Ω)),

v̆t → vt in L2(0, T ;H2.5(Ω)).

Letting φ ∈ L2(0, T ;H1(Ω)), we have that the variational form of (7.2) is
∫ T

0

∫

Ω

ρ0v̆t · φ−
∫ T

0

∫

Ω

ρ20J̆
−2ăki φ

i,k +

∫ T

0

∫

Γ

βσ(t)
√

ğφ · n̆ = σ

∫ T

0

∫

Γ

√

ğğµν η̆,µν ·n̆ φ · n̆.

The strong convergence of the sequences (η̆, v̆t) and the pointwise convergence βσ(t) → β
provide that the limit (η, vt, β) satisfies

∫ T

0

∫

Ω

ρ0vt · φ−
∫ T

0

∫

Ω

ρ20J
−2aki φ

i,k +

∫ T

0

∫

Γ

β
√
gφ · n = 0.

Thus, v is a solution of the zero surface tension limit of (1.7) on a nonempty time-interval
[0, T ]. Standard arguments provide that v(0) = u0 and η(0) = e. Furthermore, letting σ = 0
in the a priori estimates in Section 7.3, we conclude that the right-hand side of inequality
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(7.43) depends only on M0 = P (E(0)). Hence, for sufficiently small T > 0 the higher-order
energy function E(t) defined in (1.11) satisfies

sup
t∈[0,T ]

E(t) ≤ 2M0. (7.44)

The bounds (7.7) remain valid by taking T > 0 even smaller if necessary. By the arguments
in Section 6.1, the boundedness of J in assumption (7.7a) implies that

ρ(t) ≥ λ in Ω(t).

Similarly, the lower-bound (7.7b) provides that ρ(t) = f ◦ η−1(t) satisfies

0 < ν ≤ −∂ρ2(t)

∂n(t)
on Γ(t).

7.4.2. Optimal regularity for the initial data. In order to obtain the H4.5(Ω)-regularity of
our existence theory, we assumed that the given initial data is of C∞-class in Section 7.1.
By virtue of the estimate (7.44), it in fact suffices for the regularity of the initial data to be
such that E(0) < ∞.

7.4.3. Uniqueness. We infer the uniqueness of the solution to the zero surface tension limit
of (1.7) by repeating the arguments given in Section 6.3.
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Appendix A. Constructing C∞-class initial data

We demonstrate how given initial data (ρ0, u0,Ω) of optimal regularity satisfying the
conditions (1.13) and (1.14) (or the conditions (1.13), (1.15) and (1.16)) we are able to
produce asymptotically consistent C∞-class data (ρ0,v0,Ω) which satisfy similar statements
of the conditions (1.13) and (1.14) (or the conditions (1.13), (1.15) and (1.16)).

A.1. The C∞-class data for the surface tension problem (1.7). We suppose the initial
data (ρ0, u0,Ω) is of the optimal regularity stated in Theorem 1.1 and satisfy the conditions
(1.13) and (1.14). Letting

Ja = ∂a
t (J

−2)|t=0 and Ha = ∂a
t H(η)|t=0, (A.1)

we will construct C∞-class data (ρ0,v0,Ω) which satisfy

σH0 ≥ 4λ2 − β for σ, β > 0, (A.2a)

ρ0 ≥ 2λ > 0 in Ω, (A.2b)

ρ2
0Ja = ∂a

t β + σHa on Γ for a = 0, 1, 2, 3. (A.2c)
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A.1.1. Defining the C∞-class initial domain Ω. For ǫ > 0, we let 0 ≤ ϕǫ ∈ C∞
0 (R3) denote

the standard family of mollifiers with spt(ϕǫ) ⊂ B(0, ǫ). Recalling the local coordinates
near Γ defined in Section 2.1.5, we let Ω ⊂ R

3 denote the C∞-class domain defined by the
C∞-class charts

θl = ϕǫ ∗ [EBǫ

l
(θl)] in Bl for 1 ≤ l ≤ L,

where for X ⊂ R
3 the operator EX denotes a Sobolev extension operator mapping Hs(X) to

Hs(R3) and where spt(ξl ◦ θl) ⊂ Bǫ
l ⊂ Bl. We assume that ǫ > 0 is taken sufficiently small

so that the collection of open set {Ul}Ll=1 introduced in Section 2.1.5 is an open covering
of Ω. Setting Γ = ∂Ω defines a C∞-class surface. We let η denote the C∞(Γ)-vector
describing the geometry of Γ. In other words, ∂̄η spans the tangent space of Γ and, by
letting N denote the outward-pointing unit normal vector to the surface Γ, we have that
N = η,1 ×η,2 /|η,1 ×η,2 |. We let g denote the surface metric induced by η and let H0

denote twice the mean curvature of Γ. Thus,

H0 = −gαβη,αβ ·N in C∞(Γ).

We assume that the given H5-class domain Ω ⊂ R
3 is such that (1.14) is satisfied. Thus,

for ǫ > 0 taken sufficiently small, standard properties of convolution provide that

β + σH0 ≥ 2λ2 for σ, β > 0. (A.3)

Hence, (A.2a) is satisfied.

A.1.2. Defining the C∞-class data (̺0,V 0,Ω) to satsify (A.2) for a = 0. Given u0 ∈
H4(Ω), we define u0 in the C∞-class domain Ω via the equation

u0 =

L∑

l=1

[ξlu0 ◦ θl] ◦ θ−1
l in H4(Ω). (A.4)

Using the operator Λǫ defined in Section 5.1, for ǫ > 0 we define the vector field V 0 ∈ C∞(Ω)
as the solution of the following elliptic Dirichlet problem:

V 0 − ǫ∆V 0 = ϕǫ ∗ EΩ(u0) in Ω, (A.5a)

V 0 =

K∑

l=1

Λǫ

[
ξlu0 ◦ θl

]
◦ θ−1

l on Γ. (A.5b)

Given ρ0 ∈ H4(Ω), we define ̺0 in the C∞-class domain Ω via the equation

̺0 =
L∑

l=1

[ξlρ0 ◦ θl] ◦ θ−1
l in H4(Ω). (A.6)

Assuming that ρ0 ≥ 2λ > 0 in Ω, we let λ > 0 be such that 2λ2 ≥ 9λ2. It follows for ̺0
defined by (A.6) that

̺0 ≥ 3λ in Ω. (A.7)

For µ > 0 and ǫ > 0, we define ̺0 ∈ C∞(Ω) to be the solution of

̺0 − µ∆̺0 = ϕµ ∗ EΩ(̺0) in Ω, (A.8a)

̺0 =
√

β + σH0 on Γ. (A.8b)
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The boundary condition (A.8b) implies for a = 0 that (A.2c) is satisfied, since (A.8b) is
equivalently stated as

̺2
0J0 = β + σH0 on Γ. (A.9)

Elliptic regularity provides for s ≥ 2 and a positive constant C independent of µ that

‖√µ̺0‖2Hs(Ω) ≤ C
(

‖ϕµ ∗ EΩ(̺0)‖2Hs−2(Ω) + ‖̺0‖2
Hs− 1

2 (Γ)

)

.

The boundary forcing function used in defining ̺0 is in C∞(Γ). Since the function ̺0
appearing in the right-hand side of (A.8a) is in H4(Ω), there exists a constant C which is
independent of µ verifying

‖√µ̺0‖2H6(Ω) ≤ C.

The equation (A.8a) provides that ̺0 = µ∆̺0 + ϕµ ∗ EΩ(̺0) in Ω. Hence, by standard
properties of convolution and taking µ sufficiently small, we conclude that

‖̺0 − ̺0‖L∞(Ω) ≤
√
µ‖√µ∆̺0‖H2(Ω) + ‖ϕµ ∗ EΩ(̺0)− ̺0‖L∞(Ω) ≤ λ.

Recalling the lower-bound (A.7), we conclude that ̺0 ≥ 2λ > 0 inΩ. Letting ǫ be sufficiently
small, the boundary condition (A.8b) provides that

̺0 ≥ 2λ > 0 in Ω. (A.10)

By (A.10) and (A.3), the boundary condition (A.8b) provides that

β + σH0 ≥ 4λ2 for σ, β > 0. (A.11)

Hence, the C∞-class data (̺0,V 0,Ω) satisfy the conditions (A.2) for a = 0, as verified by
(A.9), (A.10) and (A.11).

A.1.3. Formal definitions. We formally set ρ0 equal to ̺0 defined by (A.8). We define

va+1 = −2∂a
t

(
Ak

· (ρ0J
−1)

)
|t=0 for a = 0, . . . , 5, (A.12)

and assume that (A.12) yields v0 = V 0 defined by (A.5). We make the following definitions:

ja = div va and ka = ∂a
t (A

s
rv

r,s )|t=0 for a = 0, . . . , 6. (A.13)

Using the notation

[Aa]
s
r = ∂a

t A
s
r|t=0 for a = 0, . . . , 5, (A.14)

it follows that ka defined in (A.13) satisfies

k0 = j0, k1 = [A1]
s
rv

r
0,s +j1 and k2 = [A2]

s
rv

r
0,s +2[A1]

s
rv

r
1,s +j2. (A.15)

We also have that Ja defined by (A.1) is equivalently given by

J0 = 1, J1 = −2k0, J2 = 4k2
0 − 2k1 and J3 = −8k3

0 + 12k0k1 − 2k2. (A.16)

Using (A.15) and (A.16), the condition (A.2c) that ρ2
0Ja = σHa is equivalently stated as

div va−1 = ja−1 = −1

2

[
σHa − ρ2

0J − 2ka−1

]
+ da−1

︸ ︷︷ ︸

fa−1

, for a = 1, 2, 3, (A.17)

where da−1 represents the lower-order terms defining ka−1. We notice that va, a = 1, 2,
defined by (A.12) is equivalently given by v1 = −2Dρ0 and v2 = −2[A1]

k
· ρ0,k −2D(ρ0j0).

Thus,

div v0 = f0, div v1 = f1 = −2∆ρ0, and div v2 = f2 ≈ −2∆div v0. (A.18)
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A.1.4. Defining v0 so that the C∞-class data (̺0,v0,Ω) satisfy (A.2) for a = 0, 1. Extend-
ing N and τα = η,α /|η,α |, for α = 1, 2, into Ω, we decompose any vector ξ ∈ R

3 into
normal and tangential components as

ξ = ξατα + ξ3N in Ω.

It follows for sufficiently regular ξ that div ξ = ξi,i is equivalently written as

div ξ = ξα,α +ξ3,3 +ξα div τα + ξ3 divN
︸ ︷︷ ︸

j0

on Γ. (A.19)

This provides the following identity for (N ·D)ξ3 = ξ3,3:

∂ξ3

∂N
= j0 −

[
ξα,α +ξα div τα + ξ3 divN

]

︸ ︷︷ ︸

ϕ0

on Γ. (A.20)

We define v3
0 ∈ C∞(Ω) by

v3
0 + ǫ∆2v3

0 = ϕǫ ∗ EΩ(u30) in Ω, (A.21a)

∂v3
0

∂N
= ϕ0 on Γ, (A.21b)

v3
0 = V 3

0 on Γ, (A.21c)

where the boundary forcing function ϕ0 is defined as

ϕ0 = f0 − [V α
0 ,α +V α

0 div τα + V 3
0 divN ], (A.22)

with the function f0 appearing in the right-hand side of (A.22) defined by (A.17). With
V α

0 denoting the tangential component of the vector defined by (A.5), we define the vector
v0 ∈ C∞(Ω) as

v0 = V α
0 τα + v3

0N in Ω. (A.23)

The boundary condition (A.21c) and the definition (A.23) imply that

v0 = V 0 on Γ. (A.24)

Thanks to (A.19), the boundary condition (A.21b) and the definition (A.22) yield

div v0 = f0. (A.25)

Thanks to the definition (A.17) of f0, we equivalently write (A.25) as

̺2
0J1 = σH1 on Γ. (A.26)

Hence, the C∞-class data (̺0,v0,Ω) satisfy the conditions (A.2) for a = 0, 1, as verified by
(A.11), (A.9), (A.10) and (A.26).

A.1.5. Defining the C∞-class data (ρ0,v0,Ω) to satisfy (A.2) for a = 0, 1, 2. According to
(A.18), the condition (A.2c) for a = 2 may be imposed by prescribing a Dirichlet boundary
condition for ∆ρ0. We define ρ0 ∈ C∞(Ω) to be the solution of the polyharmonic problem

ρ0 − µ∆3ρ0 = ϕµ ∗ EΩ(̺0) in Ω, (A.27a)

−2∆ρ0 = f1 on Γ, (A.27b)

−2
∂ρ0

∂N
= V 3

1 on Γ, (A.27c)

ρ0 = ̺0 on Γ. (A.27d)
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The boundary-forcing function f1 appearing in the right-hand side of (A.27b) is defined as

f1 = −σH2

2̺2
0

+ 2k2
0 − [A1]

s
rv

r
0,s . (A.28)

Using the boundary conditions of the polyharmonic problem (A.21), we may express the
right-hand side of (A.28) in terms of V 0, V 1 and ϕ0, where

V 1 = −2D̺0 on Γ. (A.29)

The boundary-forcing function V 3
1 appearing in (A.27c) is the normal component of V 1

and the function ̺0 is the solution of the elliptic Dirichlet problem (A.8). The boundary
conditions (A.27c) and (A.27d) imply that v1 = −2Dρ0 defined by (A.12) satisfies

v1 = V 1 on Γ. (A.30)

Polyharmonic regularity provides for s ≥ 0 a positive constant C independent of µ that

‖√µρ0‖2Hs+6(Ω)

≤ C
(

‖ϕµ ∗ EΩ(̺0)‖2Hs(Ω) + ‖∆ρ0‖2Hs+3.5(Γ) +
∥
∥
∥
∂ρ0

∂N

∥
∥
∥

2

Hs+4.5(Γ)
+ ‖ρ0‖2Hs+5.5(Γ)

)

.

Recalling Section A.1.2, the arguments establishing the lower-bound (A.10) provide that

ρ0 ≥ 2λ > 0 in Ω. (A.31)

Similarly, we infer from the arguments given in Section A.1.4 that the boundary condition
(A.27b) and the identity (A.30) establish that

ρ2
0J2 = σH2 on Γ. (A.32)

Hence, the C∞-class data (ρ0,v0,Ω), where ρ0 is the solution of (A.27) and v0 is given
by (A.23), satisfy the conditions (A.2) for a = 0, 1, 2, as verified by (A.11), (A.9), (A.26),
(A.31) and (A.32).

Remark 22. According to (A.18), the condition (A.2c) for a = 3 may be imposed by prescrib-
ing a Dirichlet boundary condition for ∂

∂N∆v3
0 in a polyharmonic problem for v3

0 satisfying

v3
0 + ǫ∆4v3

0 = ϕǫ ∗ EΩ(u30).
A.2. The C∞-class data for the zero surface tension limit of (1.7). We suppose the
initial data (ρ0, u0,Ω) is of the optimal regularity stated in Theorem 1.2 and satisfy the
conditions (1.13), (1.15) and (1.16). Then setting σ = 0 in the construction of the C∞-class
data of Section A.1, Ja = ∂a

t (J
−2)|t=0 satisfies

J0 = β, J1 = 0, J2 = 0 and J3 = 0 on Γ.

For µ > 0, and with ̺0 defined by (A.6), ̺0 solving (A.8), we define ρ0 ∈ C∞(Ω) to be the
solution of the polyharmonic problem

ρ0 − µ∆5ρ0 = ϕµ ∗ EΩ(̺0) in Ω, (A.33a)

∆2ρ0 = f3 on Γ, (A.33b)

∂∆ρ0

∂N
=

∂∆̺0

∂N
on Γ, (A.33c)

−2∆ρ0 = f1 on Γ, (A.33d)

−2
∂ρ0

∂N
= V 3

1 on Γ, (A.33e)

ρ0 =
√

β on Γ. (A.33f)
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where the boundary-forcing function f3 is defined below in (A.36). By Section A.1.5,

ρ0 ≥ λ > 0 in Ω. (A.34)

According to the definition (A.12) of va,

v3 = −2[A2]
k
· ρ0,k −4[A1]

k
·

(
ρ0K0

)
,k −2D

(
ρ0K1

)
in Ω,

where Ka = ∂a
t

(
J−1(J−1Jt)

)
|t=0 = ∂a

t

(
J−1(As

rv
r,s )

)
|t=0. We compute

J4 = 16k4
0 − 48k2

0k1 + 12k2
1 + 16k0k2 − 2k3.

Setting J4 = 0 yields an equation for k3. Since k3 = [A2]
s
rv

r
0,s +3[A2]

s
rv

r
1,s +3[A1]

s
rv

r
2,s +j3,

j3 =
1

2

[

16k4
0 − 48k2

0k1 + 12k2
1 + 16k0k2

]

−
[

[A2]
s
rv

r
0,s +3[A2]

s
rv

r
1,s +3[A1]

s
rv

r
2,s

]

.

On the other hand, the divergence of v3 = −2[A2]
k
· ρ0,k −4[A1]

k
·

(
ρ0K0

)
,k −2D

(
ρ0K1

)

yields

div v3 = div
[
− 2[A2]

k
· ρ0,k −4[A1]

k
·

(
ρ0K0

)
,k −2Dρ0K1

]
− 2ρ0,iK1,i−2ρ0∆K1.

We solve for ∆K1 to write

∆K1 =
1

2ρ0

[

− j3 + div
[
− 2[A2]

k
· ρ0,k −4[A1]

k
·

(
ρ0K0

)
,k −2Dρ0K1

]
− 2ρ0,i K1,i

]

︸ ︷︷ ︸

J3

.

Using that K1 = −k2
0 + k1 and k1 = [A1]

s
rv

r
0,s +j1, we find that

∆j1 = J3 +∆k2
0 −∆([A1]

s
rv

r
0,s ). (A.35)

Since v1 = −2Dρ0 implies that j1 = −2∆ρ0 we equivalently write (A.35) as

∆2ρ0 = −1

2

[
J3 +∆k2

0 −∆([A1]
s
rv

r
0,s )

]

︸ ︷︷ ︸

f3

on Γ. (A.36)

The quantity DK1 may be expressed using the boundary conditions (A.33c)–(A.33f) and
Dav0, a = 0, 1, 2, 3 may be expressed using the boundary conditions of the polyharmonic
problems defining v0. It follows from (A.12) and (A.36) that Ja = ∂a

t (J
−2)|t=0 satisfies

Ja = ∂a
t β on Γ for a = 0, 1, 2, 3, 4. (A.37)

With 0 < 2ν ≤ −∂ρ2
0

∂N , we may take ǫ sufficiently small so that ̺0 defined in (A.8) satisfies

0 < ν ≤ −∂̺2
0

∂N
on Γ.

We then have that (A.29) defining the vector field V 1 ∈ C∞(Γ) is

V 1 = −∂̺2
0

∂N
N on Γ.

The boundary condition (A.33e) of the polyharmonic problem (A.33) defining ρ0 provides
that

0 < ν ≤ −∂ρ2
0

∂N
on Γ.
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The conditions (A.33e), (A.34) and (A.37) establish that the C∞-class initial data (ρ0,v0,Ω)
satisfy

ρ0 ≥ λ > 0 in Ω, (A.38a)

−∂ρ2
0

∂N
≥ ν > 0 on Γ, (A.38b)

ρ2
0Ja = ∂a

t β on Γ for a = 0, 1, 2, 3, 4. (A.38c)

The conditions (A.38) are analogous statements of the conditions (1.13), (1.15) and (1.16).

Remark 23. According to (A.12),

div v4 = div
[
− 2[A3]

k
· ρ0,k −6[A2]

k
·

(
ρ0K0

)
,k −2[A1]

k
·

(
ρ0K1

)
,k −2Dρ0K2

]
− 2ρ0,i K2,i

−2ρ0∆K2.

Since ∆K2 is approximately ∆2 div v0, the boundary condition J5 = 0 may be imposed by
prescribing a Dirichlet boundary condition for ∂

∂N∆2v3
0 in a polyharmonic problem for v3

0

satisfying v3
0 + ǫ∆6v3

0 = ϕǫ ∗ EΩ(u30).
The boundary condition J6 = 0 is obtained by defining a Dirichlet boundary condition

for ∆3ρ0 in a polyharmonic problem for ρ0 satisfying ρ0 − µ∆7ρ0 = ϕµ ∗ EΩ(̺0).

Appendix B. Solutions to the µ-problem (5.52)

In this appendix, we construct a fixed-point solution v̊ to the µ-problem (5.52):

Proposition B.1 (Solutions to the µ-problem). For C∞-class initial data (ρ0, u0,Ω) satis-
fying the conditions (1.13) and (1.14), and for some T = Tκ(ǫµ) > 0, there exists a unique
v̊ ∈ L2(0, T ;H9(Ω)) solving the µ-problem (5.52) on a time-interval [0, T ], with ∂a

t v̊ ∈
L2(0, T ;H9−2a(Ω)) for a = 1, 2, 3, 4, v̊tttt ∈ L∞(0, T ;L2(Ω)) and (̊v, v̊t, . . . , v̊tttt)|t=0 =
(u0,v1, . . . ,v4).

Remark 24. We recall that the initial data va, a = 1, 2, 3, 4, is defined in Section 5.2.1.

B.1. The functional framework for the fixed-point scheme. To establish the exis-
tence and uniqueness of solutions to the µ-problem (5.52), we define for T > 0 the Hilbert
space

XT = {v ∈ L2(0, T ;H5(Ω)) | ∂a
t v ∈ L2(0, T ;H5−2a(Ω)) for a = 1, 2},

endowed with the natural Hilbert norm

‖v‖2
XT

=

2∑

a=0

‖∂a
t v‖2L2(0,T ;H5−2a(Ω)).

For M > 0 (where the particular value of M is specified later), we define the closed,
bounded, convex subset CT (M) of XT

v ∈ CT (M) ⊂ XT (B.1)

to be all v ∈ XT that satisfy each of the following conditions:

(X1) (v, vt, vtt)|t=0 = (u0,v1,v2), and
(X2) ‖v‖2

XT
≤ M.

Lemma B.1 (Solutions to the µ-problem in XT ). For C∞-class initial data (ρ0, u0,Ω)
satisfying the conditions (1.13) and (1.14), and for some T = Tκ(ǫµ) > 0, there exists
a unique v̊ ∈ XT that solves the µ-problem (5.52) on a time-interval [0, T ] and verifies
(̊v, v̊t, v̊tt)|t=0 = (u0,v1,v2).
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B.2. Linearizing the µ-problem (5.52). Letting v̄ ∈ CT (M), we set η̄ = e +
∫ t

0
v̄ and

η̄ǫ = e+
∫ t

0
v̄ǫ on Γ. We define ζ̄ǫ to be the solution of the following time-dependent elliptic

Dirichlet problem:

∆ζ̄ǫ = ∆η̄ in Ω, (B.2a)

ζ̄ǫ = η̄ǫ on Γ. (B.2b)

We define the following ǫ-approximate Lagrangian variables:

Āǫ = [Dζ̄ǫ]
−1, J̄ǫ = detDζ̄ǫ, āǫ = J̄ǫĀǫ, [ḡǫ]αβ = ζ̄ǫ,α ·ζ̄ǫ,β , and

√
ḡǫn̄ǫ = [āǫ]

TN.

We assume that T > 0 is given such that independently of the choice of v̄ ∈ CT (M), the
ǫ-approximate Lagrangian map ζ̄ǫ is injective for all t ∈ [0, T ], and that

1

2
≤ J̄(t) ≤ 3

2
and

1

2
≤ J̄ǫ(t) ≤

3

2
for all t ∈ [0, T ] and x ∈ Ω. (B.3)

This is possible by the inequality (4.4) as v̄ ∈ CT (M) satisfies ‖v̄‖2
XT

≤ M.

Definition B.1 (The system of linear heat-equations for v). For v̄ ∈ CT (M), κ > 0, ǫ > 0
and µ > 0 given, we define v to be the solution of the system of linear equations

vt − ¯̺[Āǫ]
j
r

(
[Āǫ]

k
rv,k

)
,j = K̄ in Ω× (0, Tκ(ǫµ)], (B.4a)

¯̺N j [Āǫ]
j
r[Āǫ]

s
rv,s = h̄µ + cµ(t) on Γ× (0, Tκ(ǫµ)], (B.4b)

v|t=0 = u0 on Ω. (B.4c)

The bounded, nonnegative function ¯̺ is defined as

¯̺ = κρ0J̄ǫ. (B.5)

The vector field K̄ appearing in the right-hand side of (B.4a) is given by

K̄ = ¯̺curlζ̄ǫ(curlu0 + ε·ji

∫ t

0

∂t[Āǫ]
s
j v̄

i,s ) + divζ̄ǫ v̄[Āǫ]
k
· ¯̺,k −2[Āǫ]

k
· (ρ0J̄

−1),k . (B.6)

The vector field h̄µ appearing in the right-hand side of (B.4b) is given by

h̄µ = h̄curl + h̄div +

K∑

l=1

√

ξl

(

Λµ

[

ḡ
αβ
ǫ,l Λµ

[
(
√

ξlv̄,αβ ·n̄ǫ) ◦ θl
]])

◦ θ−1
l n̄ǫ + ¯̺

[

b̄µcurl + b̄µdiv

]

,

(B.7)

where

ḡ
αβ
ǫ,l = κ

√
ḡǫ
ρ0

ḡαβǫ ◦ θl, (B.8)

and the vectors h̄curl, h̄div, b̄
µ
curl and b̄µdiv are defined as

h̄curl = ¯̺
√
ḡǫ(J̄ǫ)

−1
(
curlu0 + ε·ji

∫ t

0

∂t[Āǫ]
s
j v̄

i,s
)
× n̄ǫ, (B.9a)

h̄div =

√
ḡǫ
ρ0

[

ρ20(J̄ǫ)
−2 − βǫ(t) + σḡαβǫ ζ̄ǫ,αβ ·n̄ǫ

]

n̄ǫ, (B.9b)

b̄µcurl =

√
ḡǫ
J̄ǫ

[ K∑

l=1

ḡαβǫ

√

ξlΛµ[(
√

ξlv̄ · n̄ǫ),β ◦θl] ◦ θ−1
l + v̄γ ḡγδǫ ḡαβǫ ζ̄ǫ,δβ ·n̄ǫ

]

ζ̄ǫ,α , (B.9c)

b̄µdiv = −
K∑

l=1

√

ξl

(

Λµ

[√

ξl

√
ḡǫ
J̄ǫ

[
ḡαβǫ v̄α,β +v̄α(

√
ḡǫḡ

αβ
ǫ ),β +v̄3H(ζ̄ǫ)

]
◦ θl

])

◦ θ−1
l n̄ǫ. (B.9d)
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The vector field cµ(t) appearing in the right-hand side of (B.4b) is given by (5.58).

B.3. Implementation of the fixed-point scheme to solve the µ-problem (5.52). We
will allow constants to depend on 1/δκǫµ in our fixed-point scheme.

Definition B.2 (Notational convention for constants depending on 1/δκǫµ > 0). Given

v̄ ∈ CT (M), we let
....
P denote a generic polynomial with constant and coefficients depending

on 1/δκǫµ > 0. We define the constant
....
N0 > 0 by

....
N0 =

....
P(‖u0‖100, ‖ρ0‖100).

We let
....
R denote generic lower-order terms satisfying

∫ T

0

....
R ≤

....
N0 + δ‖v̄‖2XT

+ T
....
P(‖v̄‖2XT

).

Lemma B.2. Given v̄ ∈ CT (M), κ > 0, ǫ > 0 and µ > 0, there exists a unique v ∈ XT

solving (B.4) and satisfying (X1). Furthermore,

‖v‖2XT
≤

∫ T

0

....
R. (B.10)

Proof. Standard parabolic theory provides for the existence and uniqueness of v ∈ XT

solving (B.4) and satisfying (X1). For the purpose of establishing the estimate (B.10), it is
useful to note the scaling relations

K̄ ∼ Dv̄ +

∫ t

0

D2v̄ and h̄µ ∼ v̄ +

∫ t

0

Dv̄ + Λµ∂̄
2v̄ + h̄ǫ,

where h̄ǫ ∈ C∞(Γ) with |h̄ǫ|s ≤ Cǫ|v̄|s thanks to the inequality (5.2). We will establish the
inequality (B.10) in the following three steps:

Step 1: Parabolic estimates for vtt. Testing two time-derivatives of the equations (B.4a)
against vtt in the L2(Ω)-inner product and integrating by parts with respect to ∂j in the
integral −

∫

Ω
∂2
t

(
¯̺[Āǫ]

j
r

(
[Āǫ]

k
rv,k

)
,j
)
vtt yields

1

2

d

dt

∫

Ω

|vtt|2 +
∫

Ω

¯̺|[Āǫ]
k
· vtt,k |2 =

∫

Ω

K̄ttvtt
︸ ︷︷ ︸

....
R

+

∫

Γ

h̄µ
ttvtt

︸ ︷︷ ︸

i

+
....
R. (B.11)

We used the boundary condition (B.4b) in writing the boundary integral i. Thanks to
Lemma 2.1, we have that |vtt|20 =

....
R. Hence, i =

....
R. Taking the time-integral of (B.11) and

using that ¯̺≥ λǫ > 0,

sup
t∈[0,T ]

‖vtt(t)‖20 +
∫ T

0

‖vtt‖21 ≤
∫ T

0

....
R. (B.12)

Step 2: Elliptic estimates for vt. A time-derivative of the equations (B.4) yields the
following linear Neumann-type elliptic problem for vt:

− ¯̺[Āǫ]
j
r

(
[Āǫ]

k
rvt,k

)
,j = Ḡ1 in Ω, (B.13a)

¯̺N j[Āǫ]
j
r[Āǫ]

s
rvt,s = ̄1 on Γ, (B.13b)

where the forcing functions Ḡ1 and ̄1 are defined as

Ḡ1 = K̄t − vtt + (¯̺[Āǫ]
j
r)t

(
[Āǫ]

k
rv,k

)
,j +¯̺[Āǫ]

j
r

(
∂t[Āǫ]

k
rv,k

)
,j ,

̄1 = ∂t
[
h̄µ + cµ(t)

]
−
(
¯̺N j[Āǫ]

j
r[Āǫ]

s
r

)

t
v,s .
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Since ¯̺[Āǫ]
j
r∂j [[Āǫ]

k
r∂k] is a uniformly elliptic operator, standard elliptic regularity theory

provides that for s ≥ 2

‖vt‖2s ≤ C
(
‖vt‖20 + ‖Ḡ1‖2s−2 + |̄1|2s− 3

2

)
, (B.14)

with the constant C depending on the coefficients of the elliptic and Neumann-type opera-
tors. The fundamental theorem of calculus provides that

‖vt‖20 ≤
....
N0 + C T sup

t∈[0,T ]

‖vtt(t)‖20 ≤
∫ T

0

....
R.

Thanks to the estimate (B.12), we conclude that

sup
t∈[0,T ]

‖Ḡ1(t)‖20 +
∫ T

0

‖Ḡ1‖21 ≤
∫ T

0

....
R.

Since ̄1 scales like Dv +Dv̄ + v̄t, the fundamental theorem of calculus provides that

sup
t∈[0,T ]

|̄1(t)|20.5 +
∫ T

0

|̄1|21.5 ≤
∫ T

0

....
R+ sup

t∈[0,T ]

‖v̄t(t)‖21.

Since interpolation and Young’s inequality provide that ‖v̄t‖21 ≤ Cδ‖v̄t‖20 + δ‖v̄t‖22, we con-
clude by use of the fundamental theorem of calculus that

sup
t∈[0,T ]

|̄1(t)|20.5 +
∫ T

0

|̄1|21.5 ≤
∫ T

0

....
R.

It therefore follows from the inequality (B.14) that

sup
t∈[0,T ]

‖vt(t)‖22 +
∫ T

0

‖vt‖23 ≤
∫ T

0

....
R. (B.15)

Step 3: Concluding the proof of Lemma B.2. By repeating Step 2, we infer the
following elliptic estimate for v:

sup
t∈[0,T ]

‖v(t)‖24 +
∫ T

0

‖v‖25 ≤
∫ T

0

....
R. (B.16)

The sum of the inequalities (B.12), (B.15) and (B.16) establishes the inequality (B.10). �

Lemma B.3. Let v be the solution of (B.4) determined by v̄ ∈ CT (M). The solutions map

S : CT (M) → CT (M) : v̄ 7→ v

is a well-defined map for some T = Tκ(ǫµ) and possesses a unique fixed-point.

Proof. We recall that v ∈ XT is unique and satisfies (X1) by Lemma B.2 . Setting M =....
N0 + 1, we take δ so that δ‖v̄‖2

XT
< 1

2 and let T = Tκ(ǫµ) be sufficiently small so that the
inequality given in Lemma B.2 reads

‖v‖2
XT

≤ M.

Hence, for some T = Tκ(ǫµ) > 0, the solutions map S is well-defined.

Letting v̄l ∈ CT (M) for l = 1, 2, we set η̄l = e+
∫ t

0 v̄l in Ω and η̄ǫl = e+
∫ t

0 v̄ǫl on Γ. We

define ζ̄ǫl to be the solution of the following time-dependent elliptic Dirichlet problem:

∆ζ̄ǫl = ∆η̄l in Ω, (B.17a)

ζ̄ǫl = η̄ǫl on Γ. (B.17b)
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We define the following ǫ-approximate Lagrangian variables:

Āǫl = [Dζ̄ǫl]
−1, J̄l = detDζ̄ǫl, āǫl = J̄ǫlĀǫl, [ḡǫl]αβ = ζ̄ǫl,α ·ζ̄ǫl,β ,

√
ḡǫln̄ǫl = [āǫl]

TN.

For l = 1, 2, we also take the quantities ¯̺l, K̄l, h̄
µ
l to be respectively formed via the definitions

(B.5), (B.6), (B.7) with v̄ = v̄l. Letting vl denote the solution of (B.4) formed using v̄ = v̄l,
we have that the difference

w = v1 − v2

satisfies

wt − ¯̺1[Āǫ1]
j
r

(
[Āǫ1]

k
rw,k

)
,j = F in Ω× (0, Tκ(ǫµ)], (B.18a)

¯̺1N
j [Āǫ1]

j
r[Āǫ1]

s
rw,s = G on Γ× (0, Tκ(ǫµ)], (B.18b)

w|t=0 = 0 on Ω, (B.18c)

where the vector field F appearing in the right-hand side of (B.18a) is given by

F = K̄1 − K̄2 + ¯̺1[Āǫ1]
j
r

(
[Āǫ1]

k
rv2,k

)
,j − ¯̺2[Āǫ2]

j
r

(
[Āǫ2]

k
rv2,k

)
,j

︸ ︷︷ ︸

J

, (B.19)

and the vector field G appearing in the right-hand side of (B.18b) is given by

G = h̄µ
1 − h̄µ

2 −
[
¯̺1N

j [Āǫ1]
j
r[Āǫ1]

k
rv2,k +¯̺2N

j [Āǫ2]
j
r[Āǫ2]

k
rv2,k

]

︸ ︷︷ ︸

j

. (B.20)

Testing two time-derivatives of (B.18a) against wtt in the L2(Ω)-inner product and inte-
grating by parts in the integrals −

∫

Ω
∂2
t

(
¯̺1[Āǫ1]

j
r

(
[Āǫ1]

k
rw,k

)
,j
)
wtt and

∫

Ω
Jttwtt yields

1

2

d

dt

∫

Ω

|wtt|2 +
∫

Ω

∂2
t

(
¯̺1[Āǫ1]

j
r[Āǫ1]

k
rw,k

)
wtt,j +

∫

Ω

∂2
t

(
(¯̺1[Āǫ1]

j
r),j [Āǫ1]

k
rw,k

)
wtt

−
∫

Γ

(h̄µ
1 − h̄µ

2 )ttwtt

=

∫

Ω

∂2
t

[

K̄1 − K̄2 −
(

(¯̺1[Āǫ1]
j
r),j [Āǫ1]

k
r − (¯̺2[Āǫ2]

j
r),j [Āǫ2]

k
r

)

v2,k

]

wtt

−
∫

Ω

∂2
t

[(
¯̺1[Āǫ1]

j
r[Āǫ1]

k
r − ¯̺2[Āǫ2]

j
r[Āǫ2]

k
r

)
v2,k

]
wtt,j . (B.21)

We have used that two time-derivatives of the boundary condition (B.18b) is equivalent to

∂2
t

[
¯̺1N

j[Āǫ1]
j
r[Āǫ1]

s
rw,s +j

]
= (h̄µ

1 − h̄µ
2 )tt.

Since ∂2
t (¯̺1− ¯̺2) =

∫ t

0
∂3
t (¯̺1− ¯̺2) scales like

∫ T

0
D(v̄1− v̄2)tt, we infer that the time-integral

of (B.21) yields

sup
t∈[0,T ]

‖wtt(t)‖20 +
∫ T

0

‖wtt‖21 ≤ δ

∫ T

0

‖v̄1 − v̄2‖2XT
+ Cδκµ T ‖v̄1 − v̄2‖2XT

. (B.22)

We use the estimate (B.22) and follow Steps 2 and 3 of the proof of Lemma B.2 to obtain
estimates for wt in L2(0, T ;H3(Ω)) and w in L2(0, T ;H5(Ω)). Thus,

‖w‖2
XT

≤ δ

∫ T

0

‖v̄1 − v̄2‖2XT
+ Cδκµ T ‖v̄1 − v̄2‖2XT

. (B.23)

We recall that w = v1−v2. The inequality (B.23) therefore provides that S is a contraction
mapping for sufficiently small δ > 0 and T = Tκ(ǫµ) > 0. Hence, the solutions mapping S

possess a unique fixed-point v̊ ∈ CT (M). �
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B.4. The proof of Lemma B.1. The proof of Lemma B.1 is complete since the fixed-point
v̊ ∈ CT (M) of Lemma B.3 verifies (X1) and is the unique solution of the µ-problem (5.52).

B.5. The proof of Proposition B.1. We infer from the proof of Lemma B.1 that con-
sidering two more time-derivatives in the functional framework of our fixed-point scheme
establishes Proposition B.1.

Appendix C. Equivalence of the κǫ-problem (5.6) and the heat-type

κǫ-problem (5.49)

In this appendix, we prove the following

Lemma C.1. The κǫ-problem (5.6) and the heat-type κǫ-problem (5.49) are equivalent.

Proof. Sections 5.3.1 and 5.3.2 provide that a solution of the κǫ-problem (5.6) satisfies the
heat-type κǫ-problem (5.49). We now establish the converse. Using the identity (5.29) stat-
ing −[Ǎǫ]

j
r[[Ǎǫ]

k
r v̌,k ],j = curlζ̌ǫ curlζ̌ǫ v̌ − [Ǎǫ]

s
· (divζ̌ǫ v̌),s, the nonlinear heat-type equations

(5.49a) are equivalently written as

v̌t + ˇ̺curlζ̌ǫ curlζ̌ǫ v̌ − ˇ̺[Ǎǫ]
s
· (divζ̌ǫ v̌),s = Ǩ.

The identity

− ˇ̺[Ǎǫ]
s
· (divζ̌ǫ v̌),s = −[Ǎǫ]

k
· (ˇ̺divζ̌ǫ v̌),k +divζ̌ǫ v̌[Ǎǫ]

k
· ˇ̺,k ,

and the definition (5.32) of Ǩ imply that the equations (5.49a) are equivalently written as

v̌t − [Ǎǫ]
k
· (ˇ̺divζ̌ǫ v̌ − 2ρ0J̌

−1
ǫ ),k = − ˇ̺curlζ̌ǫ

[
curlζ̌ǫ v̌ − (curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s )
]
.

(C.1)

Using the identity curlζ̌ǫ v̌ = curlu0 +
∫ t

0
∂t(curlζ̌ǫ v̌) = curlu0 +

∫ t

0
∂t(ε·ji[Ǎǫ]

s
j v̌

i,s ),

∫ t

0

curlζ̌ǫ v̌t = curlζ̌ǫ v̌ − (curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s ). (C.2)

The identity (C.2) implies that the equations (C.1) are equivalently written as

v̌t − [Ǎǫ]
k
· (ˇ̺divζ̌ǫ v̌ − 2ρ0J̌

−1
ǫ ),k = − ˇ̺curlζ̌ǫ

[
∫ t

0

curlζ̌ǫ v̌t
]
. (C.3)

Applying the ǫ-approximate Lagrangian curl operator curlζ̌ǫ to (C.3) yields

curlζ̌ǫ v̌t + curlζ̌ǫ
(
ˇ̺curlζ̌ǫ

∫ t

0

curlζ̌ǫ v̌t
)
= 0 in Ω. (C.4)

We recall c(t) defined in (5.50). Using the definition (5.46) of h, we equivalently have that

c(t) =
2∑

a=0

ta

a!
∂a
t [ ˇ̺N

j[Ǎǫ]
j
r[Ǎǫ]

s
rv̌,s − ˇ̺[b̌curl + b̌div]]|t=0

−
2∑

a=0

ta

a!
∂a
t [ȟcurl + ȟdiv + ǧαβǫ [v̌,αβ ·ňǫ]ňǫ]|t=0.
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By the identities (5.39) and (5.48), we have that

c(t) =
2∑

a=0

ta

a!
∂a
t [ ˇ̺

√

ǧǫJ̌
−1
ǫ (curlζ̌ǫ v̌)× ňǫ + ˇ̺

√

ǧǫJ̌
−1
ǫ (divζ̌ǫ v̌)ňǫ

︸ ︷︷ ︸

ˇ̺Nj [Ǎǫ]
j
r[Ǎǫ]sr v̌,s− ˇ̺̌b

]|t=0

−
2∑

a=0

ta

a!
∂a
t [ȟcurl + ˇ̺J̌−1

ǫ

√

ǧǫ(divζ̌ǫ v̌)n
︸ ︷︷ ︸

ȟdiv+ǧ
αβ
ǫ [v,αβ ·ňǫ]ňǫ

]|t=0

=

2∑

a=0

ta

a!
∂a
t [ ˇ̺

√

ǧǫJ̌
−1
ǫ (curlζ̌ǫ v̌)× ňǫ − ȟcurl]|t=0.

Recalling that ȟcurl = ˇ̺
√
ǧǫJ̌

−1
ǫ

(
curlu0 + ε·ji

∫ t

0 ∂t[Ǎǫ]
s
j v̌

i,s
)
× ňǫ, we conclude that

c(t) =

2∑

a=0

ta

a!
∂a
t [ ˇ̺

√

ǧǫJ̌
−1
ǫ (curlζ̌ǫ v̌ − curlu0 − ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s )× ňǫ]|t=0.

By the identity (C.2) for
∫ t

0
curlζ̌ǫ v̌t, we have established that

c(t) =

2∑

a=0

ta

a!
∂a
t [ ˇ̺

√

ǧǫJ̌
−1
ǫ (

∫ t

0

curlζ̌ǫ v̌t)× ňǫ]|t=0. (C.5)

We will now verify that c(t) = 0. With (
∫ t

0
curlζ̌ǫ v̌t)|t=0 = 0, we equivalently write (C.5) as

c(t) = tκρ0
√

ǧǫ curlv1 ×N +
t2

2
κρ0

√

ǧǫ[curlv2 + ε·ji∂t[Ǎǫ]
s
j(0)v

i
1,s ]×N.

According to (5.10), we have that v1 = D(κρ0 div u0 − 2ρ0). Hence, curlv1 = 0. Using the
identity ∂t[Ǎǫ]

k
i |t=0 = −([Ǎǫ]

s
i [Ǎǫ]

k
r v̌

r,s)|t=0 = −uk
0 ,j , we conclude that

c(t) =
t2

2
κρ0

√

ǧǫ[curlv2 − ε·jiu
s
0,j v

i
1,s ]×N.

According to (5.10), v2 = D∂t(κρ0J̌t−2ρ0J̌
−1
ǫ )|t=0+∂t[Ǎǫ]

k
· |t=0∂k(κρ0 div u0−2ρ0). Thus,

curlv2 = −ε·ji
[
uk
0 ,i (κρ0 div u0 − 2ρ0),k

]
,j = −ε·jiu

k
0 ,i (κρ0 div u0 − 2ρ0),jk = −ε·jiu

k
0 ,i v

j
1,k .

That is,

curlv2 = ε·jiu
s
0,j v

i
1,s ,

so that the identity c(t) = t2

2 κρ0
√
ǧǫ[curlv2 − ε·jiu

s
0,j v

i
1,s ]×N implies that

c(t) = 0.

The boundary condition (5.49b) is therefore equivalently written as

ˇ̺N j[Ǎǫ]
j
r[Ǎǫ]

s
r v̌,s =

ȟcurl + ˇ̺̌b+

√
ǧǫ
ρ0

[

ρ20J̌
−2
ǫ − βǫ(t) + σǧαβǫ ζ̌ǫ,αβ ·ňǫ + ǧαβǫ v̌,αβ ·ňǫ

]

ňǫ. (C.6)

Taking the scalar product of (C.6) with ˇ̺−1∂̄ζ̌ǫ yields

√

ǧǫJ̌
−1
ǫ [(curlζ̌ǫ v̌)× ňǫ] · ∂̄ζ̌ǫ

︸ ︷︷ ︸

Nj [Ǎǫ]
j
r [Ǎǫ]kr v̌,k·∂̄ζ̌ǫ

=
√

ǧǫJ̌
−1
ǫ [

(
curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s
)
× ňǫ] · ∂̄ζ̌ǫ

︸ ︷︷ ︸

ˇ̺−1ȟcurl·∂̄ζ̌ǫ

.
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Using that [(curlζ̌ǫ v̌)× ňǫ] · ňǫ = 0 and ȟcurl · ňǫ = 0, we have that

(curlζ̌ǫ v̌)× ňǫ =
(
curlu0 + ε·ji

∫ t

0

∂t[Ǎǫ]
s
j v̌

i,s
)
× ňǫ on Γ. (C.7)

We note that (C.7) is equivalently stated as (
∫ t

0 curlζ̌ǫ v̌t)× ňǫ = 0. Hence, by the equation

(C.4), we record that
∫ t

0 curlζ̌ǫ v̌t satisfies

curlζ̌ǫ v̌t + curlζ̌ǫ(ˇ̺curlζ̌ǫ

∫ t

0

curlζ̌ǫ v̌t) = 0 in Ω× [0, T ], (C.8a)

(

∫ t

0

curlζ̌ǫ v̌t)× ňǫ = 0 on Γ× [0, T ], (C.8b)

(

∫ t

0

curlζ̌ǫ v̌t)|t=0 = 0 on Ω. (C.8c)

Testing (C.8a) against
∫ t

0 curlζ̌ǫ v̌t in the L2(Ω)-inner product and integrating by parts with

respect to the operator curlζ̌ǫ in
∫

Ω curlζ̌ǫ
(
ˇ̺curlζ̌ǫ

∫ t

0 curlζ̌ǫ v̌t
) ∫ t

0 curlζ̌ǫ v̌t yields

1

2

d

dt
‖
∫ t

0

curlζ̌ǫ v̌t‖
2
0 + ‖

√

ˇ̺curlζ̌ǫ

∫ t

0

curlζ̌ǫ v̌t‖
2
0

+

∫

Γ

Ns[Ǎǫ]
s
jεijk

(
ˇ̺curlζ̌ǫ

∫ t

0

curlζ̌ǫ v̌t
)k
(

∫ t

0

curlζ̌ǫ v̌t)
i = 0. (C.9)

With the boundary condition (C.8b),
∫

Γ N
s[Ǎǫ]

s
jεijk(ˇ̺curlζ̌ǫ

∫ t

0 curlζ̌ǫ v̌t)
k(
∫ t

0 curlζ̌ǫ v̌t)
i =

∫

Γ

√
ǧǫJ̌

−1
ǫ [(

∫ t

0 curlζ̌ǫ v̌t)×n] ·(ˇ̺curlζ̌ǫ
∫ t

0 curlζ̌ǫ v̌t) = 0. Integrating the identity (C.9) in time

from 0 to t ∈ (0, T ] produces ‖
∫ t

0 curlζ̌ǫ v̌t‖20 = 0. So according to (C.8a), ‖ curlζ̌ǫ v̌t‖0 = 0.
The regularity of v̌ stated in Proposition 5.4 then provides that almost everywhere in Ω,

curlζ̌ǫ v̌t = 0.

The equations (C.3) are thus written as

v̌t − [Ǎǫ]
k
· (κρ0J̌ǫ divζ̌ǫ v̌ − 2ρ0J̌

−1
ǫ ),k = 0. (C.10a)

As the solution v̌ of the heat-type κǫ-problem (5.49) verifies the ǫ-approximate Lagrangian
vorticity equation (5.15), we infer that the boundary condition (C.6) of the heat-type prob-
lem is equivalently written as

κρ20 divζ̌ǫ v̌ = ρ20J̌
−2
ǫ − βǫ(t) + σǧαβǫ ζ̌ǫ,αβ ·ňǫ + κǧαβǫ v̌,αβ ·ňǫ. (C.10b)

The equations (C.10) are equivalent to the momentum equations and boundary condition
of the κǫ-problem (5.6). �
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