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Asymptotic behavior of solutions to the compressible Navier-Stokes equation
around a time-periodic parallel flow

Jan Březina ∗

Abstract

The global in time existence of strong solutions to the compressible Navier-Stokes equation around
time-periodic parallel flows in Rn, n ≥ 2, is established under smallness conditions on Reynolds number,
Mach number and initial perturbations. Furthermore, it is proved for n = 2 that the asymptotic leading
part of solutions is given by a solution of one-dimensional viscous Burgers equation multiplied by time-
periodic function. In the case n ≥ 3 the asymptotic leading part of solutions is given by a solution of
n− 1-dimensional heat equation with convective term multiplied by time-periodic function.

Mathematics Subject Classification

Keywords. Compressible Navier-Stokes equation, global existence, asymptotic behavior, time-periodic,
viscous Burgers equation.

1 Introduction

In this paper we study the stability of solutions around a time-periodic parallel flow to the compressible
Navier-Stokes equation with time-periodic external force and time-periodic boundary conditions.

We consider the system of equations
∂t̃ρ̃+ div (ρ̃ṽ) = 0, (1.1)

ρ̃(∂t̃ṽ + ṽ · ∇ṽ)− µ∆ṽ − (µ+ µ′)∇div ṽ +∇P̃ (ρ̃) = ρ̃g̃, (1.2)

in an n dimensional infinite layer Ωℓ = Rn−1 × (0, ℓ):

Ωℓ = {x̃ = T (x̃′, x̃n) ;

x̃′ = T (x̃1, . . . , x̃n−1) ∈ Rn−1, 0 < x̃n < ℓ}.

Here, n ≥ 2; ρ̃ = ρ̃(x̃, t̃) and ṽ = T (ṽ1(x̃, t̃), . . . , ṽn(x̃, t̃)) denote the unknown density and velocity at time

t̃ ≥ 0 and position x̃ ∈ Ωℓ, respectively; P̃ is the pressure, smooth function of ρ̃, where for given ρ∗ > 0 we
assume

P̃ ′(ρ∗) > 0;

µ and µ′ are the viscosity coefficients that are assumed to be constants satisfying µ > 0, 2
nµ+µ′ ≥ 0; div ,∇

and ∆ denote the usual divergence, gradient and Laplacian with respect to x̃. Here and in what follows T ·
denotes the transposition.

In (1.2) g̃ is assumed to have the form

g̃ = T (g̃1(x̃n, t̃), 0, . . . , 0, g̃
n(x̃n)),

with g̃1 being a τ -periodic function in time, where τ > 0.
The system (1.1)–(1.2) is considered under boundary condition

ṽ|x̃n=0 = Ṽ 1(t)e1, ṽ|x̃n=ℓ = 0, (1.3)

and initial condition
(ρ̃, ṽ)|t̃=0 = (ρ̃0, ṽ0), (1.4)

where Ṽ 1 is a τ -periodic function of time and e1 = T (1, 0, . . . , 0) ∈ Rn.

Under suitable conditions on g̃ and Ṽ 1, problem (1.1)–(1.3) has smooth time-periodic solution up =
T (ρp, vp) satisfying
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ρp = ρp(x̃n) ≥ ρ̃1,
1

ℓ

∫ ℓ

0

ρp(x̃n) dx̃n = ρ∗,

vp = T (v1p(x̃n, t̃), 0, . . . , 0), v1p(x̃n, t̃+ τ) = v1p(x̃n, t̃),

for a positive constant ρ̃1.
The aim of this paper is to give an asymptotic description of large time behavior of perturbations from

up when Reynolds and Mach numbers are sufficiently small.
To formulate the problem for perturbations, we introduce the following dimensionless variables:

x̃ = ℓx, t̃ =
ℓ

V
t, ṽ = V v, ρ̃ = ρ∗ρ, P̃ = ρ∗V

2P,

with

w̃ = V w, ϕ̃ = ρ∗γ
−2ϕ, Ṽ 1 = V V 1, g̃ =

µV

ρ∗ℓ2
g,

where

γ =

√
P̃ ′(ρ∗)

V
, V =

ρ∗ℓ
2

µ

{
|∂t̃Ṽ

1|C0(R) + |g̃1|C0(R×[0,ℓ])

}
+ |Ṽ 1|C0(R) > 0.

In this paper we assume V > 0. Under this change of variables the domain Ωℓ is transformed into Ω =
Rn−1 × (0, 1); and g1(xn, t), V

1(t) are periodic in t with period T > 0 defined by

T =
V

ℓ
τ.

The time-periodic solution up is transformed into up = T (ρp, vp) satisfying

ρp = ρp(xn) > 0,

∫ 1

0

ρp(xn) dxn = 1,

vp = T (v1p(xn, t), 0, . . . , 0), v1p(xn, t+ T ) = v1p(xn, t).

It then follows that the perturbation u(t) = T (ϕ(t), w(t)) ≡ T (γ2(ρ(t) − ρp), v(t) − vp(t)) is governed by
the following system of equations

∂tϕ+ v1p∂x1ϕ+ γ2div (ρpw) = f0, (1.5)

∂tw − ν
ρp
∆w − ν̃

ρp
∇divw + v1p∂x1w + (∂xnv

1
p)w

n e1

+ ν
γ2ρ2

p
(∂2

xn
v1p)ϕe1 +∇

(
P ′(ρp)
γ2ρp

ϕ
)
= f ,

(1.6)

w|∂Ω = 0, (1.7)

(ϕ,w)|t=0 = (ϕ0, w0), (1.8)

where f0 and f = T (f1, · · · , fn) denote nonlinearities, i.e.,

f0 = −div (ϕw),

f = −w · ∇w +
νϕ

γ2ρ2p

(
−∆w +

∂2
xn
v1p

ρpγ2
ϕe1

)
− νϕ2

γ2ρ2p(γ
2ρp + ϕ)

(
−∆w +

∂2
xn
v1p

ρpγ2
ϕe1

)

− ν̃ϕ

ρp(γ2ρp + ϕ)
∇divw +

ϕ

γ2ρp
∇
(
P ′(ρp)

γ2ρp
ϕ

)
− 1

2γ4ρp
∇(P ′′(ρp)ϕ

2) + P̃3(ρp, ϕ, ∂xϕ),

P̃3(ρp, ϕ, ∂xϕ) = ϕ3

γ4(γ2ρp+ϕ)ρ3
p
∇P (ρp) +

ϕ∇(P ′′(ρp)ϕ
2)

2γ4ρp(γ2ρp+ϕ)

− ϕ2∇(P ′(ρp)ϕ)
γ4ρ2

p(γ
2ρp+ϕ) −

1
2γ4(γ2ρp+ϕ)∇(ϕ3P3(ρp, ϕ)),

with

P3(ρp, ϕ) =

∫ 1

0

(1− θ)2P ′′′(θγ−2ϕ+ ρp)dθ.
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Here, div ,∇ and ∆ denote the usual divergence, gradient and Laplacian with respect to x; ν, ν′ and ν̃ are
the non-dimensional parameters:

ν =
µ

ρ∗ℓV
, ν′ =

µ′

ρ∗ℓV
, ν̃ = ν + ν′.

We note that the Reynolds number Re and Mach number Ma are given by Re = ν−1 and Ma = γ−1,
respectively. See [1] for the derivation of (1.5)–(1.8).

In the case g1 and V 1 do not depend on t, problem (1.1)–(1.3) has a stationary parallel flow. The stability
of stationary parallel flows were studied in [5, 6, 7, 11]. It was shown in [6] and [7] that the stationary
parallel flow is asymptotically stable under sufficiently small initial perturbations in Hm(Ω) ∩ L1(Ω) with
m ≥ [n/2] + 1, provided that Re ≪ 1, Ma ≪ 1 and density of the parallel flow is sufficiently close to a
positive constant. Furthermore, the asymptotic behavior of perturbations from the stationary parallel flow
is described by n− 1 dimensional linear heat equation in the case n ≥ 3 ([6]) and by one-dimensional viscous
Burgers equation in the case n = 2 ([7]).

The case of time-periodic parallel flows was considered in [1, 2] for Re ≪ 1 and Ma ≪ 1. In [1, 2] the
authors investigated the linearized problem, i.e., (1.5)–(1.8) with (f0,f) = (0, 0), which is written as

∂tu+ L(t)u = 0, w|xn=0,1 = 0, u|t=s = u0. (1.9)

Here, u = T (ϕ,w) and L(t) is operator of the form

L(t) =

 v1p(t)∂x1 γ2div (ρp · )

∇
(

P ′(ρp)
γ2ρp

·
)

− ν
ρp
∆In − ν̃

ρp
∇div


+

(
0 0

ν
γ2ρ2

p
∂2
xn
v1p(t)e1 v1p(t)∂x1In + (∂xnv

1
p(t))e1

Ten

)
.

(1.10)

Note that L(t) satisfies L(t) = L(t+ T ).
In [1, 2] spectral properties of the solution operator U(t, s) for (1.9) were studied by using Fourier transform

with respect to x′ ∈ Rn−1. The Fourier transform of (1.9) can be written in the form:

d

dt
û+ L̂ξ′(t)û = 0, t > s, û|t=s = û0, (1.11)

where û denotes the Fourier transform of u in x′; and ξ′ is dual variable to x′. For each ξ′ ∈ Rn−1 and for
all t ≥ s there exists a unique evolution operator Ûξ′(t, s) for (1.11).

Since L̂ξ′(t) is T -time periodic, the spectrum of Ûξ′(T, 0) plays an important role in the study of large

time behavior. It was shown in [1] that the spectrum of Ûξ′(T, 0) satisfies the following inclusion

σ(Ûξ′(T, 0)) ⊆

{
{eλξ′T } ∪ {|λ| < q1} (|ξ′| < r),

{|λ| < q1} (|ξ′| ≥ r),

for a constant 0 < q1 < 1 and 0 < r ≪ 1. Here, eλξ′T is the simple eigenvalue of Ûξ′(T, 0) and λξ′ =
−iκ0ξ1 − κ1ξ

2
1 − κ′′|ξ′′|2 +O(|ξ′|3) with κ0 ∈ R, κ1 > 0, κ′′ > 0 and ξ′ = T (ξ1, ξ

′′), ξ′′ = (ξ2, . . . , ξn−1).

In [2] spectral properties of Ûξ′(t, s) were investigated for |ξ′| < r by using the Floquet theory. A family
{P(t)}t∈R of bounded projections on L2(Ω) was constructed to represent P(t)U(t, s) as

P(t)U(t, s) = Q (t)e(t−s)ΛP (s). (1.12)

Here, etΛ = F−1
χ̂1e

λξ′ tF with frequency cut off function χ̂1 : χ̂1(ξ
′) = 1 (|ξ′| < r), χ̂1(ξ

′) = 0 (|ξ′| ≥ r),

and Q (t) = F−1
χ̂1Q̂ ξ′(t)F and P (t) = F−1

χ̂1P̂ ξ′(t)F with

Q̂ ξ′(t) : C → L2(0, 1) and P̂ ξ′(t) : L
2(0, 1) → C,

expanded as

Q̂ ξ′(t) = Q (0)
(t) + iξ′ ·Q (1)

(t) +O(|ξ′|2),

P̂ ξ′(t) = P (0)
+ iξ′ ·P (1)

(t) +O(|ξ′|2),
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for |ξ′| ≤ r, where Q (0)
(t)σ = σu(0)(·, t) (σ ∈ C), u(0)(·, t) = u(0)(xn, t) is a function T -periodic in t and

P (0)
u = [ϕ] (u = T (ϕ,w) ∈ L2(0, 1)). One consequence of (1.12) is that

∥∂k
x′∂l

xn
P(t)U(t, s)u0∥L2(Ω) ≤ C(1 + t− s)−

n−1
4 − k

2 ∥u0∥L1(Ω),

∥(I − P(t))U(t, s)u0∥H1(Ω) ≤ e−d(t−s)(∥u0∥H1×L2 + ∥∂x′w0∥L2),

∥∂k
x′∂l

xn
(P(t)U(t, s)u0 − σt,s[u0]u

(0)(t))∥L2(Ω) ≤ C(t− s)−
n−1
4 − 1

2−
k
2 ∥u0∥L1(Ω),

for t − s ≥ T , s ≥ 0; k = 0, 1, . . . , l = 0, . . . ,m for m ≥ 2. Here, σt,s[u0] = σt,s(x
′)[u0] is a function whose

Fourier transform in x′ is given by

F (σt,s[u0]) = e−(iκ0ξ1+κ1ξ
2
1+κ′′|ξ′′|2)(t−s)[ϕ̂0(ξ

′)],

where [ϕ̂0(ξ
′)] is a quantity given by

[ϕ̂0(ξ
′)] =

∫ 1

0

ϕ̂0(ξ
′, xn) dxn,

with ϕ̂0 being the Fourier transform of ϕ0 in x′ and κ0 ∈ R, κ1 > 0, κ′′ > 0 are positive constants depending
on ρ∗, l, V, µ, µ

′ and P̃ ′(ρ∗).
Another consequence of (1.12) is that if u(t) is a solution of

∂tu+ L(t)u = f, u|t=0 = u0,

then P(t)u(t) is represented as

P(t)u(t) = Q (t)

(
etΛP (0)u0 +

∫ t

0

e(t−z)ΛP (z)f(z)dz

)
. (1.13)

In this paper we show the following results. Let u0 be sufficiently small in Hm(Ω) ∩ L1(Ω) for a given
m ≥ [n/2] + 1; and let u0 satisfy a suitable compatibility condition, then there exists unique solution u(t) of
(1.5)–(1.8) in C([0,∞);Hm(Ω)), provided that Re ≪ 1, Ma ≪ 1 and |1 − ρp|Cm+1([0,1]) ≪ 1. Furthermore,
u(t) satisfies

∥∂k
x′u(t)∥L2(Ω) ≤ O(t−

n−1
4 − k

2 ), k = 0, 1,

as t → ∞.
In the case n = 2, we show that the asymptotic leading term of perturbation u(t) is described by a

solution of one-dimensional viscous Burgers equation, i.e.,

∥u(t)− (σu(0))(t)∥2 = O(t−
3
4+δ), ∀δ > 0,

as t → ∞. Here, u(0) = u(0)(x2, t) is a given time-periodic function; and σ = σ(x1, t) is function satisfying

∂tσ − κ1∂
2
x1
σ + κ0∂x1σ + ω0∂x1(σ

2) = 0, σ|t=0 =

∫ 1

0

ϕ0(x1, x2) dx2, (1.14)

with constants κ0 ∈ R, κ1 > 0 being the same ones as those in λξ1 and ω0 ∈ R determined by the nonlinearity
F .

In the case n ≥ 3, we show that the asymptotic leading term of u(t) is the same one as for the linearized
problem and thus it is given by n− 1-dimensional heat equation with convective term, i.e.,

∥u(t)− (σu(0))(t)∥2 = O(t−
n−1
4 − 1

2 ηn(t)),

as t → ∞. Here, σ = σ(x′, t) is function satisfying

∂tσ − κ1∂
2
x1
σ − κ′′∆′′σ + κ0∂x1σ = 0, σ|t=0 =

∫ 1

0

ϕ0(x
′, xn) dxn,

with constants κ0 ∈ R, κ1, κ
′′ > 0 being the same ones as those in λξ′ ; where ∆′′ = ∂2

x2
+ · · · + ∂2

xn−1
; and

ηn(t) = log(1 + t) when n = 3 and ηn(t) = 1 when n ≥ 4.
The proof of the main results is given by a combination of various estimates for P(t)U(t, s) mentioned

above and a variant of Matsumura-Nishida energy method ([6, 7], cf. [12]). We decompose the solution u(t)
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of (1.5)–(1.8) into the P(t)-part and (I − P(t))-part. Considering the P(t)-part, we represent P(t)u(t) as in
(1.13) with f = T (f0,f) being the nonlinearity given in (1.5) and (1.6). We then combine various estimates
on P(t) and P(t)U(t, s) to obtain the necessary estimates on P(t)u(t). On the other hand, (I−P(t))u(t) can be
estimated by a variant of Matsumura-Nishida energy method as in the case of the stationary parallel flow ([7]).
However, in contrast to [7], the linearized operator has time-dependent coefficients. Therefore a modification
of the argument in [7] is needed for the time-periodic case to aquire the necessary energy estimate. It is
worth mentioning that in the case n = 2 the asymptotic leading part of u(t) is not described by the linearized

problem due to the quadratic nonlinearities −div (ϕw), νϕ
γ2ρ2

p

(
−∂2

xn
w1 +

∂2
xn

v1
p

ρpγ2 ϕ
)
and − 1

2γ4ρp
∂xn(P

′′(ρp)ϕ
2).

This leads to the 1-dimensional Burgers equation (1.14).
Our result is an extension of previous results on the stationary case [5, 6, 7, 11] to the case of time-periodic

external force and time-periodic boundary conditions.
Structure of this paper is the following. In Section 2 we introduce basic notations that are used throughout

the paper. In Section 3 we state the main results. In Section 4 we present the results on spectral properties of
the linearized problem obtained in [2]. In Section 5 we introduce decomposition of solution u(t) to (1.5)–(1.8)
based on the spectral properties of L(t) introduced in Section 4. Moreover, we prove the a priori estimate
using the estimates on P(t)u(t) and (I −P(t))u(t) from subsequent sections 6, 7 and 8. In Section 6 we show
estimate for P(t)u(t) using properties of P(t) and P(t)U(t, s). In Section 7 we obtain estimate on (I−P(t))u(t)
using energy method. In Section 8 we estimate the nonlinearities f0 and f . Finally, in Section 9 we prove
the asymptotic behavior of solutions.

2 Notation

In this section we introduce some notations which are used throughout the paper. For a domain E we denote
by Lp(E) the usual Lebesgue space on E and its norm is denoted by ∥ · ∥Lp(E) for 1 ≤ p ≤ ∞. Let k be

a nonnegative integer. Hk(E) denotes the k-th order L2 Sobolev space on E with norm ∥ · ∥Hk(E). Ck
0 (E)

stands for the set of all Ck functions which have compact support in E. We denote by H1
0 (E) the completion

of C1
0 (E) in H1(E).
We simply denote by Lp(E) (resp., Hk(E)) the set of all vector fields w = T (w1, . . . , wn) on E with

wj ∈ Lp(E) (resp., Hk(E)), j = 1, . . . , n, and its norm is also denoted by ∥·∥Lp(E) (resp., ∥·∥Hk(E)). For u =
T (ϕ,w) with ϕ ∈ Hk(E) and w = T (w1, . . . , wn) ∈ H l(E), we define ∥u∥Hk(E)×Hl(E) by ∥u∥Hk(E)×Hl(E) =
∥ϕ∥Hk(E) + ∥w∥Hl(E). When k = l, we simply write ∥u∥Hk(E)×Hk(E) = ∥u∥Hk(E).

In the case E = Ω we abbreviate Lp(Ω) (resp., Hk(Ω)) as Lp (resp., Hk). In particular, we denote the
norm of Lp (resp., Hk) by ∥ · ∥p (resp., ∥ · ∥Hk).

In the case E = (0, 1) we denote the norm | · |L2(0,1) (resp., | · |Hk(0,1)) by | · |2 (resp., | · |Hk).
The inner product of L2 is denoted by

(f, g) =

∫
Ω

f(x)g(x) dx, f, g ∈ L2.

Furthermore, we introduce a weighted inner product ⟨·, ·⟩Ω defined by

⟨u1, u2⟩Ω =

∫
Ω

ϕ1ϕ2
P ′(ρp)

γ4ρp
dx+

∫
Ω

w1w2ρp dx,

for uj =
T (ϕj , wj) ∈ L2, j = 1, 2; and for uj =

T (ϕj , wj) ∈ L2(0, 1), j = 1, 2, we also define ⟨u1, u2⟩ by

⟨u1, u2⟩ =
∫ 1

0

ϕ1ϕ2

P ′(ρp)

γ4ρp
dxn +

∫ 1

0

w1w2ρp dxn.

Here, g denotes the complex conjugate of g.
Furthermore, for f ∈ L1(0, 1) we denote the mean value of f in (0, 1) by [f ]:

[f ] = (f, 1) =

∫ 1

0

f(xn) dxn.

For u = T (ϕ,w) ∈ L1(0, 1) with w = T (w1, . . . , wn) we define [u] by

[u] = [ϕ] + [w1] + · · ·+ [wn].

We often write x ∈ Ω as
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x = T (x′, xn), x′ = T (x1, . . . , xn−1) ∈ Rn−1.

Partial derivatives of function u in x, x′, xn and t are denoted by ∂xu, ∂x′u, ∂xnu and ∂tu, respectively.

We also write higher order partial derivatives of u in x as ∂k
xu = (∂α

x u; |α| = k); by ∆′ =
∑n−1

i=1 ∂2
xi
,

∇′ = (∂x1 , . . . , ∂xn−1) and div ′ = ∇′· we denote the Lapacian, gradient and divergence with respect to x′,
respectively.

We denote k × k identity matrix by Ik. In particular, when k = n + 1, we simply write I for In+1. We

define (n+ 1)× (n+ 1) diagonal matrices Qj , Q
′ and Q̃ by

Qj = diag (0, . . . , 0, 1︸︷︷︸
j-th

, 0, . . . , 0), j = 0, 1, . . . , n,

and
Q′ = diag (0, 1, . . . , 1, 0), Q̃ = diag (0, 1, . . . , 1).

We then have for u = T (ϕ,w) ∈ Rn+1, w = T (w1, . . . , wn) = T (w′, wn),

Q0u =

(
ϕ
0

)
, Qju =

 0
wj

0

 , Qnu =

 0
0
wn

 , Q′u =

 0
w′

0

 , Q̃u =

(
0
w

)
.

We denote e′1 = T (1, 0, . . . , 0) ∈ Rn−1. We note that

[Q0u] = [ϕ] for u = T (ϕ,w).

For a function f = f(x′) (x′ ∈ Rn−1), we denote its Fourier transform by f̂ or F f :

f̂(ξ′) = (F f)(ξ′) =

∫
Rn−1

f(x′)e−iξ′·x′
dx′.

The inverse Fourier transform is denoted by F−1
:

(F−1
f)(x′) = (2π)−(n−1)

∫
Rn−1

f(ξ′)eiξ
′·x′

dξ′.

For closed linear operator A in X we denote the spectrum of A by σ(A). We denote the set of all bounded
linear operators from X0 into itself by L(X0) and denote the norm by | · |L(X0). For operators A,B we denote
[A,B] the commutator, i.e., [A,B] = AB − BA. For time interval [a, b] ⊂ R, we denote the usual Bochner
spaces by L2(a, b;X), Hm(a, b;X), etc., where X denotes a Banach space.

Definition 2.1 For a domain E we define the following function spaces:

X0 = H1(0, 1)× L2(0, 1), Hj
∗(E) =


H−1(E) = (H1

0 )
∗(E) for j = −1,

L2(E) for j = 0,

Hj(E) ∩H1
0 (E) for j ≥ 1.

Definition 2.2 We introduce the following norms:

Jf(t)Kk =

 [ k2 ]∑
j=0

∥∂j
t f(t)∥Hk−2j


1
2

,

∥|Df(t)∥|k =

 ∥∂xf(t)∥2 for k = 0,

(J∂xf(t)K2k + J∂tf(t)K2k−1)
1
2 for k ≥ 1.

Remark 2.3 Let us note that

∥|Dv∥|m−1 ≤ 2JvKm and JvKm ≤ ∥v∥2 + ∥|Dv∥|m−1,

for JvKm < ∞.
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Definition 2.4 Let m ≥ [n/2] + 1. For τ > 0 we define a function space Zm(τ) by

Zm(τ) = {u ∈
[m2 ]∩
j=0

Cj([0, τ ];Hm−2j), ∥u∥Zm(τ) < ∞},

where

∥u∥Zm(τ) = sup
0≤z≤τ

Ju(z)Km +

(∫ τ

0

∥|Dw(z)∥|2mdz

) 1
2

.

3 Main results

In this section we state the main results of this paper.
In the whole article we assume the following regularity for g̃ and Ṽ 1.

Assumptions 3.1 For a given integer m ≥ [n/2] + 1 assume that g̃ = T (g̃1(x̃n, t̃), 0, . . . , 0, g̃
n(x̃n)) and

Ṽ 1(t̃) belong to the following spaces:
g̃n ∈ Cm+1[0, ℓ],

and

g̃1 ∈
[m+1

2 ]∩
j=0

Cj
per([0, τ ];H

m+1−2j(0, ℓ)),

Ṽ 1 ∈ C
[m+2

2 ]
per ([0, τ ]).

Furthermore, we assume

P̃ (·) ∈ Cm+2(R).

It is straightforward that g and V 1 belong to similar spaces as g̃ and Ṽ 1.
Under Assumptions 3.1 one can see that flow up has the following properties (see [1]).

Proposition 3.2 There exists δ0 > 0 such that if

ν|gn|Cm+1([0,1]) ≤ δ0,

then the following assertions hold true(see [1]). The flow up = T (ρp(xn), vp(xn, t)) exists and under Assump-
tions 3.1, it satisfies

vp ∈
[m+3

2 ]∩
j=0

Cj
per(JT ;H

m+3−2j(0, 1)), ρp ∈ Cm+2[0, 1],

and

0 < ρ1 ≤ ρp(xn) ≤ ρ2,

∫ 1

0

ρp(xn)dxn = 1, vp(xn, t) =
T (v1p(xn, t), 0),

with
P ′(ρ) > 0 for ρ1 ≤ ρ ≤ ρ2,

|1− ρp|Ck+1([0,1]) ≤
C

γ2
ν(|P ′′|Ck−1(ρ1,ρ2) + |gn|Ck([0,1])), k = 1, . . . ,m+ 1, (3.1)

|P ′(ρp)− γ2|C0([0,1]) ≤
C

γ2
ν|gn|C0([0,1]),

for some constants 0 < ρ1 < 1 < ρ2.

7



First, let us introduce the local existence result. To do so, we rewrite (1.5)–(1.8) in the form

∂tϕ+ v · ∇ϕ = −γ2w · ∇ρp − ρdivw, (3.2)

ρ∂tw − ν∆w − ν̃∇divw = − ν

γ2ρp
∂2
xn
vpϕ−∇(P (ρ)− P (ρp))− ρ(v · ∇v), (3.3)

w|∂Ω = 0, (3.4)

(ϕ,w)|t=0 = (ϕ0, w0), (3.5)

where ρ = ρp + γ−2ϕ and v = vp + w.
Next, let us mention the compatibility condition for u0 = T (ϕ0, w0). We look for a solution u = T (ϕ,w)

of (3.2)–(3.5) in
∩[m2 ]

j=0 C
j([0,∞);Hm−2j) satisfying

∫ t

0
∥∂xw(z)∥2Hmdz < ∞ for all t ≥ 0 with m ≥ [n/2] + 1.

Therefore, we need to require the compatibility condition for the initial value u0 = T (ϕ0, w0), which is
formulated as follows.

Let u = T (ϕ,w) be a smooth solution of (3.2)–(3.5). Then ∂j
t u = T (∂j

tϕ, ∂
j
tw), j ≥ 1 is inductively

determined by

∂j
tϕ = −v · ∇∂j−1

t ϕ− ρdiv ∂j−1
t w − γ2∂j−1

t w · ∇ρp − {[∂j−1
t , v · ∇]ϕ+ [∂j−1

t , ρ]divw},
and

∂j
tw = −ρ−1{−ν∆∂j−1

t w − ν̃∇div ∂j−1
t w + P ′(ρ)∇∂j−1

t ρ} − ρ−1{γ−2[∂j−1
t , ϕ]∂tw+[∂j−1

t , P ′(ρ)]∇ρ}

−ρ−1{ ν
γ2ρp

∂j−1
t (∂2

xn
vpϕ)− ∂j−1

t ∇P (ρp)}−ρ−1∂j−1
t (ρ(v · ∇v)).

From these relations we see that ∂j
t u|t=0 = T (∂j

tϕ, ∂
j
tw)|t=0 is inductively given by u0 = T (ϕ0, w0) in the

following way:

∂j
t u|t=0 = T (∂j

tϕ, ∂
j
tw)|t=0 = T (ϕj , wj) = uj ,

where

ϕj = −v0 · ∇ϕj−1 − ρ0divwj−1 − γ2wj−1 · ∇ρp −
j−1∑
l=1

(
j − 1
l

)
{vl · ∇ϕj−1−l + γ−2ϕldivwj−1},

and

wj = −ρ−1
0 {−ν∆wj−1 − ν̃∇divwj−1 + P ′(ρ0)∇ρj−1} − ρ−1

0

j−1∑
l=1

(
j − 1
l

)
{γ−2ϕlwj−l

+al(ϕ0;ϕ1, . . . , ϕl)∇ρj−1−l} − ρ−1
0

ν

γ2ρp

j−1∑
l=0

(
j − 1
l

)
∂j−1−l
t ∂2

xn
vp(0)ϕl + δ1jρ

−1
0 ∇P (ρp)

−ρ−1
0 Gj−1(ϕ0, w0, ∂xw0;ϕ1, . . . , ϕj−1, w1, . . . , wj−1, ∂xw1, . . . , ∂xwj−1),

with vl = ∂l
tvp(0) + wl, ρl = δ1lρp + γ−2ϕl; and al(ϕ0;ϕ1, . . . , ϕl) is certain polynomial in ϕ1, . . . , ϕl; and

analogously. Here, δ1j denotes the Kronecker’s delta.

By the boundary condition w|∂Ω = 0 in (3.4), we necessarily have ∂j
tw|∂Ω = 0, and hence,

wj |∂Ω = 0.

Assume that u = T (ϕ,w) is a solution of (3.2) –(3.5) in
∩[m2 ]

j=0 C
j([0, τ0];H

m−2j) for some τ0 > 0. Then

from above observation, we need the regularity uj =
T (ϕj , wj) ∈ Hm−2j×Hm−2j for j = 1, . . . , [m/2], which,

indeed follows from the fact that u0 = T (ϕ0, w0) ∈ Hm with m ≥ [n/2] + 1. Furthermore, it is necessary to
require that u0 = T (ϕ0, w0) satisfies the m̂-th order compatibility condition:

wj ∈ H1
0 for j = 0, . . . , m̂ =

[
m− 1

2

]
.

Now, we can apply local solvability result obtained in [8] to show the following assertion.
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Proposition 3.3 Let n ≥ 2, m be an integer satisfying m ≥ [n/2] + 1 and M > 0. Assume that u0 =
T (ϕ0, w0) ∈ Hm satisfies the following conditions:

(a) ∥u0∥Hm ≤ M and u0 satisfies the m̂-th compatibility condition,

(b) −γ2

4 ρ1 ≤ ϕ0.

Then there exists a positive number τ0 depending on M and ρ1 such that problem (3.2)–(3.5) has a unique
solution u(t) on [0, τ0] satisfying u(t) ∈ Zm(τ0).

Remark 3.4 It is straightforward to see that solution u(t) of (3.2)–(3.5) is a solution of (1.5)–(1.8). Con-
dition (b) in previous proposition assures that γ−2ϕ0 + ρp > 3

4ρ1.

We are in a position to state our main results of this paper.

Theorem 3.5 Suppose that n = 2 and let m be an integer satisfying m ≥ 2. There are positive numbers ν0
and γ0 such that if ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2

0 then the following assertions hold true.
There is a positive number ε0 such that if u0 = T (ϕ0, w0) ∈ Hm ∩ L1 satisfies the m̂-th compatibility

condition and ∥u0∥Hm∩L1 ≤ ε0, then there exists a unique global solution u(t) = T (ϕ(t), w(t)) of (1.5)–(1.8)

with n = 2 in
∩[m2 ]

j=0 C
j([0,∞);Hm−2j) which satisfies

∥∂k
x′u(t)∥2 = O(t−

1
4−

k
2 ), k = 0, 1, (3.6)

∥u(t)− (σu(0))(t)∥2 = O(t−
3
4+δ), ∀δ > 0, (3.7)

as t → ∞. Here, u(0) = u(0)(x2, t) is function given in Lemma 4.9 below; σ = σ(x1, t) is function satisfying

∂tσ − κ1∂
2
x1
σ + κ0∂x1σ + ω0∂x1(σ

2) = 0, σ|t=0 =

∫ 1

0

ϕ0(x1, x2) dx2,

with given constants κ0, ω0 ∈ R, κ1 > 0.

Theorem 3.6 Suppose that n ≥ 3 and let m be an integer satisfying m ≥ [n/2] + 1. There are positive
numbers ν0 and γ0 such that if ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2

0 then the following assertions hold true.
There is a positive number ε0 such that if u0 = T (ϕ0, w0) ∈ Hm ∩ L1 satisfies the m̂-th compatibility

condition and ∥u0∥Hm∩L1 ≤ ε0, then there exists a unique global solution u(t) = T (ϕ(t), w(t)) of (1.5)–(1.8)

in
∩[m2 ]

j=0 C
j([0,∞);Hm−2j) which satisfies

∥∂k
x′u(t)∥2 = O(t−

n−1
4 − k

2 ), k = 0, 1, (3.8)

∥u(t)− (σu(0))(t)∥2 = O(t−
n−1
4 − 1

2 ηn(t)), (3.9)

as t → ∞. Here, σ = σ(x′, t) is function satisfying

∂tσ − κ1∂
2
x1
σ − κ′′∆′′σ + κ0∂x1σ = 0, σ|t=0 =

∫ 1

0

ϕ0(x
′, xn) dxn,

with given constants κ0 ∈ R, κ1, κ
′′ > 0; where ∆′′ = ∂2

x2
+ · · · + ∂2

xn−1
; and ηn(t) = log(1 + t) when n = 3

and ηn(t) = 1 when n ≥ 4.

As in [8, 12], the global existence result in Theorem 3.5 and Theorem 3.6 is proved by combining the
local existence and the a priori estimate. Next we introduce the a priori estimate.

Proposition 3.7 Let n ≥ 2 and m be an integer satisfying m ≥ [n/2] + 1. There are positive numbers ν0
and γ0 such that if ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2

0 , then the following assertion holds true.
There exists number ε1 > 0 such that if solution u(t) of (1.5)–(1.8) is in Zm(τ) and u(t) satisfies

∥u0∥Hm∩L1 ≤ ε1, then there holds the estimate

Ju(t)K2m ≤ C1∥u0∥2Hm∩L1 ,

for a constant C1 > 0 independent of τ .
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Remark 3.8 In the proof of Proposition 3.7 we use the estimate (3.1) with k = m only, i.e.,

|1− ρp|Cm+1([0,1]) ≤
C

γ2
ν(|P ′′|Cm−1(ρ1,ρ2) + |gn|Cm([0,1])).

Moreover, we require the boundedness of ρp in Cm+1([0, 1]) only.

The global existence of the solution u(t) follows from Proposition 3.3 and the a priori estimate in Propo-
sition 3.7 in standard manner as follows.

Proof of global existence. Let n ≥ 2 and let us fix m ≥ [n/2] + 1 and ν ≥ ν0, γ
2/(ν + ν̃) ≥ γ2

0 such that
Proposition 3.7 holds true.

Since m ≥ [n/2] + 1 we have the Sobolev inequality

∥f∥∞ ≤ CS∥f∥Hm , for any f ∈ Hm(Ω). (3.10)

Let us define ε0 > 0 as

ε0 = min{ε1,
γ2

4CS
ρ1,

ε1√
C1

,
γ2

4CS

√
C1

ρ1}.

Here, ε1 and C1 are given by Proposition 3.7.
Let ∥u0∥Hm∩L1 ≤ ε0 satisfies m̂-th compatibility condition. It is easy to see that such u0 satisfies

conditions (a), (b) of Proposition 3.3 and therefore, there exits τ0 > 0, which is determined by ε1, such that
the problem (1.5)–(1.8) has a unique solution u(·) ∈ Zm(τ0).

Since ε0 ≤ ε1 we see from Proposition 3.7 that u(t) satisfies

Ju(τ0)K2m ≤ C1∥u0∥2Hm∩L1 ≤ min{ε21,
(

γ2

4CS
ρ1

)2

}. (3.11)

Thus, ∥u(τ0)∥Hm ≤ ε1 and u(τ0) satisfies conditions (a) and (b) of Proposition 3.3. Hence, there exists
unique extension of solution u(t) of (1.5)–(1.8) on [τ0, 2τ0] and we get

u(·) ∈ Zm(2τ0).

It is straightforward to see that we can use Proposition 3.7 again, to obtain estimate (3.11) for u(2τ0),
which enables us to extend solution u(t) on [0, 3τ0]. By repeating this procedure the existence on [0,∞) is
showed. This concludes the proof.

□

Proposition 3.7 together with L2-decay estimates (3.6) and (3.8) are proved in Sections 4-8. The asymp-
totic behavior, i.e., (3.7) and (3.9), is proved in Section 9.

4 Spectral properties of the linearized operator

Let us write (1.5)–(1.8) in the form

∂tu+ L(t)u = F ,

w|δΩ = 0, u|t=0 = u0.
(4.1)

Here, u = T (ϕ,w); F = T (f0,f) with f = T (f1, · · · , fn) is the nonlinearity; and L(t) is the operator given
in (1.10)

In this section we introduce the spectral properties of the linearized problem, i.e., (4.1) with F = 0.
These results were established in [2]. At the end of this section we show regularity improvements for ϕ.

Now, let us consider the linearized problem

∂tu+ L(t)u = 0, t > s, w|xn=0,1 = 0, u|t=s = u0. (4.2)

We introduce space Zs defined by

Zs = {u = T (ϕ,w);ϕ ∈ Cloc([s,∞);H1), ∂α′

x′ w ∈ Cloc([s,∞);L2)∩L2
loc([s,∞);H1

0 ) (|α′| ≤ 1), w ∈ Cloc((s,∞);H1
0 )}.

In [1] we showed that for any initial data u0 = T (ϕ0, w0) satisfying u0 ∈ H1 ∩ L2 with ∂x′w0 ∈ L2 there
exists a unique solution u(t) of linear problem (4.2) in Zs. We denote U(t, s) the evolution operator for (4.2)
given by

u(t) = U(t, s)u0.
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To investigate problem (4.2) we consider the Fourier transform of (4.2). We thus obtain

d

dt
û+ L̂ξ′(t)û = 0, t > s, û|t=s = û0. (4.3)

Here ϕ̂ = ϕ̂(ξ′, xn, t) and ŵ = ŵ(ξ′, xn, t) are the Fourier transforms of ϕ = ϕ(x′, xn, t) and w = w(x′, xn, t)

in x′ ∈ Rn−1 with ξ′ ∈ Rn−1 being the dual variable; L̂ξ′(t) is an operator on X0 with domain D(L̂ξ′(t)) =
H1(0, 1)×H2

∗ (0, 1), which takes the form

L̂ξ′(t) =


iξ1v

1
p(t) iγ2ρp

T ξ′ γ2∂xn(ρp · )

iξ′
P ′(ρp)
γ2ρp

ν
ρp
(|ξ′|2 − ∂2

xn
)In−1 +

ν̃
ρp
ξ′T ξ′ −i ν̃

ρp
ξ′∂xn

∂xn

(
P ′(ρp)
γ2ρp

·
)

−i ν̃
ρp

T ξ′∂xn

ν
ρp
(|ξ′|2 − ∂2

xn
)− ν̃

ρp
∂2
xn



+


0 0 0

ν
γ2ρ2

p
(∂2

xn
v1p(t))e

′
1 iξ1v

1
p(t)In−1 ∂xn(v

1
p(t))e

′
1

0 0 iξ1v
1
p(t)

 .

Let us note that L̂ξ′(t) is sectorial uniformly with respect to t ∈ R for each ξ′ ∈ Rn−1. As for the evolution

operator Ûξ′(t, s) for (4.3) we have the following results.

Lemma 4.1 For each ξ′ ∈ Rn−1 and for all t ≥ s there exists unique evolution operator Ûξ′(t, s) for (4.3)
that satisfies

|L̂ξ′(t)Ûξ′(t, s)|L(X0) ≤ Ct1t2 , t1 ≤ s < t ≤ t2.

Furthermore, for u0 ∈ X0, f ∈ Cα([s,∞);X0), α ∈ (0, 1] there exists unique classical solution u of
inhomogeneous problem

d

dt
u+ L̂ξ′(t)u = f, t > s, u|t=s = u0, (4.4)

satisfying u ∈ Cloc([s,∞);X0) ∩ C1(s,∞;X0) ∩ C(s,∞;H1(0, 1)×H2
∗ (0, 1)); and the solution u is given by

u(t) = (ϕ(t), w(t)) = Ûξ′(t, s)u0 +

∫ t

s

Ûξ′(t, z)f(z)dz.

Next, let us introduce adjoint problem to

∂tu+ L̂ξ′(t)u = 0, t > s, u|t=s = u0.

Lemma 4.2 For each ξ′ ∈ Rn−1 and for all s ≤ t there exists unique evolution operator Û∗
ξ′(s, t) for adjoint

problem

−∂su+ L̂∗
ξ′(s)u = 0, s < t, u|s=t = u0,

on X0. Here, L̂∗
ξ′(s) is an operator on X0 with domain D(L̂∗

ξ′(s)) = H1(0, 1) × H2
∗ (0, 1), which takes the

form

L̂∗
ξ′(s) =


−iξ1v

1
p(s) −iγ2ρp

T ξ′ −γ2∂xn(ρp · )

−iξ′
P ′(ρp)
γ2ρp

ν
ρp
(|ξ′|2 − ∂2

xn
)In−1 +

ν̃
ρp
ξ′T ξ′ −i ν̃

ρp
ξ′∂xn

−∂xn

(
P ′(ρp)
γ2ρp

·
)

−i ν̃
ρp

T ξ′∂xn

ν
ρp
(|ξ′|2 − ∂2

xn
)− ν̃

ρp
∂2
xn



+


0 νγ2

P ′(ρp)
(∂2

xn
v1p(s))

Te′1 0

0 −iξ1v
1
p(s)In−1 0

0 ∂xn(v
1
p(s))

Te′1 −iξ1v
1
p(s)

 .

Moreover, L̂∗
ξ′(s) satisfies ⟨L̂ξ′(s)u, v⟩ = ⟨u, L̂∗

ξ′(s)v⟩ for s ∈ R and u, v ∈ H1 ×H2
∗ and
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|L̂∗
ξ′(s)Û

∗
ξ′(s, t)|L(X0) ≤ Ct1t2 , t1 ≤ s < t ≤ t2.

Furthermore, for u0 ∈ X0, f ∈ Cα((−∞, t];X0), α ∈ (0, 1] there exists unique classical solution u of
inhomogeneous problem

− d

ds
u+ L̂∗

ξ′(s)u = f, s < t, u|s=t = u0, (4.5)

satisfying u ∈ Cloc((−∞, t];X0)∩C1(−∞, t;X0)∩C(−∞, t;H1(0, 1)×H2
∗ (0, 1)); and the solution u is given

by

u(s) = (ϕ(s), w(s)) = Û∗
ξ′(s, t)u0 +

∫ t

s

Û∗
ξ′(s, z)f(z)dz.

Note that Ûξ′(t, s) and Û∗
ξ′(s, t) are defined for all t ≥ s and

Ûξ′(t+ T, s+ T ) = Ûξ′(t, s), Û∗
ξ′(s+ T, t+ T ) = Û∗

ξ′(s, t).

Lemma 4.3 There exist positive numbers ν1 and γ1 such that if ν ≥ ν1 and γ2/(ν + ν̃) ≥ γ2
1 then there

exists r0 > 0 such that for each ξ′ with |ξ′| ≤ r0 there hold the following statements.

(i) The spectrum of operator Ûξ′(T, 0) on H1(0, 1)×H1
0 (0, 1) satisfies

σ(Ûξ′(T, 0)) ⊂ {µξ′} ∪ {µ : |µ| ≤ q0},

with constant q0 < Reµξ′ < 1. Here, µξ′ = eλξ′T is simple eigenvalue of Ûξ′(T, 0) and λξ′ has an
expansion

λξ′ = −iκ0ξ1 − κ1ξ
2
1 − κ′′|ξ′′|2 +O(|ξ′|3), (4.6)

where κ0 ∈ R and κ1 > 0, κ′′ > 0.

Moreover, let Π̂ξ′ denote the eigenprojection associated with µξ′ . There holds

|Ûξ′(t, s)(I − Π̂ξ′)u|H1 ≤ Ce−d(t−s)|(I − Π̂ξ′)u|X0 ,

for u ∈ X0 and T ≤ t− s. Here, d is a positive constant depending on r0.

(ii) The spectrum of operator Û∗
ξ′(0, T ) on H1(0, 1)×H1

0 (0, 1) satisfies

σ(Û∗
ξ′(0, T )) ⊂ {µξ′} ∪ {µ : |µ| ≤ q0}.

Here, µξ′ is simple eigenvalue of Û∗
ξ′(0, T ).

Furthermore, let Π̂∗
ξ′ denote the eigenprojection associated with µξ′ . There holds

⟨Π̂ξ′u, v⟩ = ⟨u, Π̂∗
ξ′v⟩,

for u, v ∈ X0.

Next, we introduce Floquet theory.

Definition 4.4 Let k = 1, 2, . . . . Let us define spaces Y k
per as

Y 1
per = L2

per([0, T ];X0),

Y k
per =

[ k2 ]∩
j=0

Hj
per([0, T ];H

k−2j(0, 1)×Hk−1−2j(0, 1)), for k ≥ 2.

Here, for Banach space X and j = 0, . . . spaces L2
per([0, T ];X) and Hj

per([0, T ];X) consist of functions from

L2([0, T ];X) and Hj([0, T ];X), respectively, that are restrictions of T -periodic functions.
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Definition 4.5 We define operator Bξ′ on space Y 1
per with domain

D(Bξ′) = H1
per([0, T ];X0) ∩ L2

per([0, T ];H
1(0, 1)×H2

∗ (0, 1)),

in the following way

Bξ′v = ∂tv + L̂ξ′(·)v,

for v ∈ D(Bξ′). Moreover, we define formal adjoint operator B∗
ξ′ with respect to inner product 1

T

∫ T

0
⟨·, ·⟩dt

as

B∗
ξ′v = −∂tv + L̂∗

ξ′(·)v,

for v ∈ D(B∗
ξ′) = D(Bξ′).

Remark 4.6 Operators Bξ′ and B∗
ξ′ are closed, densely defined on Y 1

per for each fixed ξ′ ∈ Rn−1.

Definition 4.7 Let k ≥ 1. We say that u = T (ϕ,w) is k-regular function on time interval [a, b] whenever

u ∈
[ k2 ]∩
j=0

Cj([a, b]; (Hk−2j ×Hk−2j
∗ )(Ω)),

ϕ ∈
[ k2 ]∩
j=0

Hj+1(a, b;Hk−2j(Ω)), w ∈
[ k+1

2 ]∩
j=0

Hj(a, b;Hk+1−2j
∗ (Ω)).

Lemma 4.8 There exist positive numbers ν2 ≥ ν1 and γ2 ≥ γ1 such that if ν ≥ ν2 and γ2/(ν+ ν̃) ≥ γ2
2 then

there exists 0 < r1 ≤ 1 such that for each |ξ′| ≤ r1 there hold the following statements.

(i) Let 1 ≤ k ≤ m+ 1. There exists q1 > 0 such that spectrum of operator Bξ′ on Y k
per satisfies

σ(Bξ′) ⊂ {−λξ′} ∪ {λ : Reλ ≥ q1},

with 0 ≤ −Reλξ′ ≤ 1
2q1 uniform for all k. Here, −λξ′ is simple eigenvalue of Bξ′ .

(ii) Let 1 ≤ k ≤ m+ 1. Spectrum of operator B∗
ξ′ on Y k

per satisfies

σ(B∗
ξ′) ⊂ {−λξ′} ∪ {λ : Reλ ≥ q1}.

Here, −λξ′ is simple eigenvalue of B∗
ξ′ .

(iii) There exist uξ′ and u∗
ξ′ eigenfunctions associated with −λξ′ and −λξ′ , respectively, with the following

properties:

⟨uξ′(t), u
∗
ξ′(t)⟩ = 1,

uξ′(t) = u(0)(t) + iξ′ · u(1)(t) + |ξ′|2u(2)(ξ′, t),

u∗
ξ′(t) = u∗(0) + iξ′ · u∗(1)(t) + |ξ′|2u∗(2)(ξ′, t),

for t ∈ R. Here, all functions

uξ′ , u
∗
ξ′ , u

(0), u(0)∗, u(1), u(1)∗, u(2)(ξ′), u(2)∗(ξ′),

are T -periodic in t, m+ 1-regular on [0, T ] and we have estimate

sup
z∈JT

[m+1
2 ]∑

j=0

|∂j
zu(z)|2Hm+1−2j +

∫ T

0

[m2 ]∑
j=0

|∂j+1
z u|2Hm+1−2j×Hm−2j + |∂[

m+3
2 ]

z Q0u|22 + |u|2Hm+1×Hm+2dz ≤ C,

for u ∈ {uξ′ , u
∗
ξ′ , u

(2)(ξ′), u(2)∗(ξ′)} and a constant C > 0 depending on r1.
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Let us introduce more properties of u(0).

Lemma 4.9 Function u(0)(t) satisfies ∂tu
(0)+L̂0(t)u

(0) = 0 and u(0)(t) = u(0)(t+T ) for all t ∈ R. Function
u(0)(t) is given as

u(0)(xn, t) =
T (ϕ(0)(xn), w

(0),1(xn, t), 0).

Here,

ϕ(0)(xn) = α0
γ2ρp(xn)

P ′(ρp(xn))
, α0 =

[
γ2ρp
P ′(ρp)

]−1

,

w(0),1(xn, t) = − 1

γ2

∫ t

−∞
e−(t−s)νAν

α0γ
2

P ′(ρp)ρp
(∂2

xn
v1p(s)) ds,

where A denotes the uniformly elliptic operator on L2(0, 1) with domain D(A) = (H2 ∩H1
0 )(0, 1) and

Av = − 1

ρp(xn)
∂2
xn
v,

for v ∈ D(A). Moreover, function w(0),1 satisfies

∂tw
(0),1(t)− ν

ρp(xn)
∂2
xn
w(0),1(t) = − ν

γ2

α0γ
2

P ′(ρp)ρp
(∂2

xn
v1p(t)), (4.7)

for all t ∈ R and

∥w(0),1(t)∥Cm+1(Ω) = O(
1

γ2
).

In the rest of this section we assume that ν ≥ ν2 and γ2/(ν + ν̃) ≥ γ2
2 .

Definition 4.10 We define χ̂1 by

χ̂1(ξ
′) =

{
1, |ξ′| < r1,

0, |ξ′| ≥ r1,

for ξ′ ∈ Rn−1.

Now, we introduce time-periodic operators based on uξ′ and u∗
ξ′ .

Definition 4.11 We define operators P (t) : L2(Ω) → L2(Rn−1) by

P (t)u = F−1{P̂ ξ′(t)û},

P̂ ξ′(t)û = χ̂1⟨û, u∗
ξ′(t)⟩,

for u ∈ L2 and t ∈ [0,∞).
We define operators Q (t) : L2(Rn−1) → L2(Ω) by

Q (t)σ = F−1{Q̂ ξ′(t)σ̂},

Q̂ ξ′(t)σ̂ = χ̂1uξ′(·, t)σ̂,
for t ∈ [0,∞) and multiplier Λ : L2(Rn−1) → L2(Rn−1) by

Λσ = F−1{χ̂1λξ′ σ̂},
for σ ∈ L2(Rn−1).

Moreover, we define projections P(t) and P∗(t) on L2(Ω) as

P(t)u = F−1{χ̂1⟨u, u∗
ξ′(t)⟩uξ′(·, t)} = Q (t)P (t)u,

P∗(t)u = F−1{χ̂1⟨u, uξ′(t)⟩u∗
ξ′(·, t)},

for t ∈ [0,∞) and u ∈ L2.
We define projection Π (0)(t) on L2(Ω) as

Π (0)(t)u = [Q0u]u
(0)(t),

for t ∈ [0,∞) and u ∈ L2.
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In terms of P (t) we have the following decomposition of U(t, s).

Lemma 4.12 P(t) and P∗(t) satisfies the following:

(i)
P(t)(∂t + L(t))u(t) = (∂t + L(t))P(t)u(t) = Q (t)[(∂t − Λ)P (t)u(t)],

for u ∈ L2([0, T ];H1 ×H2
∗ ) ∩H1([0, T ];L2).

(ii)
P(t)U(t, s) = U(t, s)P(s) = Q (t)e(t−s)ΛP (s).

If u ∈ L1, then

∥∂j
t ∂

k
x′∂l

xn
P(t)U(t, s)u∥2 ≤ C(1 + t− s)−

n−1
4 − k

2 ∥u∥1,
for 0 ≤ 2j + l ≤ m+ 1, k = 0, . . . .

(iii) For u, v ∈ L2 there holds

⟨P(t)u, v⟩ = ⟨u,P∗(t)u⟩.

If u ∈ L2, then

∥∂j
t ∂

k
x′∂l

xn
(P∗(t)u)∥2 ≤ C∥u∥2,

for 0 ≤ 2j + l ≤ m+ 1, k = 0, 1, . . . .

(iv) (I − P(t))U(t, s) = U(t, s)(I − P(s)) satisfies

∥(I − P(t))U(t, s)u∥H1 ≤ Ce−d(t−s)(∥u∥H1×L2 + ∥∂x′w∥2),
for t− s ≥ T . Here d is a positive constant.

Next, let us show the asymptotic properties of U(t, s). First, let us define a semigroup H (t) on L2(Rn−1)
associated with a linear heat equation with a convective term:

∂tσ − κ1∂
2
x1
σ − κ′′∆′′σ + κ0∂x1

σ = 0.

Definition 4.13 We define operator H (t) as

H (t)σ = F−1
[e−(iκ0ξ1+κ1ξ

2
1+κ′′|ξ′′|2)tσ̂],

for σ ∈ L2(Rn−1). Here, κ0, κ1 and κ′′ are given by (4.6).

Lemma 4.14 There hold the following estimates for 1 ≤ p ≤ 2 and k = 0, 1, . . . .

(i)

∥∂k
x′(H (t)σ)∥L2(Rn−1) ≤ Ct−

n−1
2 ( 1

p−
1
2 )−

k
2 ∥σ∥Lp(Rn−1), (4.8)

for σ ∈ Lp(Rn−1).

(ii) Λ generates uniformly continuous group {etΛ}t∈R and

∥∂k
x′etΛσ∥L2(Rn−1) ≤ C(1 + t)−

n−1
2 ( 1

p−
1
2 )−

k
2 ∥σ∥Lp(Rn−1), (4.9)

for σ ∈ Lp(Rn−1).

(iii) It holds the relation,

P (t)U(t, s) = e(t−s)ΛP (s).

Set σ = [Q0u]. Then

∥∂k
x′(e(t−s)ΛP (s)u−H (t− s)σ)∥L2(Rn−1) ≤ C(t− s)−

n−1
2 ( 1

p−
1
2 )−

k+1
2 ∥u∥p, (4.10)

for u ∈ Lp. Furhermore, for any σ ∈ Lp(Rn−1) there holds

∥(e(t−s)Λ −H (t− s))∂k
x′σ∥L2(Rn−1) ≤ C(t− s)−

n−1
2 ( 1

p−
1
2 )−

k+1
2 ∥σ∥Lp(Rn−1). (4.11)
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Next, we introduce the properties of Q (t) and P (t).

Proposition 4.15 Q (t) has the following properties:

(i)
Q (t+ T ) = Q (t), ∂k

x′Q (t) = Q (t)∂k
x′ .

(ii)

Q (t)σ ∈
[m+1

2 ]∩
j=0

Cj
per(JT ;H

m+1−2j ×Hm+1−2j
∗ ),

Q̃Q (t)σ ∈
[m+2

2 ]∩
j=0

Hj
per(JT ;H

m+2−2j
∗ ),

and

∥∂j
t ∂

k
x′∂l

xn
(Q (t)σ)∥2 ≤ C∥σ∥L2(Rn−1), 0 ≤ 2j + l ≤ m+ 1, k = 0, 1, . . . ,

for σ ∈ L2(Rn−1).

(iii)
(∂t + L(t))(Q (t)σ(t)) = Q (t)(∂t − Λ)σ(t),

for σ ∈ H1
loc([0,∞);L2(Rn−1)).

(iv) Q (t) is decomposed as

Q (t) = Q (0)
(t) + div ′Q (1)

(t) + ∆′Q (2)
(t).

Here, Q (0)
(t)σ = (F−1{χ̂1σ̂})u(0)(·, t), Q (1)

(t) and Q (2)
(t) share the same properties given in (i)

and (ii) for Q (t).

Proposition 4.16 P (t) has the following properties:

(i)
P (t+ T ) = P (t), ∂k

x′P (t) = P (t)∂k
x′ , ∂xnP (t) = 0.

(ii)

P (t)u ∈
[m+1

2 ]∩
j=0

Cj
per(JT ;H

k(Rn−1)), for all k = 0, 1, . . . ,

and
∥∂j

t ∂
k
x′(P (t)u)∥L2(Rn−1) ≤ C∥u∥2, 0 ≤ 2j ≤ m+ 1, k = 0, 1, . . . ,

for u ∈ L2.

Moreover,
∥P (t)u∥L2(Rn−1) ≤ C∥u∥p,

for u ∈ Lp and 1 ≤ p ≤ 2.

(iii)
P (t)(∂t + L(t))u(t) = (∂t − Λ)(P (t)u(t)), (4.12)

for u ∈ L2
loc([0,∞);H1 ×H2

∗ ) ∩H1
loc([0,∞);L2).

(iv) P (t) is decomposed as

P (t) = P (0)
+ div ′P (1)

(t) + ∆′P (2)
(t).

Here,

P (0)
u = F−1{χ̂1⟨û, u∗(0)⟩} = F−1{χ̂1[Q0û]},
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P (1)
(t)u = F−1{χ̂1⟨û, u∗(1)(t)⟩},

P (2)
(t)u = F−1{−χ̂1⟨û, u∗(2)(ξ′, t)⟩}.

P (p)
(t), p = 0, 1, 2, share the same properties given in (i) and (ii) for P (t).

(v) There holds

∥∂k
x′e(t−s)ΛP (s)u∥L2(Rn−1) ≤ C(1 + t− s)−

n−1
2 ( 1

p−
1
2 )−

k
2 ∥u∥p, (4.13)

∥∂k
x′e(t−s)ΛP (q)

(s)u∥L2(Rn−1) ≤ C(1 + t− s)−
n−1
2 ( 1

p−
1
2 )−

k
2 ∥u∥p, q = 0, 1, 2, (4.14)

for u ∈ Lp, 1 ≤ p ≤ 2 and k = 0, 1, . . . .

Remark 4.17 Note that Π (0)(t) and Q (0)
(t)P (0)

are not identical operators.

To close this section, we show improvements of regularity for ϕ.

Proposition 4.18 Let u = T (ϕ,w) ∈ Zm(τ) for m ≥ [n/2] + 1 be a solution of (4.1). There holds

ϕ ∈
[m+1

2 ]∩
j=1

Cj([0, τ ];Hm+1−2j). (4.15)

Proof. From definition of Zm(τ) we have

u ∈
[m2 ]∩
j=0

Cj([0, τ ];Hm−2j) and sup
0≤z≤τ

Ju(z)Km < ∞.

We write (1.5) as

∂tϕ = −v1p∂x1ϕ− γ2div (ρpw)− div (ϕw).

Taking J·Km−1-norm we obtain

J∂tϕKm−1 ≤ Jv1p∂x1ϕKm−1 + γ2JρpwKm + JϕwKm.

Since m ≥ [n/2] + 1 we get using Lemma 8.3 (ii) that

J∂tϕKm−1 ≤ C(JϕKm){Jv1pKmJϕKm + ∥ρp∥HmJwKm + JϕKmJwKm}.

This concludes the proof. □

5 Decomposition of the solution

In this section we decompose solution u(t) of (4.1) and we prove the a priori estimate in Proposition 3.7. We
decompose u(t) into several parts based on the spectral properties of L(t). In this section we assume that
ν ≥ ν2 and γ2/(ν + ν̃) ≥ γ2

2 unless further restricted.
Let us first introduce some notation and projection operators. Let χ̂2 and χ̂3 be defined by

χ̂2(ξ
′) = 1[r1,1)(|ξ

′|) and χ̂3(ξ
′) = 1[1,∞)(|ξ′|).

We then define [f ]j , j = 1, 2,∞ by

[f ]j = F−1
(χ̂j [f̂ ]), j = 1, 2,

[f ]∞ = [f ]1 + [f ]2 = F−1
((χ̂1 + χ̂2)[f̂ ]).

Next, we define P∞,j , j = 1, 2, 3 as

17



P∞,1(t)u = F−1
(P̂∞,1(t)û), P̂∞,1(t)û = χ̂1(I − Q̂ ξ′(t)P̂ ξ′(t))û,

P∞,ju = F−1
(P̂∞,j û), P̂∞,j û = χ̂j û (j = 2, 3).

By setting

P̃∞(t) = I − P(t), P (0)
∞ (t) = P∞,1(t) + P∞,2,

we get

I = P(t) + P̃∞(t), P̃∞(t) = P (0)
∞ (t) + P∞,3.

Using above operators we decompose solution u(t) into

u(t) = P(t)u(t) + P̃∞(t)u(t),

with

P(t)u(t) = σ1(t)u
(0)(t) + u1(t),

P̃∞(t)u(t) = σ∞(t)u(0)(t) + u∞(t),

where

σ1(t) = P (t)u(t), u1(t) = (Q (t)−Q (0)
(t))P (t)u(t),

σ∞(t) = [Q0P
(0)
∞ (t)u(t)] = [Q0P

(0)
∞ (t)u(t)]∞, u∞(t) = P∞(t)u(t).

By P∞ we denote the operator defined as

P∞(t) = (I −Π (0)(t))P (0)
∞ (t) + P∞,3.

Remark 5.1 Notice that σ1(t), σ∞(t) and u(0)(t) are separate functions. Furthermore, notice that

∥u1(t)∥2 ≤ C∥∂x′σ1(t)∥2.

Next, we derive the equations for σ1, σ∞ and u∞. We define M (t) by

M (t) = Ã+ B̃(t),

with

Ã =


0 0

0 − ν
ρp
∆′In−1 − ν̃

ρp
∇′div

0 (− ν̃
ρp
∂xndiv

′,− ν
ρp
∆′)

 , B̃(t) =


v1p(t)∂x1 γ2ρpdiv

′ 0

P ′(ρp)
γ2ρp

∇′ v1p(t)∂x1In−1 0

0 0 v1p(t)∂x1

 .

Proposition 5.2 Let τ > 0 and u(t) be a solution of (4.1) in Zm(τ). Then there hold

σk ∈
[m2 ]∩
j=0

Cj([0, τ ];H l(Rn−1)),

∫ τ

0

∥|Dσk(z)∥|mdz < ∞, k = 1,∞, l = 0, 1, . . . ,

u1 ∈
[m2 ]∩
j=0

Cj([0, τ ];Hm+1−2j),

∫ τ

0

∥|Dw1(z)∥|mdz < ∞,

u∞ ∈ Zm(τ),

∫ τ

0

J∂tϕ∞(z)Km−1dz < ∞.

Moreover, σ1, σ∞ and u∞ satisfy

σ1(t) = e(t−s)ΛP (s)u0 +

∫ t

s

e(t−z)ΛP (z)F (z)dz, (5.1)
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∂tσ∞ + [Q0B̃(σ∞u(0) + u∞)]∞ = [Q0P
(0)
∞ F ]∞, (5.2)

∂tu∞ + L(t)u∞ +M (t)(σ∞u(0))− [Q0B̃(σ∞u(0) + u∞)]∞u(0) = P∞F . (5.3)

w∞|xn=0,1 = 0,

σ∞|t=0 = σ∞,0, u∞|t=0 = u∞,0.

Here, σ∞,0 = [Q0P
(0)
∞ (0)u0]∞, u∞,0 = P∞u0.

Proof. Since u ∈ Zm(τ), the regularity assertions on σk (k = 1,∞) and u1 follow from properties of P (t),

Q (t) and (4.15). As for u∞, we already know that PZm(τ) ⊂ Zm(τ) and therefore P̃∞Zm(τ) ⊂ Zm(τ).

Since it is straightforward to see that P∞,3Z
m(τ) ⊂ Zm(τ) we have P

(0)
∞ Zm(τ) ⊂ Zm(τ). Finally, from

properties of u(0)(t) we obtain Π(0)P
(0)
∞ Zm(τ) ⊂ Zm(τ). Therefore, u∞ ∈ Zm(τ).

∫ τ

0
J∂tϕ∞(z)Km−1dz < ∞

follows in analogous way using (4.15).
As for (5.1), it follows from (4.1) and (4.12) that

(∂t − Λ)σ1(t) = P (t)F (t).

The rest is standard.
As for (5.2) and (5.3), we first apply P̃∞(t) to (4.1) to get

∂t(P̃∞u) + L(t)P̃∞u = P̃∞F . (5.4)

Next, we apply P
(0)
∞ (t) and P∞,3 to (5.4) to obtain

∂t(P
(0)
∞ u) + L(t)P (0)

∞ u = P (0)
∞ F , (5.5)

∂t(P∞,3u) + L(t)P∞,3u = P∞,3F . (5.6)

Since [Q0L(t)v] = [Q0M (t)v] for Q̃v|x2=0,1 = 0 and [Q0M (t)v] = [Q0B̃(t)v] for any v, we get by applying
[Q0·] to (5.5)

∂tσ∞ + [Q0B̃(t)P (0)
∞ u] = [Q0P

(0)
∞ F ]. (5.7)

There holds

[Q0B̃(t)P (0)
∞ u] = [Q0B̃(σ∞u(0)(t) + (I −Π (0)(t))P (0)

∞ u)]∞ = [Q0B̃(σ∞u(0) + u∞)]∞,

and thus (5.2) follows from (5.7).
To obtain (5.3) we use the fact that ∂tΠ

(0)(t) + L(t)Π (0)(t) = M (t)Π (0)(t). Applying I − Π (0)(t) to
(5.5) gives us

∂t((I−Π (0)(t))P (0)
∞ u)+L(t)(I−Π (0)(t))P (0)

∞ u+M (t)(σ∞u(0)(t))−Π (0)(t)B̃(t)(P (0)
∞ u) = (I−Π (0)(t))P (0)

∞ F .
(5.8)

(5.3) now follows by adding (5.6) and (5.8). This completes the proof.
□

Let us state some properties of σ1, σ∞ and u∞ parts.

Lemma 5.3 There hold the following inequalities.

(i)
∥∂k

x′ [Q0P
(0)
∞ u]∞∥2 ≤ ∥[Q0P

(0)
∞ u]∞∥2, k = 0, 1, . . . ,

(ii)

∥P∞u∥2 ≤ C∥∂xP∞u∥2 if Q̃u|xn=0,1 = 0.
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(iii) Let τ > 0 and u(t) be a solution of (4.1) in Zm(τ). Then there hold

∥∂k
x′σ1∥2 ≤ C∥∂x′σ1∥2, ∥∂k

x′σ∞∥2 ≤ C∥∂x′σ∞∥2, k = 1, 2, . . . ,

∥ϕ∞∥2 ≤ C∥∂xϕ∞∥2,

∥w∞∥2 ≤ C∥∂xw∞∥2,

∥Λσ1∥2 ≤ C∥∂x′σ1∥2.

Proof. Inequality (i) is obvious since supp (χ̂1 + χ̂2) ⊂ {|ξ′| ≤ 1}. As for (ii), since supp χ̂3 ⊂ {|ξ′| ≥ 1}, we
see that

∥P∞,3u∥2 ≤ ∥∂x′P∞,3u∥2.

Since Q̃u|xn=0,1 = 0, we have Q̃P
(0)
∞ u|xn=0,1 = 0, and hence, Q̃(I−Π(0)(t))P

(0)
∞ u|xn=0,1 = 0. By the Poincaré

ineguality we obtain

∥Q̃(I −Π (0)(t))P (0)
∞ u∥2 ≤ ∥∂xnQ̃(I −Π (0)(t))P (0)

∞ u∥2.

Furthermore, since [Q0(I −Π (0)(t))P
(0)
∞ u] = 0, we see from the Poincaré inequality that

∥Q0(I −Π (0)(t))P (0)
∞ u∥2 ≤ ∥∂xnQ0(I −Π (0)(t))P (0)

∞ u∥2.

It then follows that

∥P∞u∥2 ≤ C{∥∂x(I −Π (0)(t))P (0)
∞ u∥2 + ∥∂xP∞,3u∥2} ≤ C∥∂xP∞u∥2.

Here, we used (∂x(I − Π (0)(t))P
(0)
∞ u, ∂xP∞,3u) = 0, which follows from the fact χ̂1χ̂3 = χ̂2χ̂3 = 0 and the

Plancherel theorem.
As for (iii), it follows from the proof of (i) and (ii).

□

We prove the a priori estimate in Proposition 3.7 by estimating the following quantities.
Let u(t) be solution of (4.1) in Zm(τ) and let u(t) be decomposed as above, i.e.,

u(t) = σ1(t)u
(0)(t) + u1(t) + σ∞(t)u(0)(t) + u∞(t).

We define M(t) ≥ 0 by

M(t)2 = M1(t)
2 + sup

0≤z≤t
(1 + z)

n+1
2 E∞(z), t ∈ [0, τ ].

Here, M1(t) and E∞(t) are defined as

M1(t) = sup
0≤z≤t

(1 + z)
n−1
4 ∥σ1(z)∥2 + sup

0≤z≤t
(1 + z)

n+1
4 {∥∂x′σ1(z)∥2 +

[m2 ]∑
j=1

∥∂j
zσ1(z)∥2},

and

E∞(t) = Ju∞(t)K2m + Jσ∞(t)K2m.

Finally, we introduce quantity D∞(t) for u∞(t) = T (ϕ∞(t), w∞(t)):

D∞(t) = J∂xϕ∞(t)K2m−1 + J∂tϕ∞K2m−1 + ∥|Dw∞(t)∥|2m + ∥|Dσ∞(t)∥|2m.
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Remark 5.4 From properties of Q (p)
(t), p = 1, 2, we see that

∥∂k
x′∂l

xn
∂j
t u1(t)∥2 ≤ C∥|Dσ1(t)∥|m, 0 ≤ 2j + l ≤ m+ 1, k = 0, 1, . . . ,

and there holds

sup
0≤z≤t

(1 + z)
n+1
4 {Ju1(z)Km + J∂xu1(z)Km} ≤ CM1(t).

Therefore, we do not need special estimates for u1(t).

We show the following estimates for M1(t) and E∞(t).

Proposition 5.5 There exist positive constants ν0 and γ0 such that if ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2
0 , then the

following assertions hold true.
There exists ε2 > 0 such that if solution u(t) of (4.1) in Zm(τ) satisfies sup0≤z≤tJu(z)Km ≤ ε2 and

M(t) ≤ 1 for all t ∈ [0, τ ], then the following estimates hold uniformly for t ∈ [0, τ ] with C > 0 independent
of τ .

M1(t) ≤ C{∥u0∥1 +M(t)2}, (5.9)

E∞(t) +

∫ t

0

e−a(t−z)D∞(z)dz ≤ C{e−atE∞(0) + (1 + t)−
n+1
2 M(t)4 +

∫ t

0

e−a(t−z)R̃(z)dz}. (5.10)

Here, a = a(ν, ν̃, γ) is a positive constant; and R̃(t) is quantity that satisfies

R̃(t) ≤ C{(1 + t)−
n+1
2 M(t)3 +M(t)D∞(t)}, (5.11)

whenever sup0≤z≤tJu(z)Km ≤ ε2 and M(t) ≤ 1.

The proof of Proposition 5.5 is given in Sections 6-8. We prove (5.9), (5.10) and (5.11) in Sections 6, 7
and 8, respectively.

Assuming that Proposition 5.5 holds true, we can show the following estimate.

Proposition 5.6 If ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2
0 , then the following assertion holds true. There exists

number ε3 > 0 such that if solution u(t) of (4.1) in Zm(τ) satisfies ∥u0∥Hm∩L1 ≤ ε3, then there holds the
estimate

M(t) ≤ C∥u0∥Hm∩L1 , (5.12)

for a constant C > 0 independent of τ .

As an immediate consequence of (5.12) we see that the a priory estimate in Proposition 3.7 holds true.
Moreover, (5.12) provides us with the following decay estimates:

Ju(t)Km ≤ C(1 + t)−
n−1
4 ∥u0∥Hm∩L1 ,

∥∂k
x′u(t)∥2 ≤ C(1 + t)−

n−1
4 − k

2 ∥u0∥Hm∩L1 , k = 0, 1,

and

∥u(t)− σ1(t)u
(0)(t)∥2 ≤ C(1 + t)−

n+1
4 ∥u0∥Hm∩L1 , (5.13)

for t ∈ [0, τ ]. This proves (3.6) and (3.8).

Proof of Proposition 5.6 If sup0≤z≤tJu(z)Km ≤ ε2 and M(t) ≤ 1, then we see from (5.10) and (5.11) that

E∞(t) +

∫ t

0

e−a(t−z)D∞(z)dz ≤ C{e−atE∞(0) + (1 + t)−
n+1
2 M(t)4

+

∫ t

0

e−a(t−z){(1 + z)−
n+1
2 M(z)3 +M(z)D∞(z)}dz}
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≤ C{e−atE∞(0) + (1 + t)−
n+1
2 M(t)3 +M(t)

∫ t

0

e−a(t−z)D∞(z)dz}.

Therefore, using continuity of E∞(t) and compatibility conditions we obtain

(1 + t)
n+1
2 E∞(t) +D (t)+ ≤ C{∥u0∥2Hm +M(t)3 +M(t)D (t)}, (5.14)

with

D (t) = (1 + t)
n+1
2

∫ t

0

e−a(t−z)D∞(z)dz.

It follows from (5.9) and (5.14) that

M(t)2 + sup
0≤z≤t

D (z) ≤ C1{∥u0∥2Hm∩L1 +M(t)3 +M(t) sup
0≤z≤t

D (t)}, (5.15)

whenever sup0≤z≤tJu(z)Km ≤ ε2 and M(t) ≤ 1.
In the same way as in [7, Proof of Proposition 5.4] using (5.15) one can show that there exists ε3 > 0

such that if ∥u0∥Hm∩L1 < ε3, then
M(t) < 2C2∥u0∥Hm∩L1 ,

for all t ∈ [0, τ ] with C2 > 0 independent of τ . This concludes the proof.
□

6 Estimates on σ1(t)

In this section we estimate the P(t)-part of u(t). Since

P(t)u(t) = σ1(t)u
(0)(t) + u1(t),

where σ1(t) = P (t)u(t) and u1(t) = (Q (t)−Q (0)
(t))P (t)u(t), it is enough to obtain estimates for σ1 (see

Remark 5.4). In this section we assume that ν ≥ ν2 and γ2/(ν + ν̃) ≥ γ2
2 .

Let us first make an observation. Regarding the spectral properties of linearized operator, we expect σ1(t)
to be the most slowly decaying part of u(t). Therefore, the most slowly decaying part of the nonlinearity
F (t, u(t)) would be given by the terms containing only σ1(t)

2. There are two such terms in F (t, u(t)),

νϕ

γ2ρ2p

(
−∂2

xn
w1 +

∂2
xn
v1p

γ2ρp
ϕ

)
e1 and − 1

2γ4ρp
∂xn

(
P ′′(ρp)ϕ

2
)
en.

Since w(0),1 satisfies (4.7), we can define σ2
1F 1 with F 1 = F 1(xn, t) as

F 1 = T

(
0,

ϕ(0)(xn)

γ2ρp
∂tw

(0),1(xn, t),
1

2γ4ρp(xn)
∂xn

(
P ′′(ρp(x2)){ϕ(0)(xn)}2

))
.

We thus write

F = σ2
1F 1 + F 2, (6.1)

where F 2 = F − σ2
1F 1 contains terms involving u∞, its derivatives and terms of order O(σ1∂x′σ1) like σ1u1,

and O(σ3
1), but not just O(σ2

1). In particular, we have that Q0F = Q0F 2.
First we introduce two lemmas.

Lemma 6.1 There hold the following relations.

(i)
[Q0F ] = −div ′[ϕw′],

(ii)

P (t)F (t) = −div ′[ϕ(t)w′(t)]1 + div ′P (1)
(t)F (t) + ∆′P (2)

(t)F (t).
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Proof. Since w|xn=0,1 = 0, by integration by parts, we have

[Q0F ] = −div ′[ϕw′].

This shows (i). As for (ii), it is straightforward from definition of P (0)
and (i).

□

Remark 6.2 Let ε5 > 0 be number such that

Csε5 ≤ γ2ρ1
4

.

Here, CS > 0 comes from Sobolev inequality (3.10). Then whenever Ju(t)Km ≤ ε5, we have

∥ϕ(t)∥∞ ≤ CSJu(t)Km ≤ CSε5 ≤ γ2ρ1
4

,

and hence,

ρ(x, t) = ρp(x2) + γ−2ϕ(x, t) ≥ ρ1 − γ−2∥ϕ(t)∥∞ ≥ 3ρ1
4

> 0.

Therefore, we see that Q̃F (t) is smooth whenever Ju(t)Km ≤ ε5.

Using inequality ∥σ1∥∞ ≤ C∥σ1∥1/22 ∥∂x′σ1∥1/22 (see Lemmas 8.2 (iii) and 5.3 (iii)), it is not difficult to
verify the following estimates on nonlinearities. We omit the proof.

Lemma 6.3 Let solution u(t) of (4.1) in Zm(τ) satisfies sup0≤z≤tJu(z)Km ≤ ε5 and M(t) ≤ 1 for t ∈ [0, τ ],
then there hold the following estimates for t ∈ [0, τ ] with C > 0 independent of τ .

(i)
∥∂x′(σ2

1(t))∥1 ≤ C(1 + t)−
n
2 M(t)2,

(ii)
∥div ′[ϕw′](t)∥1 ≤ C(1 + t)−

n
2 M(t)2,

(iii)

∥[ϕw′](t)∥1 ≤ C(1 + t)−
n−1
2 M(t)2,

(iv)

∥F (t)∥1 ≤ C(1 + t)−
n−1
2 M(t)2,

(v)
∥F 2(t)∥1 ≤ C(1 + t)−

n
2 M(t)2,

(vi)

∥F (t)∥2 ≤ C(1 + t)−
2n−1

4 M(t)2,

(vii)

∥∂x′(σ2
1(t))∥2 ≤ C(1 + t)−

2n+1
4 M(t)2.

Finally, we prove (5.9).

Proposition 6.4 There exists number ε4 > 0 such that if a solution u(t) of (4.1) in Zm(τ) satisfies
sup0≤z≤tJu(z)Km ≤ ε4 and M(t) ≤ 1 for all t ∈ [0, τ ], then the estimate

M1(t) ≤ C{∥u0∥1 +M(t)2},

holds uniformly for t ∈ [0, τ ] with C > 0 independent of τ .
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Proof. We write (5.1) for s = 0 as

σ1(t) = etΛP (0)u0 + I(t),

where

I(t) =

∫ t

0

e(t−z)ΛP (z)F (z)dz.

(4.13) yields

∥∂k
x′etΛP (0)u0∥2 ≤ C(1 + t)−

n−1
4 − k

2 ∥u0∥1,

for k = 0, 1. Next, we estimate I(t) which we write it as

I(t) = I1(t) + I2(t),

where

I1(t) =

∫ t
2

0

e(t−z)ΛP (z)F (z)dz,

I2(t) =

∫ t

t
2

e(t−z)ΛP (z)F (z)dz.

By Lemma 6.1 (ii), we have

e(t−z)ΛP (z)F (z) = div ′e(t−z)Λ{−[ϕw′]1 +P (1)
F +∇′P (2)

F }(z).

It then follows from (4.14) and Lemma 6.3 that

∥∂k
x′I1(t)∥2 ≤ C

∫ t
2

0

(1 + t− z)−
n+1
4 − k

2 {∥[ϕw′](z)∥1 + ∥F (z)∥1} dz

≤ CM(t)2
∫ t

2

0

(1 + t− z)−
n+1
4 − k

2 (1 + z)−
n−1
2 dz ≤ C(1 + t)−

n−1
4 − k

2 M(t)2,

for k = 0, 1.
As for I2(t), using (6.1) and Lemma 6.1 (ii) we write P (z)F (z) as

PF = −div ′[ϕw′]1 + (P (1)
+∇′P (2)

) · ∇′(σ1)
2F 1 + (div ′P (1)

+∆′P (2)
)F 2.

It then follows from (4.14) and Lemma 6.3 that

∥∂k
x′I2(t)∥2 ≤ C

∫ t

t
2

(1 + t− z)−
n−1
4 − k

2 {∥div ′[ϕw′](z)∥1 + ∥∇′(σ1(z))
2∥1 + ∥F 2(z)∥1}dz

≤ CM(t)2
∫ t

t
2

(1 + t− z)−
n−1
4 − k

2 (1 + z)−
n
2 dz ≤ C(1 + t)−

n−1
4 − k

2 M(t)2,

for k = 0, 1. We thus obtain

1∑
k=0

(1 + t)
n−1
4 + k

2 ∥∂k
x′σ1(t)∥2 ≤ C{∥u0∥1 +M(t)2}. (6.2)

It remains to estimate time derivatives. From (5.1) we see that

∂tσ1(t) = Λσ1(t) +P (t)F (t). (6.3)

It then follows from Lemma 6.3 (vi) and previous result that

∥∂tσ1(t)∥2 ≤ C{∥∂x′σ1(t)∥2 + ∥P (t)F (t)∥2} ≤ C(1 + t)−
n+1
4 {∥u0∥1 +M(t)2}.

Concerning ∥∂j+1
t σ1(t)∥2 for j = 1, . . . , [m2 ]− 1, we obtain from (6.3)

∥∂j+1
t σ1(t)∥2 ≤ C{∥∂j

t σ1(t)∥2 + ∥∂j
t (P (t)F (t))∥2}.
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Since
∥∂j

tF (t)∥2 ≤ C(1 + t)−
n+1
4 M(t)2,

for 0 ≤ 2j ≤ m− 2 as we see in Propositions 8.5 (i)–(iii) and 8.6 (i), we find by induction on j, that estimate

∥∂j+1
t σ1(t)∥2 ≤ Cj(1 + t)−

n+1
4 {∥u0∥1 +M(t)2}, (6.4)

holds for j = 0, 1, . . . , [m2 ]− 1.
The desired result now follows from (6.2) and (6.4). This completes the proof.

□

7 Estimates on P̃∞u(t)

In this section we prove estimate (5.10) for σ∞ and u∞ by a variant of Matsumura-Nishida energy method
as in the case of stationary parallel flow ([7]). Since coefficients of the linearized operator depend on time
some extra terms arise in contrast to [7]. We omit the proofs that can be obtained as modification of those
in [7]. In this section we assume that ν ≥ ν2 and γ2/(ν + ν̃) ≥ γ2

2 unless further restricted.
First, let us show the following inequality.

Proposition 7.1 There exists ν0 ≥ ν2 and γ0 ≥ γ2 such that if ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2
0 the solution

u(t) of (4.1) in Zm(τ) satisfies
d

dt
Ẽ(t) + 2D(t) ≤ R̃(t). (7.1)

Here, Ẽ(t), D(t) and R̃(t) are quantities such that

(i) Ẽ(t) + J∂2
xn
w∞(t)K2m−2 is equivalent to E∞(t),

(ii) D(t) is equivalent to D∞(t),

(iii) R̃(t) satisfies estimate (5.11).

We introduce some quantities. Let E(0)[P̃∞u] and D(0)[w] be defined by

E(0)[P̃∞u] =
α0

γ2
∥σ∞∥22 +

1

γ2
∥

√
P ′(ρp)

γ2ρp
ϕ∞∥22 + ∥√ρpw∞∥22,

for P̃∞(t) = σ∞u(0) + u∞ with u∞ = T (ϕ∞, w∞); and

D(0)[w∞] = ν∥∇w∞∥22 + ν̃∥divw∞∥22.

Note that,

⟨Au(t), u(t)⟩Ω = D(0)[w(t)],

for u = T (ϕ,w) ∈ Zm(τ), and

⟨B(t)u(t), v(t)⟩Ω = −⟨u(t), B(t)v(t)⟩Ω,

for u, v ∈ Zm(τ), Q̃u|xn=0,1 = Q̃v|xn=0,1 = 0. In particular,

⟨B(t)u(t), u(t)⟩Ω = 0,

for u ∈ Zm(τ), Q̃u|xn=0,1 = 0.

We denote the tangential derivatives ∂j
t ∂

k
x′ by Tj,k:

Tj,ku = ∂j
t ∂

k
x′u.

In this section we often use ∥w(0),1(t)∥Cm+1(Ω) = O( 1
γ2 ) in calculations (see Lemma 4.9). It is straight-

forward to see that following lemma holds true.

Lemma 7.2 There hold the following assertions.
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(i)
∥Tj,k+1σ∞∥22 ≤ ∥Tj,1σ∞∥22, k ≥ 0, 2j ≤ m,

∥Tj,kϕ∞∥22 ≤ C∥∂xTj,kϕ∞∥22, 2j + k ≤ m− 1,

∥Tj,kw∞∥22 ≤ C∥∂xTj,kw∞∥22, 2j + k ≤ m− 1.

(ii)

∥[Q0B̃(σ∞u(0) + u∞)]∞∥22 ≤ C(∥∂x′σ∞∥22 + ∥∂x′ϕ∞∥22 + γ4∥∂x′w∞∥22).

(iii) If w2
∞|xn=0,1 = 0, then [Q0B̃u∞]∞ = [Q0Bu∞]∞ = [v1p∂x1ϕ∞ + γ2div (ρpw∞)]∞.

(iv) If w2
∞|xn=0,1 = 0 and 2j + k ≤ m, then

∥∂k
x′∂

j
t [Q0B̃(σ∞u(0) + u∞)]∞∥22

≤ C

j∑
i=0

(∥∂p
x′∂

i
tσ∞∥22 + ∥∂q

x′∂
i
tϕ∞∥22) + γ4∥div (∂r

x′∂
j
tw∞)∥22 + γ4|∂xnρp|2∞∥∂s

x′∂
j
tw∞∥22),

for 0 ≤ p, q ≤ k + 1, 0 ≤ r, s ≤ k.

We begin with L2-energy estimates for tangential derivatives. We set

σ∗ = σ1 + σ∞, ϕ∗ = ϕ1 + ϕ∞, w∗ = w1 + w∞,

u∗ = T (ϕ∗, w∗) = u1 + u∞.

We write Q̃F = T (0,f) in the form

Q̃F = F̃ 0 + F̃ 1 + F̃ 2 + F̃ 3.

Here, F̃ l =
T (0,f l), l = 0, 1, 2, 3, with

f0 = −w · ∇w − f1(ρp, ϕ)∆
′σ∗w

(0),1e1 − f2(ρp, ϕ)∇(∂x1σ∗w
(0),1)

+f01(xn, t, ϕ)ϕσ∗ + f02(xn, ϕ)ϕ∇′σ∗ + f03(xn, t, ϕ)ϕϕ∗,

f1 = −f1(ρp, ϕ)∆w∗ = −div (f1(ρp, ϕ)∇w∗) +
T (∇w∗)∇(f1(ρp, ϕ)),

f2 = −f2(ρp, ϕ)∇divw∗ = −∇(f2(ρp, ϕ)divw∗) + (divw∗)∇(f2(ρp, ϕ)),

f3 = −f3(xn, ϕ)ϕ∇ϕ∗.

Here, ∇w∗ denotes the n × n matrix (∂xiw
j
∗); f1 = νϕ

ρp(γ2ρp+ϕ) ; f2 = ν̃ϕ
ρp(γ2ρp+ϕ) ; and f0l(xn, t, ϕ), l = 1, 2, 3

and f3(xn, ϕ) are smooth functions of xn, t and ϕ.

Proposition 7.3 There exists ν3 > ν2 such that for ν ≥ ν3 the following estimate holds for 0 ≤ 2j+ k ≤ m:

1

2

d

dt
E(0)[Tj,kP̃∞u] +

1

2
D(0)[Tj,kw∞] (7.2)

≤ R
(1)
j,k + C{( ν

γ4
+

1

γ4ν
+

1

γ2
)

j∑
i=0

∥Ti,kϕ∞∥22 + (
ν + ν̃

γ4
+

1

νγ4
+

1

γ2
)

j∑
i=0

∥Ti,k+1σ∞∥22

+
1

γ2

j−1∑
i=0

∥Ti,k+1ϕ∞∥22 +
1

γ2
(1− δj0)∥∂tTj−1,kσ∞∥22 +

1

ν2

j−1∑
i=0

D(0)[Ti,kw∞]},

where δj0 denotes Kronecker’s delta and R
(1)
j,k is given by
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R
(1)
j,k =

α0

γ2
([Q0Tj,kF ]∞, Tj,kσ∞)− α0

γ2
([Q0Tj,k(PF )]∞, Tj,kσ∞) + R̃

(1)
j,k − ⟨Tj,k([Q0F ]∞u(0)), Tj,ku∞⟩Ω

−⟨Tj,k(PF ), Tj,ku∞⟩Ω + ⟨Tj,k([Q0(PF )]∞u(0)), Tj,ku∞⟩Ω.

Here,

R̃
(1)
j,k = ⟨Tj,kF , Tj,ku∞⟩Ω,

when 2j + k ≤ m− 1, and

R̃
(1)
j,k = −(Tj,k(ϕdivw), Tj,kϕ∞

P ′(ρp)

γ4ρp
) +

1

2
(div (

P ′(ρp)

γ4ρp
w), |Tj,kϕ∞|2)

−(w∇Tjk(σ∗ϕ
(0) + ϕ1), Tjkϕ∞

P ′(ρp)

γ4ρp
)− ([Tj,k, w]∇ϕ, Tj,kϕ∞

P ′(ρp)

γ4ρp
)

+(Tj,kf0, Tj,kw∞ρp) +
3∑

l=1

⟨Tj,kf l, Tj,kw∞ρp⟩−1,

when 2j + k = m. Here and in what follows, for G = g + ∂xj
g̃ with g, g̃ ∈ L2 and v ∈ H1

0 , ⟨G, v⟩−1 denotes

⟨G, v⟩−1 = (g, v)− (g̃, ∂xjv).

Proof. We apply Tj,k to (5.2) and (5.3). We then take the inner products of the resulting equations with
Tj,kσ∞ and Tj,ku∞, respectively. Integration by parts together with symmetric properties of A and B gives
us the desired result in the same manner as in [7, Proposition 7.4]. □

We next derive the H1-parabolic estimates for w∞. We define J [P̃∞u] by

J [P̃∞u] = −2⟨σ∞u(0) + u∞, BQ̃u∞⟩Ω for P̃∞u = σ∞u(0) + u∞.

A direct computation shows that if γ2 ≥ 1 then

|J [P̃∞u]| ≤ b0γ
2

ν
E(0)[P̃∞] +

1

2
D(0)[w∞],

for some constant b0 > 0.
Let b1 be a positive constant (to be determined later) and define E(1)[P̃∞u] by

E(1)[P̃∞u] =
2b1γ

2

ν
E(0)[P̃∞u] +D(0)[w∞] + J [P̃∞u].

Note that if b1 ≥ b0 then E(1)[P̃∞u] is equivalent to E(0)[P̃∞u] +D(0)[w∞].

Proposition 7.4 There exists b1 ≥ max{b0, 8C0} such that if ν ≥ ν3, γ
2 ≥ 1 and γ2

ν+ν̃ ≥ max{1, γ2
2} then

the following estimate holds for 0 ≤ 2j + k ≤ m− 1,

1

2

d

dt
E(1)[Tj,kP̃∞u] +

b1γ
2

ν

3

4
D(0)[Tj,kw∞] +

1

2
∥√ρpTj,k∂tw∞∥22 ≤ R

(2)
j,k (7.3)

+C

j∑
i=0

{(ν
2

γ4
+

1

ν
)∥Ti,kϕ∞∥22 +

(
ν + ν̃

γ2
+

1

ν

)
∥Ti,k+1σ∞∥22 +

1

ν
∥Ti,k+1ϕ∞∥22

+
1

ν
(1− δj0)∥∂tTj−1,kσ∞∥22}+ C0

γ2

ν
(1 +

C

ν2
)

j−1∑
i=0

D(0)[Ti,kw∞].

where

R
(2)
j,k =

2b1γ
2

ν
R

(1)
j,k + C∥Tj,kF ∥22.

Proof. We apply Tj,k to (5.3) and take inner product with ∂tTj,kQ̃u∞ to obtain the desired result in the
same manner as in [7, Proposition 7.5]. □
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As for the disipative estimates for xn-derivatives of ϕ∞, we have the following inequality.

Proposition 7.5 The following estimate holds for 0 ≤ 2j + k + l ≤ m− 1:

1

2

d

dt

1

γ2
∥

√
P ′(ρp)

γ2ρp
Tj,k∂

l+1
xn

ϕ∞∥22 +
1

2(ν + ν̃)
∥P

′(ρp)

γ2
∂l+1
xn

Tj,kϕ∞∥22 ≤ R
(3)
j,k,l + C

ν + ν̃

γ4
∥Kj,k,l∥22, (7.4)

where

R
(3)
j,k,l =

∣∣∣∣12(div
(
P ′(ρp)

γ4ρp
w

)
, |Tj,k∂

l+1
xn

ϕ∞|2)
∣∣∣∣+ C

ν + ν̃

γ4
∥Hj,k,l∥22,

with

∥Hj,k,l∥22 ≤ C{∥[Tj,k∂
l+1
xn

, w] · ∇ϕ∞∥22 + ∥Tj,k∂
l+1
xn

(Q̃0P∞F )∥22 + ∥
γ2ρ2p
ν + ν̃

Tj,k∂
l
xn
(QnP∞F )∥22},

and

Q̃0P∞F = −ϕdivw − w · ∇(σ∗ϕ
(0) + ϕ1)− {Q0PF + [Q0P

(0)
∞ F ]∞ϕ(0)}

Here, Kj,k,l is estimated as

ν + ν̃

γ4
∥Kj,k,l∥22 ≤ C

ν + ν̃

γ2
{ ν2

ν + ν̃
∥Tj,k+1∂

l
xn
∂xw∞∥22 +

1

ν + ν̃
∥√ρpTj,k∂

l
xn
∂tw∞∥22

+
ν2

γ2
(
l−1∑
q=0

∥Tj,k+1∂
q
xn
∂xw∞∥22 +

l∑
q=0

∥Tj,k∂
q
xn
∂xw∞∥22 +

j∑
i=0

∥Ti,k+1w∞∥22)

+
1

ν + ν̃

j∑
i=0

l∑
q=0

∥Ti,k+1∂
q
xn
w∞∥22

+
1

γ2

 j∑
i=0

l+1∑
q=0(i,q)̸=(j,l+1)

∥Ti,k+1∂
q
xn
ϕ∞∥22 +

j∑
i=0

∥Ti,k+1σ∞∥22 +
l∑

q=0

∥∂q
xn
Tj,kϕ∞∥22

}.

Proof. We obtain the desired result in the same manner as in [7, Proposition 7.6]. □

The following estimate for the material derivative of ϕ∞ plays an important role to obtain the dissipative
estimate for higher order x2-derivatives of w∞. We denote the material derivative of ϕ∞ by ϕ̇∞:

ϕ̇∞ = ∂tϕ∞ + (vp + w) · ∇ϕ∞.

Proposition 7.6 The following estimates hold for 0 ≤ 2j + k + l ≤ m− 1:

(i)

1

2

d

dt

1

γ2
∥

√
P ′(ρp)

γ2ρp
Tj,k∂

l+1
xn

ϕ∞∥22 +
1

4(ν + ν̃)
∥P

′(ρp)

γ2
∂l+1
xn

Tj,kϕ∞∥22 (7.5)

+c0
ν + ν̃

γ4
∥Tj,k∂

l+1
xn

ϕ̇∞∥22 ≤ R
(3)
j,k,l + C

ν + ν̃

γ4
∥Kj,k,l∥22,

where c0 is a positive constant and R
(3)
j,k,l and Kj,k,l satisfy the same estimates as in Proposition 7.5.

(ii) Let 0 ≤ q ≤ k and 0 ≤ 2j + k ≤ m. Then

ν + ν̃

γ4
∥Tj,kϕ̇∞∥22 ≤ C{R(4)

j,k +D(0)[Tj,kw∞] +
ν2(ν + ν̃)

γ4
∥Tj,kw∞∥22 (7.6)

+
ν + ν̃

γ4

j∑
i=0

∥Ti,k+1σ∞∥22 +
ν + ν̃

γ4

j∑
i=0

∥Ti,qϕ∞∥22},

where R
(4)
j,k = ν+ν̃

γ4 ∥Tj,kQ̃0P∞F ∥22.
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Proof. The desired result is obtained in the same manner as in [7, Proposition 7.7]. □

Let us derive the dissipative estimates for σ∞.

Proposition 7.7 Let γ2/(ν+ν̃) ≥ max{1, γ2
2}, then there holds the following estimate for 0 ≤ 2j+k ≤ m−1:

1

2

d

dt

ν

γ2(ν + ν̃)
∥Tj,kσ∞∥22 +

α1

2(ν + ν̃)
∥∇′Tj,kσ∞∥22 ≤ R

(5)
j,k (7.7)

+C
ν2

γ4(ν + ν̃)
(1− δj0)∥∂tTj−1,kσ∞∥22 +

1

ν + ν̃
(
α1

16
+ C

ν + ν̃

γ2
)

j−1∑
i=0

∥Ti,k+1σ∞∥22

+C{ 1

ν + ν̃
∥√ρpTj,k∂tw∞∥22 +

j∑
i=0

D(0)[Ti,kw∞] +
1

ν + ν̃

j∑
i=0

∥P
′(ρp)

γ2
Ti,p∂xnϕ∞∥22},

where α1 > 0 is a constant, p is any integer satisfying 0 ≤ p ≤ k, and

R
(5)
j,k =

ν

γ2(ν + ν̃)
(Q0Tj,k(P

(0)
∞ F ), Tj,kσ∞)− 1

ν + ν̃
(div ′[ρp(−∆)−1(ρpTj,kQ

′(P∞F ))]∞, Tj,kσ∞).

Here, (−∆)−1 is the inverse of −∆ on L2(Ω) with domain D(−∆) = H2(Ω) ∩H1
0 (Ω).

Proof. The desired result is obtained in the same manner as in [7, Proposition 7.8]. □

Next, we estimate the higher order derivatives.

Proposition 7.8 If ν ≥ 1 then there holds the following estimate for 0 ≤ 2j + k + l ≤ m− 1:

ν2

ν + ν̃
∥∂l+2

x Tj,kw∞∥22 +
1

ν + ν̃
∥∂l+1

x Tj,kϕ∞∥22 ≤ CR
(6)
j,k,l + C{( 1

ν + ν̃
+

ν + ν̃

γ4
)

j∑
i=0

∥Ti,k+1σ∞∥22 (7.8)

+
ν + ν̃

γ4

j∑
i=0

∥Ti,kϕ∞∥2Hl +
ν + ν̃

γ4
∥Tj,kϕ̇∞∥2Hl+1 +

1

ν + ν̃
∥∂tTj,kw∞∥2Hl

+(
1

ν + ν̃
+

ν2(ν + ν̃)

γ4
)

j∑
i=0

∥Ti,kw∞∥2Hl+1 +D(0)[Tj,kw∞]},

where

R
(6)
j,k,l =

ν + ν̃

γ4
∥Tj,kQ̃0P∞F ∥2Hl+1 +

1

ν + ν̃
∥Tj,k(Q̃P∞F )∥2Hl .

Proof. We use the estimates for the Stokes system. Let T (ϕ̃, w̃) be the solution of the Stokes system

div w̃ = F in Ω,

−∆w̃ −∇ϕ̃ = G in Ω,

w̃|δΩ = 0.

Then for any l ∈ Z, l ≥ 0, there exists a constant C > 0 such that

∥∂l+2
x w̃∥22 + ∥∂l+1

x ϕ̃∥22 ≤ C{∥F∥2Hl+1 + ∥G∥2Hl + ∥∂xw̃∥22}, (7.9)

(see, e.g., [3][4, Appendix]).

We rewrite (5.3) in the form of Stokes system with w̃ = Tj,kw∞ and ϕ̃ =
P ′(ρp)
νγ2 Tj,kϕ∞. The desired result

is then obtained by using (7.9) (cf. [7, Proposition 7.9]). □

At last we estimate the time derivatives of σ∞ and ϕ∞.
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Proposition 7.9 (i) If 0 ≤ 2j + k ≤ m− 1, then there holds the following estimate:

∥∂tTj,kσ∞∥22 ≤ C{R(7)
j,k +

j∑
i=0

(∥Ti,k+1σ∞∥22 + ∥Ti,k+1ϕ∞∥22) + γ4∥Tj,k+1w∞∥22}, (7.10)

Here, R
(7)
j,k = ∥[Q0Tj,k(P

(0)
∞ F )]∞∥22.

(ii) If 0 ≤ k + 2j ≤ m− 1 then there holds the following estimate:

∥∂j+1
t ϕ∞∥2Hk ≤ C{R(8)

j +

j∑
i=0

(∥∂x′∂i
tϕ∞∥2Hk + ∥∂x′∂i

tσ∞∥22) + γ4∥∂x∂j
tw∞∥2Hk} (7.11)

Here, R
(8)
j,k = ∥∂j

t (Q0P∞F )∥2Hk .

Proof. The estimates (7.10) and (7.11) follow from (5.2) and the first line of (5.3).
□

Proposition 7.1 now follows from combination of results in Propositions 7.3–7.9.

Proof of Proposition 7.1. Let us define

Ẽ(0)(t) =
∑

2j + k ≤ m
2j ̸= m

E(0)[Tj,kP̃∞u(t)], Ẽ(1)(t) =
∑

2j+k≤m−1

E(1)[Tj,kP̃∞u(t)],

E(2)(t) =
∑

2j+k≤m−1

1

γ2
∥

√
P ′(ρp)

γ2ρp
∂xnTj,kϕ∞(t)∥22, E(3)(t) =

∑
2j+k≤m−1

ν

γ2(ν + ν̃)
∥Tj,kσ∞(t)∥22,

and

D̃(0)(t) =
∑

2j + k ≤ m
2j ̸= m

D(0)[Tj,kw∞(t)],

D(1)(t) =
∑

2j+k≤m−1

(
3b1γ

2

2ν(ν + ν̃)
D(0)[Tj,kw∞(t)] +

1

ν + ν̃
∥√ρpTj,k∂tw∞(t)∥22

)
,

D(2)(t) =
∑

2j+k≤m−1

(
1

2(ν + ν̃)
∥P

′(ρp)

γ2
∂xnTj,kϕ∞(t)∥22 +min{1, 2c0}

ν + ν̃

γ4
∥Tj,kϕ̇∞(t)∥2H1

)
,

D(3)(t) =
∑

2j+k≤m−1

α1

ν + ν̃
∥∇′Tj,kσ∞(t)∥22.

Let bl, l = 2, . . . , 5, be positive numbers and let us consider∑
2j+k≤m|2j ̸=m

{2× (7.2) + 2b2 × (7.6)}

+
∑

2j+k≤m−1

{ 2

ν + ν̃
× (7.3) + 2b2 × (7.5)l=0 + 2b3 × (7.7) + b4 × (7.8)l=0}

+
∑

2j+k≤m−1

1

(ν + ν̃)γ2
b5 × ((7.10) + (7.11)) + 2

b6
ν + ν̃

× (7.2)2j=m.

Then we obtain

d

dt
E(4)(t) +D(4)(t) +

1

(ν + ν̃)γ2
b5

∑
2j+k≤m−1

(∥∂tTj,kσ∞∥22 + ∥∂j+1
t ϕ∞(t)∥2k) (7.12)
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≤
8∑

j=1

R(j)(t) +RHS.

Here,

E(4)(t) = Ẽ(0) +
1

ν + ν̃
Ẽ(1)(t) + b2E

(2)(t) + b3E
(3)(t) +

b6
ν + ν̃

E(0)[∂
[m2 ]
t P̃∞u(t)],

D(4) = D̃(0)(t) +D(1)(t) + b2D
(2)(t) + b3D

(3)(t) + b4
∑

2j+k≤m−1

(
ν2

ν + ν̃
∥∂2

xTj,kw∞∥22 +
1

ν + ν̃
∥∂xTj,kϕ∞∥22)

+
b6

ν + ν̃
D(0)[∂

[m2 ]
t w∞],

and

R(1) =
∑

2j+k≤m

R
(1)
j,k , R(p) =

∑
2j+k≤m−1

R
(p)
j,k , p = 2, 5, 7, 8, R(4) =

∑
2j + k ≤ m
2j ̸= m

R
(4)
j,k ,

R(p) =
∑

2j+k≤m−1

R
(p)
j,k,0, p = 3, 6,

with

RHS = C(
ν + ν̃

γ2
+

1

ν
)

1

ν + ν̃

∑
2j+k≤m−1

∥∂xTj,kϕ∞∥22 + C(
ν + ν̃

γ2
+

1

ν
+ b4)

1

ν + ν̃

∑
2j+k≤m−1

∥∂x′Tj,kσ∞∥22

+C(
1

γ2
+

1

ν(ν + ν̃)
)

∑
2j+k≤m−2

∥∂tTj,kσ∞∥22 + C(
1

ν2
+ b2 + b3 + b4)

∑
2j+k≤m|2j ̸=m

D(0)[Tj,kw∞]

+(
b1
4

+ b5C)
γ2

ν(ν + ν̃)

∑
2j+k≤m−1

D(0)[Tj,kw∞] + C(b2 + b3 + b4)
∑

2j+k≤m−1

1

ν + ν̃
∥√ρpTj,k∂tw∞∥22

+
b3α1

4(ν + ν̃)

∑
2j+k≤m−3

∥Tj,k+1σ∞∥22 + Cb3
1

ν + ν̃

∑
2j+k≤m−1

∥P
′(ρp)

γ2
∂xnTj,kϕ∞∥22

+Cb4
ν + ν̃

γ4

∑
2j+k≤m−1

∥Tj,kϕ̇∞∥2H1 + Cb6
1

(ν + ν̃)γ2
(∥∂[

m
2 ]

t ϕ∞∥22 + ∥∂[
m
2 ]

t σ∞∥22).

There exists ν0 ≥ max{1, ν3}, γ0 ≥ max{1, γ2} and 1 > b > 0 such that if b4 < b3 < b2 and b6 ≤ b5 ≤ b1
appropriately with bl ≤ b for l = 2, . . . , 4, and ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2

0 we can absorb most of the terms
from RHS in the left-hand side of (7.12) to get

d

dt
E(4)(t) +

1

2
D(4)(t) +

1

2

1

(ν + ν̃)γ2
b5

∑
2j+k≤m−1

∥∂tTj,kσ∞∥22 +
1

2

1

(ν + ν̃)γ2
b5

∑
2j≤m−2

∥∂j+1
t ϕ∞(t)∥22 (7.13)

≤ C
8∑

j=1

R(j)(t) + C
∑

2j+k≤m−2

∥∂tTj,kσ∞∥22
1

ν + ν̃
.

Next, we estimate higher order derivatives in xn. For 1 ≤ l ≤ m− 1, we set

E
(4)
l (t) =

∑
2j+k≤m−1−l

1

γ2
∥

√
P ′(ρp)

γ2
Tj,k∂

l+1
xn

ϕ∞(t)∥22,

and
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D
(4)
l (t) =

∑
2j+k≤m−1−l

(
1

2(ν + ν̃)
∥P

′(ρp)

γ2
∂l+1
xn

Tj,kϕ∞(t)∥22 +
2c0(ν + ν̃)

γ4
∥Tj,k∂

l+1
xn

ϕ̇∞(t)∥22
)

+b7
∑

2j+k≤m−1−l

(
ν2

ν + ν̃
∥∂l+2

x Tj,kw∞(t)∥22 +
1

ν + ν̃
∥∂l+1

x Tj,kϕ∞(t)∥22).

We add 2×(7.5) to b7×(7.8) and sum over 2j + k ≤ m− 1− l to obtain

d

dt
E

(4)
l (t) +D

(4)
l (t) ≤ CR

(9)
l + b7C

ν + ν̃

γ4

∑
2j+k≤m−1−l

∥Tj,kϕ̇∞∥2Hl+1

+C(
ν + ν̃

γ2
+ b7)

1

ν + ν̃

∑
2j+k≤m−1−l

∥Tj,k∂tw∞∥2Hl + C(
1

ν2
+

ν + ν̃

γ2
)

ν2

ν + ν̃

∑
2j+k≤m−1−l

∥Tj,kw∞∥2Hl+2

+C(b7 +
ν + ν̃

γ2
)

1

ν + ν̃

∑
2j+k≤m−1−l

∥Tj,k+1σ∞∥22 + C
ν + ν̃

γ2

1

ν + ν̃

∑
2j+k≤m−1−l

∥Tj,kϕ∞∥2Hl+1 .

Here, R
(9)
l =

∑
2j+k≤m−1−l(R

(3)
j,k,l +R

(6)
j,k,l).

Let us sum up to l to get

d

dt

l∑
p=1

E(4)
p (t) +

l∑
p=1

D(4)
p (t) ≤ C

l∑
p=1

R(9)
p

+b7C
ν + ν̃

γ4

l∑
p=1

∑
2j+k≤m−1−p

∥Tj,kϕ̇∞∥2Hp+1 + C(
ν + ν̃

γ2
+ b7)

1

ν + ν̃

l∑
p=1

∑
2j+k≤m−1−p

∥Tj,k∂tw∞∥2Hp

+C(
1

ν2
+

ν + ν̃

γ2
)

ν2

ν + ν̃

l∑
p=1

∑
2j+k≤m−1−p

∥Tj,kw∞∥2Hp+2 + C(b7 +
ν + ν̃

γ2
)

1

ν + ν̃

l∑
p=1

∑
2j+k≤m−1−p

∥Tj,k+1σ∞∥22

+C
ν + ν̃

γ2

1

ν + ν̃

l∑
p=1

∑
2j+k≤m−1−p

∥Tj,kϕ∞∥2Hp+1 .

Taking b7 appropriately small, ν0 and γ0 possibly larger (based on l) we obtain

d

dt

l∑
p=1

E(4)
p (t) +

1

2

l∑
p=1

D(4)
p (t) ≤ C

l∑
p=1

R(9)
p + b7C

ν + ν̃

γ4

∑
2j+k≤m−2

∥Tj,kϕ̇∞∥2H1 (7.14)

+C
1

ν2
ν2

ν + ν̃

∑
2j+k≤m−1

∥Tj,k∂
2
xw∞∥22 +C

1

ν + ν̃

∑
2j+k≤m|2j ̸=m

∥Tj,kw∞∥2H1 +C(b7 +
ν + ν̃

γ2
)

1

ν + ν̃
D(0)[∂

[m2 ]
t w∞]

+C(
1

ν2
+

ν + ν̃

γ2
)

ν2

ν + ν̃

∑
2j+k≤m−2

∥∂2
xTj,kw∞∥22 + C(

1

ν2
+

ν + ν̃

γ2
)

∑
2j+k≤m−2

D(0)[Tj,kw∞]

+C(b7 +
ν + ν̃

γ2
)

1

ν + ν̃

∑
2j+k≤m−1

∥Tj,k+1σ∞∥22 + C
ν + ν̃

γ2

1

ν + ν̃

∑
2j+k≤m−2

∥∂xTj,kϕ∞∥22.

Now adding 2×(7.13) together with (7.14) and taking possibly b7 smaller, ν0 and γ0 larger we obtain

d

dt
(2E(4)(t) +

l∑
p=1

E(4)
p (t)) + (D(4)(t) +

l∑
p=1

D(4)
p (t)) (7.15)

+
1

(ν + ν̃)γ2
b5

∑
2j+k≤m−1

∥∂tTj,kσ∞∥22 +
1

(ν + ν̃)γ2
b5

∑
2j≤m−2

∥∂j+1
t ϕ∞(t)∥22
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≤ C(
8∑

j=1

R(j)(t) +
l∑

p=1

R(9)
p ) + C

∑
2j+k≤m−2

∥∂tTj,kσ∞∥22
1

ν + ν̃
.

To absorb the last term on the right-hand side we use induction on m.
Let m = 1 then we have from (7.15) that

d

dt
(2E

(4)
1 (t) +

l∑
p=1

E
(4)
p,1(t)) + (D

(4)
1 (t) +

l∑
p=1

D
(4)
p,1(t)) (7.16)

+
1

(ν + ν̃)γ2
b5∥∂tσ∞∥22 ≤ C(

8∑
j=1

R(j)(t) +
l∑

p=1

R(9)
p ).

Let m = 2 then

d

dt
(2E(4)(t) +

l∑
p=1

E(4)
p (t)) + (D(4)(t) +

l∑
p=1

D(4)
p (t)) (7.17)

+
1

(ν + ν̃)γ2
b5
∑
k≤1

∥∂tT0,kσ∞∥22 +
1

(ν + ν̃)γ2
b5∥∂1

t ϕ∞(t)∥22 ≤ C(

8∑
j=1

R(j)(t) +

l∑
p=1

R(9)
p )

+C∥∂tσ∞∥22
1

ν + ν̃
.

By adding b8γ
2×(7.16) to (7.17) with appropriately large b8 > 0 we can absorb ∥∂tσ∞∥22 1

ν+ν̃ to the
left-hand side. It is straightforward to see that this can be done from m to m+ 1. Therefore, we have

C1
d

dt
(2E(4)(t) +

l∑
p=1

E(4)
p (t)) + (D(4)(t) +

l∑
p=1

D(4)
p (t)) +

1

(ν + ν̃)γ2
b5

∑
2j+k≤m−1

∥∂tTj,kσ∞∥22

+
1

(ν + ν̃)γ2
b5

∑
2j≤m−2

∥∂j+1
t ϕ∞(t)∥22 ≤ C2(

8∑
j=1

R(j)(t) +
l∑

p=1

R(9)
p ),

(7.18)

with C1, C2 > 0. The desired estimate (7.1) now follows from (7.18) with l = m− 1.

Estimate (5.11) for R̃(t) is given in Proposition 8.1 (ii) below. This concludes the proof. □

To prove (5.10) we employ the following lemma.

Lemma 7.10 There exists r̃0 = r̃0(ν, ν̃, γ) such that if r1 ≤ r̃0, then there holds the estimate

∥[Q0P∞,1(t)u]∥2 ≤ C∥∂x′(I −Π(0)(t))P∞,1(t)u∥2.

Proof. We set

R (ξ′, t) = Q̂
(0)

(t)(iξ′P̂
(1)

(t)− |ξ′|2P̂
(2)

(ξ′, t)) + (iξ′Q̂
(1)

(t)− |ξ′|2Q̂
(2)

(ξ′, t))P̂ ξ′(t).

Since

[Q0χ̂1(ξ
′)(I − Q̂ ξ′(t)P̂ ξ′(t))] = [Q0χ̂1(ξ

′)(I − Q̂
(0)

(t)P̂
(0)

−R (ξ′, t))]

= −[Q0χ̂1(ξ
′)R (ξ′, t)],

we see that

̂[Q0P∞,1u(t)] = [Q0χ̂1(ξ
′)(I − Q̂ ξ′(t)P̂ ξ′(t))û].

It then follows that

| ̂[Q0P∞,1(t)u]|2 ≤ C|ξ′||χ̂1û|2

33



≤ C|ξ′|(χ̂1|(I −Π(0)(t))û|2 + χ̂1|Π(0)(t)û|2).

Since (P∞,1(t))
2 = P∞,1, we see that

| ̂[Q0P∞,1(t)u]|2 ≤ C|ξ′|(|(I −Π(0)(t)) ̂P∞,1(t)u|2 + |[Q0
̂P∞,1(t)u]|2),

for |ξ′| ≤ r1. Therefore, there exists a positive number r̃0 such that if r1 ≤ r̃0 then

| ̂[Q0P∞,1(t)u]|2 ≤ C|ξ′||(I −Π(0)(t))P̂∞,1u|2,

for |ξ′| ≤ r1, from which we obtain

∥[Q0P∞,1(t)u]∥2 ≤ C∥∂x′(I −Π(0)(t))P∞,1(t)u∥2.

This completes the proof.
□

Finally, we prove (5.10).

Proof of (5.10). We fix ν, ν̃, γ so that inequality (7.1) in Proposition 7.1 holds true and set r1 = min{r0, r̃0, 1}.
Then we proceed as in [7, Proof of (5.15)] to obtain

Ẽ(t) +
ν2

ν + ν̃
J∂2

xn
w∞(t)K2m−2 +

∫ t

0

e−ã(t−z)D(z)dz ≤ C{e−ãtẼ(0) +R(10)(t) +

∫ t

0

e−ã(t−z)R̃(z)dz}. (7.19)

Since
R(10)(t) ≤ C(1 + t)−

n+1
2 M(t)4, (7.20)

as we show in Proposition 8.1 (i) below, we deduce (5.10) from (7.19), Proposition 7.1 (i) and (7.20). This
completes the proof.

□

8 Estimates on the nonlinearities

In this section we estimates the nonlinearities, e.g., we prove (5.11) and (7.20). In this section we assume
that ν ≥ ν2 and γ2/(ν + ν̃) ≥ γ2

2 .

Proposition 8.1 There exists number ε6 > 0 such that if solution u(t) of (4.1) in Zm(τ) satisfies sup0≤z≤tJu(z)Km ≤
ε6 and M(t) ≤ 1 for all t ∈ [0, τ ], then the following estimates hold for all t ∈ [0, τ ] with C > 0 independent
of τ .

(i) JQ̃P∞F (t)Km−2 ≤ C(1 + t)−
2n−1

4 M(t)2,

(ii)

R̃(t) ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)−

n−1
4 M(t)D∞(t)}.

To show the estimates in Proposition 8.1 we use the following inequalities.

Lemma 8.2 (i) Let 2 ≤ p ≤ ∞ and let j and k be integers satisfying

0 ≤ j < k, k > j + n

(
1

2
− 1

p

)
.

Then there exists a constant C > 0 such that

∥∂j
xf∥Lp(Rn) ≤ C∥f∥1−θ

L2(Rn)∥∂
k
xf∥θL2(Rn),

where θ = 1
k (j +

n
2 − n

p ).

34



(ii) Let 2 ≤ p ≤ ∞ and let j and k be integers satisfying

0 ≤ j < k, k > j + n

(
1

2
− 1

p

)
.

Then there exists a constant C > 0 such that

∥∂j
xf∥Lp(Ω) ≤ C∥f∥Hk(Ω).

(iii) If f ∈ Hn−1(Ω) and f = f(x′) is independent of xn, then

∥f∥L∞(Ω) ≤ C∥f∥
1
2

L2(Ω)∥∂
n−1
x′ f∥

1
2

L2(Ω).

Proof. The inequality in (i) is a special case of the Galiardo-Nirenberg-Sobolev inequality which can be
proved using Fourier transform. Inequality in (ii) can be obtained by (i) and the standard extension argument.
As for (iii), since

∥f∥Lp(Ω) = ∥f∥Lp(Rn−1), 1 ≤ p ≤ ∞, ∥∂x′f∥L2(Ω) = ∥∂x′f∥L2(Rn−1),

the inequality is a consequence of (i) with n = n− 1, p = ∞, j = 0 and k = n− 1. □

Lemma 8.3 (i) Let m and mk, k = 1, . . . , l be nonnegative integers and let αk k = 1, . . . , l be multi-
indeces. Suppose that

m ≥
[n
2

]
+ 1, 0 ≤ |αk| ≤ mk ≤ m+ |αk|, k = 1, . . . , l,

and

m1 + · · ·+ml ≥ (l − 1)m+ |α1|+ · · ·+ |αl|.
Then there exists a constant C > 0 such that

∥∂α1
x f1 · · · ∂αl

x fl∥2 ≤ C
∏

1≤k≤l

∥fk∥Hmk .

(ii) Let 1 ≤ k ≤ m. Suppose that F (x, t, y) is a smooth function on Ω × [0,∞) × I, where I is a compact
interval in R. Then for |α|+ 2j = k there hold

∥[∂α
x ∂

j
t , F (x, t, f1)]f2∥2 ≤

 C0(t, f1(t))Jf2Kk−1 + C1(t, f1(t)){1 + ∥|Df1∥||α|+j−1
m−1 }∥|Df1∥|m−1Jf2Kk,

C0(t, f1(t))Jf2Kk−1 + C1(t, f1(t)){1 + ∥|Df1∥||α|+j−1
m−1 }∥|Df1∥|mJf2Kk−1.

Here

C0(t, f1(t)) =
∑

(β, l) ≤ (α, j)
(β, l) ̸= (0, 0)

sup
x

|(∂β
x∂

l
tF )(x, t, f1(x, t))|,

and

C1(t, f1(t)) =
∑

(β, l) ≤ (α, j)
1 ≤ p ≤ j + |α|

sup
x

|(∂β
x∂

l
t∂

p
yF )(x, t, f1(x, t))|.

(iii) Let m ≥ [n/2] + 1 then there exist constants C,C ′ > 0 such that

∥f1 · f2∥Hm ≤ C∥f1∥Hm∥f2∥Hm ,

and when Jf1Km ≤ 1,

Jf1 · f2Km ≤ C ′Jf1KmJf2Km.

35



Proof of previous lemma can be found in [9, 10].
We recall that u(t) is decomposed into

u = σ1u
(0) + u1 + σ∞u(0) + u∞,

and we write

σ∗ = σ1 + σ∞, ϕ∗ = ϕ1 + ϕ∞, w∗ = w1 + w∞,

u∗ = T (ϕ∗, w∗) = u1 + u∞.

Before investigating the nonlinearities we present some basic estimates.

Lemma 8.4 Let u(t) = T (ϕ(t), w(t)) = (σ∗u
(0))(t) + u∗(t) be solution of (4.1) in Zm(τ). The following

estimates hold for all t ∈ [0, τ ] with C > 0 independent of τ .

(i)

∥σ∗(t)∥2 ≤ C(1 + t)−
n−1
4 M(t),

(ii)

∥|Dσ∗(t)∥|m−1 + Ju∗(t)Km ≤ C(1 + t)−
n+1
4 M(t),

(iii) Jϕ(t)Km + Jw(t)Km ≤ C(1 + t)−
n−1
4 M(t),

(iv)
∥σ∗(t)∥∞ ≤ C(1 + t)−

n
4 M(t),

(v)

∥u∗(t)∥∞ ≤ C(1 + t)−
n+1
4 M(t),

(vi)
∥ϕ(t)∥∞ + ∥w(t)∥∞ ≤ C(1 + t)−

n
4 M(t).

Proof. Estimates (i), (ii) and (iii) immediately follow from definition of M(t). As for (iv), we see from
Lemma 8.2 (iii) and Lemma 5.3 (iii) that

∥σ∗(t)∥∞ ≤ C∥σ∗(t)∥
1
2
2 ∥∂

n−1
x′ σ∗(t)∥

1
2
2 ≤ C∥σ∗(t)∥

1
2
2 ∥∂x′σ∗(t)∥

1
2
2 ≤ C(1 + t)−

n
4 M(t).

This shows (iv). Since ∥u∗(t)∥∞ ≤ C∥u∗(t)∥Hm by Lemma 8.2 (ii) we get get (v) from (ii). Estimate (vi)
now follows from (iv) and (v). This completes the proof.

□

First, we consider the estimates on Q0F .

Proposition 8.5 Let u(t) be a solution of (4.1) in Zm(τ) such that M(t) ≤ 1 for all t ∈ [0, τ ]. There hold
the following estimates for all t ∈ [0, τ ] with C > 0 independent of τ .

(i)

JϕdivwKl ≤ C

 (1 + t)−
2n+1

4 M(t)2 + (1 + t)−
n
4 M(t)∥|Dw∞(t)∥|m, l = m,

(1 + t)−
2n+1

4 M(t)2, l = m− 1,

(ii) Jw · ∇(σ∗ϕ
(0) + ϕ1)Km ≤ C(1 + t)−

2n+1
4 M(t)2,

(iii) Jw · ∇ϕ∞Km−1 ≤ C(1 + t)−
2n+1

4 M(t)2,

(iv)

|(div
(
P ′(ρp)

γ4ρp
w

)
, |∂j

t ∂
k
xϕ∞|2)| ≤ C(1 + t)−

n+1
4 M(t)D∞(t),

for 2j + k ≤ m,
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(v)

∥[∂j
t ∂

k
x , w] · ∇ϕ∥2 ≤ C(1 + t)−

n
2 M(t)2 + (1 + t)−

n−1
4 M(t)

√
D∞(t),

for 2j + k ≤ m,

(vi)

∥Tj,k(ϕw)∥2 ≤ (1 + t)−
2n−1

4 M(t)2,

for 2j + k ≤ m.

Proof. By Lemma 5.3 (iii) we have

J∂x′σ∗(t)Km ≤ J∂x′σ∗(t)Km−1 + J∂tσ∗(t)Km−2 ≤ ∥|Dσ∗(t)∥|m−1.

We use this estimate and others that come from properties of Q (t) and P (t), e.g.,

∥∂k
x′σ1∥2 ≤ ∥∂x′σ1∥2, k = 1, . . . ,

and

J∇u1Km ≤ CJu1Km,

together with Lemma 8.3 and Lemma 8.4 to obtain estimates (i)–(vi).
In the case of estimates (i)–(iii), we first use the following expansions and then apply above estimates:

ϕdivw = σ∗ϕ
(0)w(0),1∂x1σ∗ + σ∗ϕ

(0)divw∗ + ϕ∗w
(0),1∂x1σ∗ + ϕ∗divw∗,

w · ∇(σ∗ϕ
(0) + ϕ1) = σ∗ϕ

(0)w(0),1∂x1σ∗ + w′
∗ · ∇′σ∗ϕ

(0) + wn
∗σ∗∂xnϕ

(0)

+σ∗w
(0),1∂x1ϕ1 + w∗ · ∇ϕ1,

w · ∇ϕ∞ = σ∗w
(0),1∂x1ϕ∞ + w∗ · ∇ϕ∞.

This concludes the proof.
□

Second, we consider Q̃F = T (0,f). Recall that Q̃F is written in the form

Q̃F = F̃ 0 + F̃ 1 + F̃ 2 + F̃ 3.

Here, F̃ l =
T (0,f l), l = 0, 1, 2, 3, with

f0 = −w · ∇w − f1(ρp, ϕ)∆
′σ∗w

(0),1e1 − f2(ρp, ϕ)∇(∂x1σ∗w
(0),1)

+f01(xn, t, ϕ)ϕσ∗ + f02(xn, ϕ)ϕ∇′σ∗ + f03(xn, t, ϕ)ϕϕ∗,

f1 = −f1(ρp, ϕ)∆w∗ = −div (f1(ρp, ϕ)∇w∗) +
T (∇w∗)∇(f1(ρp, ϕ)),

f2 = −f2(ρp, ϕ)∇divw∗ = −∇(f2(ρp, ϕ)divw∗) + (divw∗)∇(f2(ρp, ϕ)),

f3 = −f3(xn, ϕ)ϕ∇ϕ∗.

Here, ∇w∗ denotes the n×n matrix (∂xiw
j
∗); f1 = νϕ

ρp(γ2ρp+ϕ) ; f2 = ν̃ϕ
ρp(γ2ρp+ϕ) ; and f0l(xn, t, ϕ), l = 1, 2, 3

and f3(xn, ϕ) are smooth functions of xn, t and ϕ.

Proposition 8.6 Let u(t) be solution of (4.1) in Zm(τ) and assume that sup0≤z≤tJu(z)Km ≤ ε5 and M(t) ≤ 1
for all t ∈ [0, τ ]. The following estimates hold for all t ∈ [0, τ ] with C > 0 independent of τ .

(i) JQ̃F (t)Km−2 ≤ C(1 + t)−
2n−1

4 M(t)2,

(ii) Jf0(t)Km ≤ C{(1 + t)−
2n−1

4 M(t)2 + (1 + t)−
n−1
4 M(t)∥|Dw∞(t)∥|m},
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(iii)
3∑

l=1

Jf l(t)Km−1 ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m},

(iv)
3∑

l=1

∥Tj,kf l∥H−1 ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m},

for 2j + k = m. Here, we regard Tj,kf l with 2j + k = m as an element in H−1 by (Tj,kf l)[v] =
⟨Tj,kf l, v⟩−1 for v ∈ H1

0 ,

Proof. Since Ju(t)Km ≤ ε5 we see that Q̃F (t) is smooth. Estimates (i)–(iii) can be obtained in similar
manner to the proof of Proposition 8.5 and we omit the proof.

Let us prove estimate (iv). Let 2j + k = m and let v ∈ H1
0 . If k ≥ 1 then we see from (iii) that

|⟨Tj,kf l, v⟩−1| = | − (Tj,k−1f l, ∂x′v)| ≤ ∥Tj,k−1f l∥2∥∂x′v∥v

≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

We thus conclude that

∥Tj,kf l∥H−1 ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m},

in the case 2j + k = m, k ≥ 1 and l = 1, 2, 3.
If k = 0, i.e., m = 2j, we write ⟨∂j

t f1, v⟩−1 as

⟨∂j
t f1, v⟩−1 = (∂j

t (f1(ρp, ϕ)∇w∗),∇v) + (∂j
t (

T (∇w∗)∂ρpf1(ρp, ϕ)∇ρp), v)

+([∂j
t ,

T (∇w∗)∂ϕf1(ρp, ϕ)]∇ϕ, v)− (T (∇w∗)∂ϕf1(ρp, ϕ)∂
j
tϕ,div v)

−(T (∇2w∗)∂ϕf1(ρp, ϕ)∂
j
tϕ, v)− (T (∇w∗)∇ρp,ϕ∂ϕf1(ρp, ϕ)(∇ρp +∇ϕ)∂j

tϕ, v) ≡
6∑

i=1

Ii.

As for I1, we have

|I1| ≤ ∥∂j
t (f1(ρp, ϕ)∇w∗)∥2∥∇v∥2.

As in the proof of Proposition 8.5 (i) one can estimate ∥∂j
t (f1(ρp, ϕ)∇w∗)∥2 to obtain

|I1| ≤ C{(1 + t)−
2n+1

4 M(t)2 + (1 + t)−
n
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

Similarly, we have

|I2| ≤ C{(1 + t)−
2n+1

4 M(t)2 + (1 + t)−
n
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

Next, we consider I3 which we write as follows:

I3 = (∂ϕf1(ρp, ϕ)[∂
j
t ,

T (∇w∗)]∇ϕ, v) + ([∂j
t , ∂ϕf1(ρp, ϕ)](

T (∇w∗)∇ϕ), v) ≡ J1 + J2.

First, we treat J1, we have

|[∂j
t ,

T∇w∗]∇ϕ| ≤ C

j−1∑
l=0

|∂l
t∇ϕ||∂j−l

t ∂xw∗|.

Since

1

2
− m− 1− 2l

n
+

1

2
− m− 2(j − l)

n
= 1− m− 1

n
< 1,

we can find p1l, p2l ≥ 2 satisfying

1

p1l
>

1

2
− m− 1− 2l

n
,

1

p2l
>

1

2
− m− 2(j − l)

n
,
1

2
≤ 1

p1l
+

1

p2l
< 1.
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Now, we take number p3l ≥ 2 satisfying 1
p3l

= 1− ( 1
p1l

+ 1
p2l

) > 0. It then follows from Lemma 8.2 (ii) that

|(∂ϕf1(ρp, ϕ)[∂j
t ,

T (∇w∗)]∇ϕ, v)| ≤ C

j−1∑
l=0

∥∂l
t∂xϕ∥p1l

∥∂j−l
t ∂xw∗∥p2l

∥v∥p3l

≤ C

j−1∑
l=0

∥∂l
t∂xϕ∥Hm−1−2l∥∂j−l

t ∂xw∗∥Hm−2(j−l)∥v∥H1
0
≤ CJϕKm{J∂xw1Km + ∥|Dw∞∥|m}∥v∥H1

0
.

Using Lemma 8.4 we conclude that

|J1| ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

Second, we estimate J2. By Lemma 8.3 (i) we have for mk = m− 1− 2k and ml = m− 1− 2l that

∥[∂j
t , ∂ϕf1(ρp, ϕ)](

T (∇w∗)∇ϕ)∥2 ≤ C
∑

k+1+l=j

∥∂k
t (∂

2
ϕf1(ρp, ϕ)∂tϕ)∥mk

∥∂l
t(

T (∇w∗)∇ϕ)∥ml

≤ CJ∂tϕKm−1JT (∇w∗)∇ϕKm−1.

Therefore, we obtain

|J2| ≤ CJ∂tϕKm−1JT (∇w∗)∇ϕKm−1∥v∥2,

By Lemma 8.3 (ii) we get

JT (∇w∗)∇ϕKm−1 ≤ C{∥∇w∗∥∞J∂xϕKm−1 + ∥|D∇w∗∥|m−2J∇ϕKm−1}

≤ C{∥∂xw1∥Hm + ∥|Dw∞∥|m}J∂xϕKm−1 ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}.

As for J∂tϕKm−1, we see from (6.3) and Proposition 7.9 that

J∂tϕKm−1 ≤ C{J∂tσ∗Km−1 + J∂tϕ∗Km−1} ≤ C{JΛσ1(t)Km−1 + JP (t)F (t)Km−1

+J∂x′ϕ∞Km−1 + J∂xw∞Km−1 + J∂x′σ∞Km−1 + J[Q0(P
(0)
∞ F )]∞Km−1 + JQ0P∞F Km−1}.

Using

P∞F = F − [Q0F ]∞u(0) − {PF − [Q0PF ]∞u(0)},

and

[Q0P
(0)
∞ F ]∞ = [Q0F ]∞ − [Q0PF ]∞,

together with Lemma 8.4 we get

J∂tϕKm−1 ≤ C{(1 + t)−
n+1
4 M(t) + JP (t)F (t)Km−1 + JQ0F Km−1}.

Since 2j = m, we have
[
m−1
2

]
=
[
m−2
2

]
, and hence, by properties of P (t),

JP (t)F (t)Km−1 ≤ CJF (t)Km−2.

It then follows from Propositions 8.5 (i)–(iii) and 8.6 (i) that

JF (t)Km−2 + JQ0F (t)Km−1 ≤ 2JQ0F (t)Km−1 + JQ̃F (t)Km−2 ≤ C(1 + t)−
2n−1

4 M(t)2,

which implies

J∂tϕKm−1 ≤ C(1 + t)−
n+1
4 M(t).

We thus conclude

|J2| ≤ C{(1 + t)−
3n+1

4 M(t)3 + (1 + t)−
n
2 M(t)2∥|Dw∞(t)∥|m}∥v∥2.

Consequently,
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|I3| ≤ C{(1 + t)−
n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

Since

|I4| ≤ |(T (∇w∗)∂ϕf1(ρp, ϕ)∂
j
tϕ,div v)| ≤ C∥∇w∗∥∞∥∂j

tϕ∥2∥∇v∥2,

and by Lemma 8.3 (i),

|I5| ≤ |(T (∇2w∗)∂ϕf1(ρp, ϕ)∂
j
tϕ, v)| ≤ C∥∂j

tϕ∥2∥v∇2w∗∥2 ≤ C∥∂j
tϕ∥2∥∇w∗∥Hm∥v∥H1 ,

|I6| ≤ |(T (∇w∗)∇ρp,ϕ∂ϕf1(ρp, ϕ)(∇ρp +∇ϕ)∂j
tϕ, v)| ≤ C∥∇w∗∥∞∥∂j

tϕ∥2∥v∥H1∥ρp + ϕ∥Hm ,

we obtain by Lemmas 8.2 (ii) and 8.4,

|I4|+ |I5|+ |I6| ≤ C{(1 + t)−
n+1
2 M(t)2 + (1 + t)−

n+1
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

Therefore, we arrive at

|⟨∂j
t f1, v⟩−1| ≤ C{(1 + t)−

n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}∥v∥H1

0
.

This gives

∥∂j
t f1∥H−1 ≤ C{(1 + t)−

n
2 M(t)2 + (1 + t)−

n−1
4 M(t)∥|Dw∞(t)∥|m}.

Clearly, one can get the same estimate for ∥∂j
t f2∥H−1 . Concerning ∥∂j

t f3∥H−1 , one can write it as

∂j
t f3 = −[∂j

t , f3(xn, ϕ)ϕ]∇ϕ∗ −∇(f3(xn, ϕ)ϕ∂
j
tϕ∗) +∇(f3(xn, ϕ)ϕ)∂

j
tϕ∗,

and thus the desired estimate is obtained analogously to the one for ∥∂j
t f1∥H−1 . This completes the proof.

□

Proof of Proposition 8.1. Since JQ̃P∞F Km−2 ≤ CJF Km−2, assertion (i) follows from Propositions 8.5
(i)–(iii) and 8.6 (i).

Let us consider R̃(t). We know that there holds

R̃(t) ≤ C(
8∑

j=1

R(j)(t) +
m−1∑
p=1

R(9)
p ).

Let us first show some basic estimates coming from Propositions 8.5, 8.6 and properties of P (t):

JQ0F Km−1 ≤ C(1 + t)−
2n+1

4 M(t)2, (8.1)

JQ̃F Km−1 ≤ C{(1 + t)−
2n−1

4 M(t)2 + (1 + t)−
n−1
4 M(t)∥|Dw∞(t)∥|m}, (8.2)

JPF Km−1 ≤ CJF Km−1, (8.3)

Moreover, there holds

[Q0Tj,kF ]∞ = −[divTj,k(ϕw)]∞ = −[div ′Tj,k(ϕw
′)]∞, (8.4)

since w ∈ H1
0 .

Let us begin with R
(1)
j,k . We write

R
(1)
j,k =

α0

γ2
([Q0Tj,kF ]∞, Tj,kσ∞)− α0

γ2
([Q0Tj,k(PF )]∞, Tj,kσ∞) + R̃

(1)
j,k − ⟨Tj,k([Q0F ]∞u(0)), Tj,ku∞⟩Ω

−⟨Tj,k(PF ), Tj,ku∞⟩Ω + ⟨Tj,k([Q0(PF )]∞u(0)), Tj,ku∞⟩Ω =
6∑

l=1

Il.

Here,

I3 = R̃
(1)
j,k = ⟨Tj,kF , Tj,ku∞⟩Ω,
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when 2j + k ≤ m− 1, and

I3 = R̃
(1)
j,k = −(Tj,k(ϕdivw), Tj,kϕ∞

P ′(ρp)

γ4ρp
) +

1

2
(div (

P ′(ρp)

γ4ρp
w), |Tj,kϕ∞|2)

−(w∇Tjk(σ∗ϕ
(0) + ϕ1), Tjkϕ∞

P ′(ρp)

γ4ρp
)− ([Tj,k, w]∇ϕ, Tj,kϕ∞

P ′(ρp)

γ4ρp
).

+(Tj,kf0, Tj,kw∞ρp) +

3∑
l=1

⟨Tj,kf l, Tj,kw∞ρp⟩−1,

when 2j + k = m.
We first consider I3. If 2j + k ≤ m− 1, then by applying (8.1) and (8.2), we have

∑
2j+k≤m−1

|⟨Tj,kF , Tj,ku∞⟩Ω| ≤ CJF Km−1Ju∞Km−1 ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)−

n
4 M(t)D∞(t)}.

Here, we used relation a2b ≤ 1
2 (a

3 + ab2) and Lemma 8.4 (ii).
In the case 2j + k = m, we use Lemma 8.4 to calculate

|(w∇Tjk(σ∗ϕ
(0) + ϕ1), Tjkϕ∞

P ′(ρp)

γ4ρp
)| ≤ C∥w∥∞(Jσ∗Km + Jϕ1Km)Jϕ∞Km ≤ C(1 + t)−nM(t)3.

From above estimate and Propositions 8.5 (i), (iv), (v) and 8.6 (ii), (iv) we see that∑
2j+k≤m

|I3| ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)

n−1
4 M(t)D∞(t)}.

We next consider I5. If 2j + k ≤ m− 1, then by (8.3) we see that∑
2j+k≤m−1

|⟨Tj,k(PF ), Tj,ku∞⟩Ω| ≤ CJPF Km−1Ju∞Km−1 ≤ CJF Km−1Ju∞Km−1.

If 2j + k = m and k ≥ 1, then from properties of P (t) we obtain

∑
2j+k=m|k≥1

|⟨Tj,k(PF ), Tj,ku∞⟩Ω| ≤
∑

2j+k=m|k≥1

C∥Tj,k−1(PF )∥2∥Tj,ku∞∥2 ≤ CJF Km−1Ju∞Km.

In the case 2j = m, we write

|⟨∂j
t (PF ), ∂j

t u∞⟩Ω| ≤ C|⟨[∂j
t ,P]F , ∂j

t u∞⟩Ω|+ |⟨P∂j
tF , ∂j

t u∞⟩Ω| ≤ CJF Km−2Ju∞Km + |⟨P∂j
tF , ∂j

t u∞⟩Ω|.

To estimate ⟨P∂j
tF , ∂j

t u∞⟩Ω, we write it as

⟨P∂j
tF , ∂j

t u∞⟩Ω = ⟨∂j
tF ,P∗∂j

t u∞⟩Ω.

Using integration by parts, we have

⟨∂j
tQ0F , P ∗∂j

t u∞⟩Ω = (∂j
t (ϕw),∇

(
Q0(P∗∂j

t u∞)
P ′(ρp)

γ4ρp

)
).

Since

∥∇
(
Q0(P∗∂j

t u∞)
P ′(ρp)

γ4ρp

)
∥2 ≤ C∥∂j

t u∞∥2,

by properties of P∗, we see from Proposition 8.5 (vi) that

|⟨∂j
tQ0F ,P∗∂j

t u∞⟩Ω| ≤ C(1 + t)−
3n
4 M(t)3.

Since Q̃P∗∂j
t u∞ ∈ H1

0 one can estimate |⟨∂j
t Q̃F ,P∗∂j

t u∞⟩Ω| using Proposition 8.6 (ii), (iv) to obtain∑
2j=m

|⟨∂j
t Q̃F ,P∗∂j

t u∞⟩Ω| ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)

n−1
4 M(t)D∞(t)}.
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Therefore, we have ∑
2j+k≤m

|I5| ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)

n−1
4 M(t)D∞(t)}.

As for I4, from (8.4) we compute

−⟨Tj,k([Q0F ]∞u(0)), Tj,ku∞⟩Ω =

j∑
i=0

(
j
i

)
⟨[div ′Ti,k(ϕw

′)]∞Tj−i,0u
(0), Tj,ku∞⟩Ω.

Since

∥[div ′Ti,k(ϕw
′)]∞Tj−i,0u

(0)∥2 ≤ C∥Ti,k(ϕw
′)∥2,

we see using Proposition 8.5 (vi) that ∑
2j+k≤m

|I4| ≤ C(1 + t)−
3n
4 M(t)3.

As for I1, using (8.4) and integration by parts we obtain

α0

γ2
([Q0Tj,kF ]∞, Tj,kσ∞) = −α0

γ2
([div ′Tj,k(ϕw

′)]∞, Tj,kσ∞) ≤ C∥Tj,k(ϕw)∥2∥∇′Tj,kσ∞∥2.

and thus by Proposition 8.5 (vi) and Lemma 8.4 (ii) we get∑
2j+k≤m

|I1| ≤ C(1 + t)−
3n
4 M(t)3.

As for I2, in the case 1 ≤ 2j + k ≤ m we treat it analogously to I5 to show

|α0

γ2
([Q0Tj,k(PF )]∞, Tj,kσ∞)| ≤ CJF Km−1J∂x′σ∞Km−1 + |([Q0P∂

[m2 ]
t F ]∞, ∂

[m2 ]
t σ∞)|.

We further estimate

|([Q0P∂
[m2 ]
t F ]∞, ∂

[m2 ]
t σ∞)| ≤ ∥P (∂

[m2 ]
t F )∥2∥∂

[m2 ]
t σ∞∥2.

Using Plancherel theorem we have

∥P (t)(∂
[m2 ]
t F (t))∥2 = ∥χ̂1⟨∂

[m2 ]
t F̂ (t), u∗

ξ′(t)⟩∥2.

Therefore, using above relation, analogously to I5, we estimate

∥P (t)(∂
[m2 ]
t F (t))∥2 ≤ ∥P (t)(Q0∂

[m2 ]
t F (t))∥2 + ∥P (t)(Q̃∂

[m2 ]
t F (t))∥2

≤ C{∥∂[
m
2 ]

t (ϕw)∥2 + Jf0Km +
3∑

l=1

∥∂[
m
2 ]

t f l∥H−1 .

In the case j = k = 0 we see from Lemma 6.1 (ii) and properties of P(t),

|α0

γ2
([Q0(PF )]∞, σ∞)| ≤ C∥∂x′σ∞∥2(∥ϕw′∥2 + ∥F ∥2) ≤ (1 + t)−

3n
4 M(t)3.

Therefore, using Propositions 8.5 (vi) and 8.6 (ii), (iv) we obtain∑
2j+k≤m

|I2| ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)−

n−1
4 M(t)D∞(t)}.

As for I6, it can be treated in a way analogous to I5 in the case 1 ≤ 2j + k, thus we get

∑
2j+k≤m

|⟨Tj,k([Q0(PF )]∞u(0)), Tj,ku∞⟩Ω| ≤ C{JF Km−1Ju∞Km−1 + ∥P (∂
[m2 ]
t F )∥2∥∂

[m2 ]
t u∞∥2},

and
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∑
2j+k≤m

|I6| ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)

n−1
4 M(t)D∞(t)}.

We thus conclude

R(1)(t) ≤ C{(1 + t)−
3n
4 M(t)3 + (1 + t)

n−1
4 M(t)D∞(t)}.

It is straightforward to show that

R̃(t) ≤ C{R(1)(t) + JF K2m−1 + JQ0(P
(0)
∞ F )K2m−1 + JP∞F K2m−1 + JϕdivwK2m

+Jw · ∇(σ∗ϕ
(0) + ϕ1)K2m +

∑
2j+k≤m

∥[∂j
t ∂

k
x , w] · ∇ϕ∞∥22

+
∑

2j+k+l≤m−1

∣∣∣∣(div (P ′(ρp)

γ4ρp
w

)
, |Tj,k∂

l+1
xn

ϕ∞|2)
∣∣∣∣

+
∑

2j+k≤m−1

|(Q0Tj,k(P
(0)
∞ F ), Tj,kσ∞)|+ JQ̃(P∞F )Km−1J∂x′σ∞Km−1}.

From definition we have

P (0)
∞ (t) = I − P(t)− P∞,3,

which together with

|(Q0P∞,3Tj,kF , Tj,kσ∞)| ≤ C∥Tjk(ϕw)∥2∥|Dσ∞∥|m−1.

gives (analogously to previous computations)∑
2j+k≤m−1

|(Q0Tj,k(P
(0)
∞ F ), Tj,kσ∞)| ≤ C(1 + t)−

3n
4 M(t)3.

Since

JP (0)
∞ F Km−1 + JP∞F Km−1 ≤ CJF Km−1,

using Propositions 8.5, 8.6 and Lemma 8.4 we obtain the desired estimate (ii) in Proposition 8.1. This
completes the proof.

□

9 Asymptotic behavior of σ1(t)

In this section we show the asymptotic behavior of solutions of (4.1). In the case n = 2 we prove that it is
described by a solution of a 1-dimensional viscous Burgers equation. In the case n ≥ 3 we show that the
asymptotic behavior is described by a linear heat equation, in fact, asymptotic leading term is the same as
for the linearized problem.

In this section we assume that ν ≥ ν0 and γ2/(ν + ν̃) ≥ γ2
0 . Let us note that σ1(t) is given by

σ1(t) = P (t)u(t), t ≥ 0,

where u(t) is a global in time solution of (4.1). Existence of u(t) was proved in Sections 3–8.
First let us treat the case n = 2.

Lemma 9.1 Let n = 2 and σ(t) is a solution of

∂tσ − κ1∂
2
x1
σ + κ0∂x1σ + ω0∂x1(σ

2) = 0,

σ|t=0 = σ0,
(9.1)

where κ0 ∈ R, κ1 > 0 are the numbers given in (4.6) and ω0 = 1
T

∫ T

0
[ϕ(0)w(0),1(z)]− ⟨F 1(z), u

∗(1)(z)⟩dz and
σ0 = [Q0u0] = [ϕ0]. Then we can write

σ(t) = H (t)σ0 − ω0

∫ t

0

H (t− z)∂x1(σ
2(z))dz. (9.2)
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Theorem 9.2 Let n = 2. For any δ > 0 there exists ε7 > 0 such that if ∥u0∥Hm∩L1 ≤ ε7, then

∥σ1(t)− σ(t)∥2 ≤ C(1 + t)−
3
4+δ∥u0∥Hm∩L1 ,

for t ≥ 0.

(3.7) now follows from (5.13) and Theorem 9.2. To prove Theorem 9.2, we employ the following well-known
decay properties of σ(t).

Lemma 9.3 Let n = 2 and σ(t) is a solution of (9.1) with ∥σ0∥H1∩L1 ≪ 1. Then

∥∂k
x1
σ(t)∥2 ≤ C(1 + t)−

1
4−

k
2 ∥σ0∥H1∩L1 (k = 0, 1),

∥σ(t)∥∞ ≤ C(1 + t)−
1
2 ∥σ0∥H1∩L1 .

We introduce a quantity. Let σ1(t) and σ(t) be solutions of (5.1) for s = 0 and (9.1), respectively. We
define N(t) by

N(t) = sup
0≤z≤t

(1 + z)
3
4−δ∥σ1(z)− σ(z)∥H1 .

Theorem 9.2 would then follow if we could show that N(t) ≤ C∥u0∥Hm∩L1 .

Proof of Theorem 9.2. It is obvious that estimate holds for 0 ≤ t < 1. Let us show that it holds for t ≥ 1.
Assume t ≥ 1. From (5.1) we have that for s = 0

σ1(t) = etΛP (0)u0 +

∫ t

0

e(t−z)ΛP (z)F (z)dz. (9.3)

We next rewrite e(t−z)ΛP (z)F (z). By Lemma 6.1 (ii), we have

P (z)F (z) = −∂x1 [ϕw
1]1 + ∂x1P

(1)
(z)F (z) + ∂2

x1
P (2)

(z)F (z)

= −a11(z)∂x1(σ
2
1)− ∂x1([ϕw

1]1 − [ϕ(0)w(0),1σ2
1 ]1)

+∂x1P
(1)

(z)(σ2
1F 1(z) + F 2(z)) + ∂2

x1
P (2)

(z)F (z).

Here a11(z) = [ϕ(0)w(0),1(z)]. Since

F {P (1)
(z)(σ2

1F 1(z))} = χ̂1⟨(̂σ2
1)F 1(z), u

∗(1)(z)⟩ = χ̂1⟨F 1(z), u
∗(1)(z)⟩(̂σ2

1) = −a12(z)σ
2
1 ,

where a12(z) = −⟨F 1(z), u
∗(1)(z)⟩.

Using properties of e(t−z)Λ, we thus arrive at

e(t−z)ΛP (z)F (z) = −a1(z)e
(t−z)Λ∂x1(σ

2
1(z))

−e(t−z)Λ∂x1{[ϕw1]1(z)− [ϕ(0)w(0),1(z)]σ2
1(z)}

+e(t−z)Λh5(z) + e(t−z)Λh6(z),

where a1(z) = a11(z) + a12(z), supz∈JT
|a1(z)| ≤ C and

h5(z) = ∂x1P
(1)

(z)F 2(z) + ∂2
x1

P (2)
(z)F 2(z),

h6(z) = ∂2
x1

P (2)
(z)(σ2

1F 1(z)).

It then follows from (9.2) and (9.3) that

σ1(t)− σ(t) =
6∑

j=0

Ij(t),

where
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I0(t) = etΛP (0)u0 −H (t)σ0,

I1(t) = −
∫ t

0

ω0H (t− z)∂x1(σ
2
1(z)− σ2(z))dz,

I2(t) = −
∫ t

0

ω0(e
(t−z)Λ −H (t− z))∂x1(σ

2
1)dz,

I3(t) = −
∫ t

0

(a1(z)− ω0)e
(t−z)Λ∂x1(σ

2
1)dz,

I4(t) = −
∫ t

0

∂x1e
(t−z)Λ([ϕw1]1(z)− [ϕ(0)w(0),1(z)]σ2

1(z))dz,

Ij(t) =

∫ t

0

e(t−z)Λhj(z)dz, j = 5, 6.

Let us show estimates on Ij , j = 0, . . . , 6.
As for I0, from (4.10) we see

∥I0(t)∥H1 ≤ Ct−
3
4 ∥u0∥L1 .

Let us consider I1(t). By Lemma 9.3, (5.12) and the definition of M(t) and N(t), we have

∥(σ2
1 − σ2)(z)∥1 ≤ ∥(σ1 + σ)(z)∥2∥(σ1 − σ)(z)∥2 ≤ C(1 + z)−1+δN(t)∥u0∥Hm∩L1 ,

for ∥u0∥Hm∩L1 ≤ ε3. Furthermore, by Lemma 8.2 (iii) we have ∥(σ1 − σ)(z)∥∞ ≤ C(1 + z)−
3
4+δN(t), and

hence,

∥∂x1(σ
2
1 − σ2)(z)∥2 ≤ C{∥(σ1 + σ)(z)∥∞∥∂x1(σ1 − σ)(z)∥2 + ∥(σ1 − σ)(z)∥∞∥∂x1(σ1 + σ)(z)∥2}

≤ C(1 + z)−
5
4+δ∥u0∥Hm∩L1N(t).

It then follows from (4.8) that for k = 0, 1,

∥∂k
x1
I1(t)∥2 ≤ C{

∫ t−1
2

0

(t− z)−
3
4−

k
2 (1 + z)−1+δdz +

∫ t− 1
2

t−1
2

(t− z)−
3
4−

k
2 (1 + z)−1+δdz

+

∫ t

t− 1
2

(t− z)−
k
2 (1 + z)−

5
4+δdz}∥u0∥Hm∩L1N(t) ≤ C(1 + t)−

3
4+δ∥u0∥Hm∩L1N(t).

As for I2(t), we see from (4.11) that for k = 0, 1,

∥∂k
x1
I2(t)∥2 ≤ C{

∫ t−1
2

0

(t−z)−
5
4−

k
2 ∥σ2

1(z)∥1dz+
∫ t− 1

2

t−1
2

(t−z)−
3
4−

k
2 ∥∂x1

(σ2
1(z))∥1dz+

∫ t

t− 1
2

(t−z)−
k
2 ∥∂x1

(σ2
1(z))∥2dz}.

From Lemma 6.3 we have

≤ C{
∫ t−1

2

0

(t− z)−
5
4−

k
2 (1 + z)−

1
2 dz +

∫ t− 1
2

t−1
2

(t− z)−
3
4−

k
2 (1 + z)−1dz +

∫ t

t− 1
2

(t− z)−
k
2 (1 + z)−

5
4 dz}M(t)2

≤ C(1 + t)−
3
4 ∥u0∥2Hm∩L1 .

As for I3(t), let us define b(t) =
∫ t

0
a1(z) − ω0dz. Then ∂tb(t) = a1(t) − ω0 and b(0) = b(T ) = 0. Since

a1(t+ T ) = a1(t) we have ∂tb(t+ T ) = ∂tb(t) and thus b(t+ T ) = b(t). We arrive at supz∈JT
|b(z)| ≤ C. We

write

I3(t) = −
∫ t

0

∂zb(z)e
(t−z)Λ∂x1(σ

2
1)dz = −

[
b(z)e(t−z)Λ∂x1(σ

2
1(z))

]t
0
+

∫ t

0

b(z)∂z

(
e(t−z)Λ∂x1(σ

2
1(z))

)
dz
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= −b(t)∂x1(σ
2
1(t))−

∫ t

0

b(z)e(t−z)ΛΛ∂x1(σ
2
1(z))dz +

∫ t

0

b(z)∂x1e
(t−z)Λ∂z(σ

2
1(z))dz ≡ J1(t) + J2(t) + J3(t).

From Lemma 6.3 (vii) we have for k = 0, 1,

∥∂k
x1
J1(t)∥2 ≤ C(1 + t)−

5
4M(t)2.

We see from (4.9) and Lemma 6.3 that

∥J2(t)∥2 ≤ C{
∫ t

2

0

(1 + t− z)−
5
4 ∥σ2

1(z)∥1dz +
∫ t

t
2

(1 + t− z)−
3
4 ∥∂x1(σ

2
1(z))∥1dz}

≤ C(1 + t)−
3
4 ∥u0∥2Hm∩L1 .

As for J3, using (6.3) we calculate

J3(t) = 2

∫ t

0

b(z)∂x1e
(t−z)Λσ1(z)Λσ1(z)dz + 2

∫ t

0

b(z)∂x1e
(t−z)Λσ1(z)P (z)F (z)dz ≡ J31 + J32.

Using (4.9) and Lemma 6.3 we calculate

∥J31∥2 ≤ C

∫ t

0

(1 + t− z)−
3
4 ∥σ1(z)Λσ1(z)∥1dz ≤ C

∫ t

0

(1 + t− z)−
3
4 ∥σ1(z)∥2∥Λσ1(z)∥2dz

≤ CM(t)2
∫ t

0

(1 + t− z)−
3
4 (1 + z)−1dz ≤ C(1 + t)−

3
4 log(1 + t)∥u0∥2Hm∩L1 .

Analogously we obtain for J32 that

∥J32∥2 ≤ C

∫ t

0

(1 + t− z)−
3
4 ∥σ1(z)∥2∥F (z)∥2dz ≤ C(1 + t)−

3
4 log(1 + t)∥u0∥3Hm∩L1 .

As for I4(t), we have

∥[ϕw1]1(z)− [ϕ(0)w(0),1(z)]σ2
1(z)∥1 ≤ C{∥σ1(z)∥2∥u(z)− σ1(z)u

(0)(z)∥2 + ∥u(z)− σ1(z)u
(0)(z)∥22}

≤ C(1 + z)−1M(z)2.

Thus, (4.9) gives us

∥∂k
x1
I4(t)∥2 ≤ CM(t)2

∫ t

0

(1 + t− z)−
3
4−

k
2 (1 + z)−1dz ≤ C(1 + t)−

3
4 log(1 + t)∥u0∥2Hm∩L1 .

To estimate I5(t), we write h5(z) as

h5(z) = ∂x1

(
P (1)

(z)F 2(z) + ∂x1P
(2)

(z)F 2(z)
)
.

Using (4.14) and Lemma 6.3 (v), we have

∥∂k
x1
I5(t)∥2 ≤ CM(t)2

∫ t

0

(1 + t− z)−
3
4−

k
2 (1 + z)−1dz ≤ C(1 + t)−

3
4 log(1 + t)∥u0∥2Hm∩L1 .

As for I6(t), we write h6(z) as

h6(z) =

 ∂2
x1

P (2)
(z)(σ2

1F 1)(z) for z ∈ [0, t
2 ],

∂x1P
(2)

(z)(∂x1(σ
2
1)F 1)(z) for z ∈ [ t2 , t].

We see from (4.14) and Lemma 6.3 that

∥∂k
x1
I6(t)∥2 ≤ C{

∫ t
2

0

(1 + t− z)−
5
4−

k
2 ∥σ2

1(z)∥1dz +
∫ t

t
2

(1 + t− z)−
3
4−

k
2 ∥∂x1(σ1)

2∥1dz}M(t)2

46



≤ C{
∫ t

2

0

(1 + t− z)−
5
4−

k
2 (1 + z)−

1
2 dz +

∫ t

t
2

(1 + t− z)−
3
4−

k
2 (1 + z)−1dz}M(t)2 ≤ C(1 + t)−

3
4 ∥u0∥2Hm∩L1 .

We thus obtain

∥(σ1 − σ)(t)∥H1 ≤ C(1 + t)−
3
4+δ∥u0∥Hm∩L1{1 + ∥u0∥Hm∩L1 + ∥u0∥2Hm∩L1 +N(t)},

which yields

N(t) ≤ ∥u0∥Hm∩L1{1 + ∥u0∥Hm∩L1 + ∥u0∥2Hm∩L1 +N(t)}.

The desired result now follows by taking ∥u0∥Hm∩L1 suitably small. This completes the proof.
□

Now let us show the asymptotic behavior in cases n ≥ 3.

Theorem 9.4 Let n ≥ 3. There exists ε8 > 0 such that if ∥u0∥Hm∩L1 ≤ ε8, then

∥σ1(t)−H (t)σ0∥2 ≤ C(1 + t)−
n+1
4 ηn(t)∥u0∥Hm∩L1 ,

where ηn(t) = log(1 + t) when n = 3 and ηn(t) = 1 when n ≥ 4 and t ≥ 0.

Proof. From (9.3) we see that

σ1(t)−H (t)σ0 = etΛP (0)u0 −H (t)σ0 +

∫ t

0

e(t−z)ΛP (z)F (z)dz.

Estimate (4.10) then implies

∥etΛP (0)u0 −H (t)σ0∥2 ≤ Ct−
n−1
4 − 1

2 ∥u0∥L1(Ω).

By Lemma 6.1 (ii) we have

P (z)F (z) = −div ′[ϕ(z)w′(z)]1 + div ′P (1)
(z)F (z) + ∆′P (2)

(z)F (z),

and thus by using (4.14) and Lemma 6.3 we obtain

∥
∫ t

0

e(t−z)ΛP (z)F (z)dz∥2 ≤ C

∫ t

0

(1 + t− z)−
n−1
4 − 1

2 (∥[ϕw′](z)∥1 + ∥F (z)∥1)dz

≤ CM(t)2
∫ t

0

(1 + t− z)−
n−1
4 − 1

2 (1 + z)−
n−1
2 dz ≤ C(1 + t)−

n−1
4 − 1

2 ηn(t)∥u0∥Hm∩L1 .

This concludes the proof. □

(3.9) now follows from (5.13) and Theorem 9.4.
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