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Abstract

We propose a Hilbert space solution theory for a nonhomogeneous heat equation

with delay in the highest order derivatives with nonhomogeneous Dirichlet boundary

conditions in a bounded domain. Under rather weak regularity assumptions on the

data, we prove a well-posedness result and give an explicit representation of solutions.

Further, we prove an exponential decay rate for the energy in the dissipative case.

We also show that lower order regularizations lead to ill-posedness, also for higher-

order equations. Finally, an application with physically relevant constants is given.
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1 Introduction

Let Ω ⊂ Rd be a domain with a Lipschitz-boundary ∂Ω and T > 0 be a fixed number. Let
a function θ : [0, T ]× Ω̄ → R denote the temperature measured with respect to a reference
temperature θ0 and let q : [0, T ]× Ω̄ → Rd be the heat flux at a material point x ∈ Ω̄ at
time t ∈ [0, T ]. With ρ : Ω̄ → (0,∞) denoting the specific density and cρ : Ω̄ → (0,∞)
denoting the specific heat capacity, the energy conservation law reads as

ρ(x)cρ(x)∂tθ(t, x) + div q(t, x) = h(t, x) for t ∈ (0, T ), x ∈ Ω, (1.1)

where h stands for the intensity of external heat sources.
To close this equation, a material law postulating a relation between the temperature and
the heat flux is required. The classical way to do this consists in using Fourier’s law of
heat conduction stating

q(t, x) + λ(x)∇θ(t, x) = 0 for t ∈ (0, T ), x ∈ Ω, (1.2)
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where λ : Ω̄ → (0,∞) denotes the heat conductivity being a material property. Plugging
Equation (1.2) into (1.1) leads to the classical parabolic heat equation

ρ(x)cρ(x)∂tθ(t, x)− div
(
λ(x)∇θ(t, x)

)
= h(t, x) for t ∈ (0, T ), x ∈ Ω. (1.3)

In many applications, Equation (1.3) provides a very accurate macroscopic description
of the heat conduction phenomenon. For some other physical applications, the infinite
speed of signal propagation arising from Equation (1.3) is a significant drawback.
In particular for these, the following assumption

q(t, x) + λ(x)∇θ(t− τ, x) = 0 for t ∈ (0, T ), x ∈ Ω (1.4)

is more realistic from a physical point of view stating that the heat flux notices changes
in temperature (gradient) not instantaneously, but with some delay. The latter leads to
the so-called heat equation with pure delay

ρ(x)cρ(x)∂tθ(t, x)− div
(
λ(x)∇θ(t− τ, x)

)
= h(t, x) for t ∈ (0, T ), x ∈ Ω. (1.5)

In addition to severe problems caused by the loss of regularity, Equation (1.5) turns out
to be ill-posed (cf. [13]). One way to overcome this problem is to “equivalently” rewrite
Equation (1.4) as

q(t+ τ, x) + λ(x)∇θ(t, x) = 0 for t ∈ (0, T ), x ∈ Ω

and perform a formal Taylor expansion of order one with respect to τ (cp. [6]), i.e.,

τqt(t + τ, x) + q(t, x) + λ(x)∇θ(t, x) = 0 for t ∈ (0, T ), x ∈ Ω, (1.6)

to finally obtain

ρ(x)cρ(x)∂tθ(t, x) + div q(t, x) = h(t, x) for t ∈ (0, T ), x ∈ Ω,

τ∂tq(t, x) + q(t, x) + λ(x)∇θ(t, x) = 0 for t ∈ (0, T ), x ∈ Ω.
(1.7)

In the present paper, we propose another approach to regularize Equation (1.5). For a
small parameter ε > 0, we replace Equation (1.4) with

q(t, x) + ελ(x)∇θ(t, x) + λ(x)∇θ(t− τ, x) = 0 for t ∈ (0, T ), x ∈ Ω (1.8)

and arrive at a regularized heat equation

ρ(x)cρ(x)∂tθ(t, x)− ε div
(
λ(x)∇θ(t, x)

)
− div

(
λ(x)∇θ(t− τ, x)

)
= h(t, x)

for t ∈ (0, T ), x ∈ Ω.
(1.9)

Though Equation (1.9) is much better behaved than Equation (1.5), standard results on
semigroups for delay equations (see, e.g., [4], [39]) still cannot be applied since the delay
term is no low order perturbation of the term without delay. A semigroup treatment of
this problem nevertheless turned out to be possible. In [5], a perturbation result due to
Weiss & Staffans was used to obtain the well-posedness results for an even bigger class of
equations given by

∂tu(t) = Au(t) +

∫ 0

−r

dB(θ)u(t + θ) for t > 0, u(t) = ϕ(t) for t ∈ [−r, 0],
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where A is a sectorial operator on a Banach space X and B ∈ BV
(
[−r, 0],L(D(A), X)

)

has no mass at 0. The particular situation B = ηAδ−r, η ∈ R, was given some additional
attention.
The first systematic treatment of this topic for the case of unbounded operators though
probably dates back to [38]. The authors considered the following evolution equation

∂tu(t) = Au(t) + F(ut) for t > 0, u0 = ϕ,

where A is an infinitesimal generator of a C0-semigroup (S(t))t≥0 on a Banach space X, F
is a (possibly) unbounded linear or nonlinear operator and ut = u|[t−r,t](· − t) denotes the
history variable. In particular, it was shown for the case of F being a linear differential
operator and containing terms of the same order as A that the problem possesses a unique
mild solution, i.e., a function u ∈ H1

(
(0, T ), X

)
, T > 0, satisfying the integral equation

u(t) = S(t)ϕ(0) +

∫ t

0

S(t− s)F(us)ds for a.e. t ∈ (0, T ).

In [11], a similar problem was studied in the strong case, i.e., u ∈ H1
(
(0, T ), X) ∩

L2
(
(0, T ), D(A)

)
. Namely, the authors considered an abstract linear delay equation of

the form
∂tu(t) = Au(t) + Bu(t) + L1u(t− r) + L2ut, for t > 0

where A is a generator of an analytic semigroup on a Hilbert space H . A typical example
of such equation is given by

∂tu(t, x) = ∂xxu(t, x) + ∂xu(t, x) + ∂xxu(t− r, x) +

∫ 0

−r

a(s)∂xxu(t+ s, x)ds

for (t, x) ∈ (0,∞)× (0, 1),

u(t, x) = ϕ(t, x) for (t, x) ∈ (−r, 0)× (0, 1), u(t, 0) = u(t, 1) = 0 for t > 0.

Under certain assumptions on the operators B, L1, L2, the well-posedness followed from
the existence of a semigroup associated with the flow t 7→ (u(t), ut).
In [12], the authors elaborated on these results by carefully studying the L2-regularity of
the corresponding solution in certain weighted and interpolation spaces and presenting a
characterization of the infinitesimal generator.
An Lp-treatment of delay differential equations with unbounded operators acting on delay
terms for p ∈ [1,∞) was given in [10]. In particular, a well-posedness result was obtained
for the following problem

∂tu(t) = Au(t) + Lu(t− τ) for t > 0,

where A is an elliptic operator of order 2m and L is an integro-differential operator of
the same order.
Recently, hyperbolic partial differential equations have also gained a lot of attention. In
[27], a wave equation with an internal feedback incorporating a delay in the velocity field
was studied. The initial boundary value problem

∂ttu(t, x)−△u(t, x) + a0∂tu(t, x) + a∂tu(t− τ, x) = 0 for (t, x) ∈ (0,∞)× Ω,

u(t, x) = 0 for (t, x) ∈ (0,∞)× Γ0,

∂u

∂ν
(t, x) = 0 for (t, x) ∈ (0,∞)× Γ1
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subject to appropriate initial conditions, where Γ0,Γ1 ⊂ ∂Ω are relatively open with
Γ̄0 ∩ Γ̄1 = ∅, was shown to possess a unique strong solution, which is exponentially stable
if a0 > a > 0 or instable, otherwise. Similar results have also been obtained for the case
of a boundary delay. This stability study was later carried out in the case of time-varying
internal or boundary delay, i.e., τ = τ(t), in [28], [29], etc.
To the authors’ best knowledge, no well-posedness results are available for the case of
the delay in Laplacian for higher-order in time systems. At the same time, replacing
stabilizing feedbacks by their delayed counterparts are sometimes known to even lead to
ill-posedness of the resulting system as shown in [7] for the wave-equation and the Euler
& Bernoulli beam. The same holds for a general m-th order equation with the pure delay
(cf. [13])

∂m
t u(t) +Au(t− τ) = 0 for t > 0

for an arbitrary unbounded operator A possessing a sequence of eigenvalues λn → ∞,
n → ∞, or the hyperbolic-parabolic thermoelasticity with pure delay in the second order
elliptic part (s. [35])

a∂ttu(t, x)− d∂xxu(t− τ1, x) + β∂xθ(t, x) = 0 for (t, x) ∈ (0,∞)× (0, L),

b∂tθ(t, x)− k∂xxθ(t− τ2, x) + β∂txu(t, x) = 0 for (t, x) ∈ (0,∞)× (0, L),

u(t, 0) = u(t, L) = ∂xθ(t, 0) = ∂xθ(t, L) = 0 for (t, x) ∈ (0,∞)× (0, L).

In the following, we propose a natural solution approach in Hilbert spaces which employs
a generalization of the classical step method for ordinary delay equations (cf. [15]) rather
than the delay semigroup theory. In addition to its simplicity and constructivity, our
approach allows for nonhomogeneous boundary conditions under rather weak regularity
assumptions on the boundary data. The latter is very useful for various applications in
control theory (cf. [24], [25], [26]). We want also to point out that our theory can also be
applied to obtain mild, strong, extrapolated and mild extrapolated solutions in a much
more general case even in the Lp-framework with respect to time (cf. Remark 20).
To justify the necessity of the regularization to have at least the same order as the delay
term, we make essential amendments to the method from [13] to show that lower order
regularizations lead to ill-posedness like in the case with pure delay, also for higher-order
systems. We also refer the reader to [21] for a study on necessary conditions for the
well-posedness of partial differential equations with delay.
To give an illustration, we apply our theory to get a closed form solution to a one-
dimensional practical problem related to short-pulse laser heating of metal nanofilms
with physically relevant constants.

2 Fourier Heat Conduction

In this section, we briefly summarize some well-known results for the following initial-
boundary value problem for the Fourier heat equation with nonhomogeneous Dirichlet
boundary conditions

∂tu(t, x) = ∂i
(
aij(x)∂ju(t, x)

)
+ bi(x)∂iu(t, x) + c(x)u(t, x)+

f(t, x) for (t, x) ∈ (0, T )× Ω,

u(t, x) = γ(t, x) for (t, x) ∈ (0, T )× ∂Ω,

u(0, x) = u0(x) for x ∈ Ω.

(2.1)
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Recall that ∂Ω is assumed to be Lipschitzian throughout the paper. To treat the problem
from Equation (2.1), a corresponding operator framework needs to be introduced. First,
we formally define in the sense of distributions the differential operators

A0 := ∂i
(
aij(·)∂j

)
, Ar := bi(·)∂i + c(·).

Here and in the sequel, we employ the Einstein’s summation convention. So, ∂i(aij(·)∂j)
should be interpreted as

d∑
i,j=1

∂i(aij(·)∂j), etc.

Let X := L2(Ω) be equipped with the standard scalar product. We define the operators

A0 : D(A0) ⊂ X → X, u 7→ A0u,

Ar : D(Ar) ⊂ X → X, u 7→ Aru

with
D(A0) =

{
u ∈ H1

0 (Ω)
∣∣A0u ∈ X

}
, D(Ar) := H1

0 (Ω).

According to [36, Theorems 9.18 and 12.40], the following assertion holds true.

Theorem 1. Let ∂Ω 6= ∅ and let aij ∈ W 1,∞(Ω) and aij = aji, bi, cj ∈ L∞(Ω). Further,
there may exist a constant κ > 0 such that

ess inf
x∈Ω

ξiaij(x)ξj ≥ κ|ξ|2 for all ξ ∈ C
n.

Then, the perturbed operator A := A0+Ar : D(A0) ⊂ X → X is an infinitesimal generator
of an analytic semigroup (S(t))t≥0 on X.

Following the approach described by Lasiecka and Triggiani [22, Section 0.3] and taking
into account the fact that A0 is continuously invertible, we define the extrapolation space
X−1 as the completion of X with respect to the ‖ · ‖−1 := ‖A−1

0 · ‖X norm. Since X
is Hilbertian und therefore reflexive, X−1 is isomorphic to (D(A∗

0))
′. Note that X−1 is

a distributional space, e.g., X−1 ⊂ H−1(Ω). Further, the operator A can be extended
to an operator A−1 ∈ L(X,X−1) being a generator of an analytic semigroup (S−1(t))t≥0

of bounded linear operators on X−1 which in its turn is an extension of the semigroup
(S(t))t≥0 from Theorem 1 onto X−1.
Similar to [22, Section 3.1], we define the Dirichlet map D : L2(∂Ω) → X−1 sending each
γ ∈ L2(∂Ω) to a solution u ∈ X−1 of the problem

Au = 0 in Ω, u = γ on ∂Ω. (2.2)

Lemma 2. There holds

D ∈ L
(
L2(∂Ω), H1/2(Ω)

)
→֒ L

(
L2(∂Ω), X

)
→֒ L

(
L2(∂Ω), X−1

)
.

Proof. See [16] and [18].

The notion of strong solution from [10] in the case of homogeneous boundary data moti-
vates the following

Definition 3. A function u ∈ H1
(
(0, T ), L2(Ω)

)
∩ L2

(
(0, T ), H2(Ω)

)
satisfying Equation

(2.1) for a.e. t ∈ [0, T ] is called a strong solution.
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Remark 4. The initial and boundary conditions are satisfied in terms of the continuity
of the map u 7→

(
u(t∗), u|(0,T )×∂Ω

)
,

H1
(
(0, T ), L2(Ω)

)
∩ L2

(
(0, T ), H2(Ω)

)
→

H1(Ω)×
(
H3/4

(
(0, T ), L2(∂Ω)

)
∩ L2

(
(0, T ), H3/2(∂Ω)

))

for an arbitrary t∗ ∈ [0, T ] (cf. [33]).

The fact that a strong solution to Equation (2.1) has to satisfy the equation

∂tu = A
(
u−Dγ

)
+ f in L2

(
(0, T ), X

)

and thus
∂tu = A−1u−A−1Dγ + f in L2

(
(0, T ), X−1

)

motivates the following definition of extrapolated solutions (cp. the notion of extrapolated
solution in [10]).

Definition 5. A function u ∈ H1
(
(0, T ), X−1

)
given by

u(t) = S−1(t)u
0 −

∫ t

0

S−1(t− s)A−1Dγ(s)ds+

∫ t

0

S−1(t− s)f(s)ds

for a.e. t ∈ [0, T ]

is called a mild extrapolated solution to Equation (2.1). If it additionally satisfies u ∈
L2

(
(0, T ), X

)
, we call u a strong extrapolated solution.

Theorem 6. Under the conditions of Theorem 1, Equation (2.1) possesses a unique
mild extrapolated solution if u0 ∈ X−1, f ∈ L2

(
(0, T ), X−1

)
and γ ∈ L2

(
(0, T ), L2(∂Ω)

)
.

Moreover, if u0 ∈ X, f ∈ L2
(
(0, T ), X

)
and ∂Ω ∈ C0,1, then u is strong extrapolated

solution, which additionally satisfies

u ∈ L2
(
(0, T ), H1/2(Ω)

)
∩H1/4

(
(0, T ), L2(Ω)

)
∩H1

(
(0, T ), X−1

)
.

Proof. See [22, Section 3.1].

Assuming that ∂Ω ∈ C1,1 and exploiting the maximum Lp-regularity of A for p = 2, the
following existence and uniqueness theorem follows from [8], [33]. In this case, the mild
extrapolated solution u is even a strong solution and therefore satisfies Equation (2.1)
pointwise for a.e. t ∈ [0, T ].

Theorem 7. Under the conditions of Theorem 1 and the regularity assumptions

u0 ∈ H1(Ω), f ∈ L2
(
(0, T ), L2(Ω)

)
, γ ∈ H3/4

(
(0, T ), L2(∂Ω)

)
∩ L2

(
(0, T ), H3/2(∂Ω)

)

as well as the compatibility condition

γ(0, ·) = u0|∂Ω,

the mild extrapolated solution u is a strong solution. Moreover, the mapping (u0, f, γ) 7→ u
is an isomorphism between the data space equipped with the corresponding product norm
as well as incorporating the compatibility condition and the solution space.
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Remark 8. For homogeneous boundary conditions, a strong solution

u ∈ H1
(
(0, T ), X

)
∩ L2

(
(0, T ), D(A)

)

in sense of [9] can be obtained without any extra regularity assumptions on ∂Ω. The data
have to satisfy

u0 ∈
(
X,D(A)

)
1/2,2

, f ∈ L2
(
(0, T ), X

)
,

where the parentheses denote the real interpolation functor.

2.1 Explicit Representation of Solutions

In this section, we will briefly outline an explicit solution representation formula for the
problem

∂tu(t) = A−1u(t)−A−1Dγ(t) + f(t) for t ∈ (0, T ),

u(0) = u0

for the case that A is self-adjoint (i.e., b ≡ 0) and the data satisfy u0 ∈ X−1, f ∈
L2

(
(0, T ), X−1

)
, γ ∈ L2

(
(0, T ), L2(Ω)

)
.

By the virtue of Theorem 6, the problem possesses a unique mild extrapolated solution u
given by

u(t) = S−1(t)u
0 +

∫ t

0

S−1(t− s)(f(s)−Dγ(s))ds. (2.3)

On the other hand, A is an elliptic operator having an eigenfunction expansion

Au =
∞∑

n=1

λn〈u, φn〉Xφn for u ∈ D(A),

where (λn)n ⊂ R, λn → −∞ for n → ∞ and (φn)n ⊂ D(A) form an orthogonal basis of
X (cf. [36]). Taking into account that the embeddings D(A) →֒ X →֒ X−1 are dense and
continuous, we further obtain

A−1u =

∞∑

n=1

λn〈u, φn〉X−1φn for u ∈ X,

where 〈·, ·〉X−1 is the uniquely defined continuation of 〈·, ·〉X onto X−1. Note that 〈·, ·〉−1

and 〈·, ·〉X−1 do not coincide.
Plugging the ansatz

u(t) :=

∞∑

n=1

un(t)φn for a.e. t ∈ [0, T ]

into Equation (2.3), we obtain a sequence of ordinary differential equations for un

∂tun(t) = λnun(t) + 〈f(t)− λnDγ(t), φn〉X−1 for a.e. t ∈ [0, T ],

un(0) = 〈u0, un〉X−1 ,

which is uniquely solved by un ∈ H1
(
(0, T ),R

)
with

un(t) = eλnt〈u0, ϕn〉X−1 +

∫ t

0

eλn(t−s)〈f(s)− λnDγ(s), φn〉X−1ds for a.e. t ∈ [0, T ].
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Using Lebesgue’s dominated convergence theorem for Bochner integrals, we finally obtain
for a.e. t ∈ [0, T ]

u(t) =

∞∑

n=1

eλnt〈u0, φn〉X−1φn +

∞∑

n=1

∫ t

0

eλn(t−s)〈f(s)− λnDγ(s), φn〉X−1φnds. (2.4)

Moreover, u coincides with the mild extrapolated solution given in Equation (2.3).

2.2 Asymptotical Behavior of Solutions for t → ∞
For the sake of completeness, we give a brief discussion on the asymptotics of solutions to
Equation (2.1) in the homogeneous case, i.e., γ ≡ 0, f ≡ 0. We will be able to generalize
these well-known results for the case of regularized heat equation with delay in Section
3.2 later on. For simplicity, we assume bi ≡ 0, c ≡ 0 though the exponentially stability
easily carries over to the case when A is just positive definite.
We assume u0 ∈ X−1 and denote by uT for T > 0 the mild extrapolated solution to

∂tu(t, x) = ∂i
(
aij(x)∂ju(t, x)

)
for (t, x) ∈ (0, T )× Ω,

u(t, x) = 0 for (t, x) ∈ (0, T )× ∂Ω,

u(0, x) = u0(x) for x ∈ Ω.

(2.5)

Due to the unique solvability of Equation (2.5), uT1 = uT2|[0,T1] for T2 ≥ T1 > 0. Thus,
(uT )T>0 can be uniquely continued to a function u ∈ C1

(
[0,∞), X−1

)
satisfying

u(t) = S−1(t)u
0 for t ∈ [0,∞).

The energy associated with the solution u is given by

E(t) := 1
2
‖u(t, ·)‖2X−1

.

If u0 ∈ X, then u(t, ·) ∈ X for all t ≥ 0 (cf. Theorem 7), i.e., u is a classical extrapo-
lated solution (in particular, a strong extrapolated solution), and E(t) = 1

2
‖u(t, ·)‖X =

1
2

∫
Ω
|u(t, x)|2dx since ‖ · ‖−1 is a continuation of ‖ · ‖X .

Theorem 9. Let u0 ∈ X−1. The energy E decays exponentially, i.e., there exists ω > 0
such that

E(t) ≤ e−2ωtE(0) for t ≥ 0.

Moreover, u ∈ L2
(
(0,∞), X−1

)
.

Proof. Using the fact that (S−1(t))t≥0 is an extension of an exponentially stable semigroup,
we easily get

E(t) = 1
2
‖S−1u0‖2X−1

≤ 1
2
e−2ωt‖u0‖2X−1

= e−2ωtE(0).

Taking account the measurability of u and estimating

∫ ∞

0

‖u(t, ·)‖2X−1
dt = 2

∫ ∞

0

E(t)dt ≤ 2E(0)

∫ ∞

0

e−2ωtdt = −E(0)
ω

e−2ωt
∣∣t=∞
t=0

= E(0)
ω

,

we finally conclude u ∈ L2
(
(0,∞), X−1

)
.
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3 Regularized Heat Conduction with Delay

Now, we turn to the heat conduction with constant delay

ut(t, x) = ∂i
(
aij(x)∂ju(t, x)

)
+ bi(x)∂iu(t, x) + c(x)u(t, x)+

∂i
(
ãij(x)∂ju(t− τ, x)

)
+ b̃i(x)∂iu(t− τ, x) + c̃(x)u(t− τ, x)+

f(t, x) for (t, x) ∈ (0,∞)× Ω,

u(t, x) = γ(t, x) for (t, x) ∈ (0,∞)× ∂Ω,

u(0, x) = u0(x) for x ∈ Ω,

u(t, x) = ϕ(t, x) for (t, x) ∈ (−τ, 0)× Ω.

(3.1)

Assumption 10. We postulate the following conditions.

• Let Ω ⊂ R
d be a bounded with a Lipschitz-boundary.

• aij , ãij ∈ W 1,∞(Ω) and aij = aji, bi, b̃i, c, c̃ ∈ L∞(Ω).

• There exists a constant κ > 0 such that

ess inf
x∈Ω

ξiaij(x)ξj ≥ κ|ξ|2 for all ξ ∈ C
d.

Similar to the definition of A in Section 1, we define the operator

Ã : D(Ã) ⊂ X → X, u 7→ ∂i(ãij(·)∂ju) + b̃i(·)∂iu+ c̃(·)u

with
D(Ã) := {u ∈ H1

0 (Ω) | Ãu ∈ X}.
Further, we need the following assumption:

Assumption 11. Let at least one of the following conditions be fulfilled:

i) There exists a constant α̃ ∈ R\{0} such that ãij(x) = α̃ aij(x) for a.e. x ∈ Ω.

ii) There exists a constant κ̃ > 0 such that

ess inf
x∈Ω

ξiãij(x)ξj ≥ κ̃|ξ|2 for all ξ ∈ C
d

and ∂Ω is of class C1,1.

Under Assumption 11, Ã is a closed operator. Next, we can define X̃−1 ≃ (D(Ã∗))′ and
extend Ã to an operator Ã−1 ∈ L(X, X̃−1). Further, one easily gets D(A) = D(Ã) and
thus X−1 = X̃−1. Note that due to the elliptic regularity theory the second assumption
even implies D(A) = D(Ã) = H2(Ω) ∩H1

0 (Ω).

Remark 12. In fact, the closedness of Ã and the conditions D(A) ⊂ D(Ã) and X−1 ⊃
X̃−1 would also be sufficient for our purposes. This is, for example, the case if ãij ≡ 0,
b̃i ≡ 0 and D(Ã) = X.

Following [10] for the case of homogeneous data, we introduce the notion of strong solution
in the nonhomogeneous case.
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Definition 13. A function u ∈ H1
(
(0, T ), L2

(
Ω)

)
∩L2

(
(−τ, T ), H2(Ω)

)
satisfying Equa-

tion (3.1) with the boundary and initial conditions interpreted in the sense of Remark 4
is called a strong solution.

Likewise, we obtain a formulation of Equation (3.1) in the extrapolation space X−1

∂tu(t) = A−1u(t) + Ã−1u(t− τ)−A−1Dγ(t) + f(t) in L2
(
(0, T ), X−1

)
,

u(0+) = u0 in X−1,

u(t) = ϕ(t) in L2
(
(−τ, 0), X−1

)
.

(3.2)

Definition 14. A function u ∈ L2
(
(−τ, 0), X−1

)
∩ H1

(
(0, T ), X−1

)
is called a mild ex-

trapolated solution of (3.1) if it satisfies the integro-functional equation

u(t) = S−1(t)u
0 +

∫ t

0

(
Ã−1S−1(t− s)

(
u(s− τ)−Dγ(s)

)
+ S−1(t− s)f(s)

)
ds

for a.e. t ∈ [0, T ],

u(0+) = u0,

u(t) = ϕ(t) for a.e. t ∈ [−τ, 0].

(3.3)

If u additionally satisfies u ∈ L2
(
(0, T ), X), we call it a strong extrapolated solution.

We start our considerations by proving the well-posedness in the strong case. In contrast
to [12, Theorem 3.3], no fixed point iteration is required here.

Theorem 15. Let ∂Ω be of class C1,1. Assume

u0 ∈ H1(Ω), ϕ ∈ L2
(
(−τ, 0), H2(Ω)

)
,

γ ∈ H3/4
(
(0, T ), L2(∂Ω)

)
∩ L2

(
(0, T ), H3/2(∂Ω)

)
, f ∈ L2

(
(0, T ), L2(Ω)

)

and γ(0, ·) = u0|∂Ω. Then the problem (3.2) possesses a unique strong solution u. Fur-
thermore, there exists a positive constant CT,τ > 0 such that

‖u(t)‖2X ≤ CT,τ

(
‖u0‖2X +

∫ 0

−τ

‖ϕ(s)‖2Xds+
∫ T

0

‖γ(s)‖2L2(∂Ω)ds+

∫ T

0

‖f(s)‖2Xds
)

for a.e. t ∈ [0, T ].

Proof. The idea of the proof consists in transforming Equation (3.2) to an abstract dif-
ference equation. Without loss of generality, let T = nτ for some n ∈ N. Otherwise,
consider the problem with f and γ smoothly continued onto

[
0, τ

⌈
T
τ

⌉]
.

We define the operators rk : L
2
(
(−τ, T ), X−1

)
→ L2

(
(0, τ), X−1

)
for k = 0, . . . , n by means

of
(rkg)(s) = u((k − 1)τ + s) for s ∈ (0, τ)

for g ∈ L2
(
(−τ, T ), X−1

)
and set

(u0, . . . , un) := (r0u, . . . , rnu), (f1, . . . , fn) := (r1f, . . . , rnf),

(γ1, . . . , γn) := (r1(Dγ), . . . , rn(Dγ)).
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Obviously, if u is a strong solution to (3.1), then (u0, . . . , un) ∈ L2
τ

(
(−τ, T ), H2(Ω)

)
,

(u1, . . . , un) ∈ H1
τ

(
(0, T ), L2(Ω)

)
∩ L2

τ

(
(0, T ), H2(Ω)

)
by the virtue of Lemma 30 and

(u1, . . . , un) solves the following difference-differential equation

∂tuk = A−1uk + Ã−1uk−1 −A−1Dγk + fk in L2((0, τ), X−1) for 1 ≤ k ≤ n,

u1(0) = u0 in X,

u0 = ϕ(·+ τ) in L2
(
(0, τ), X

)
.

(3.4)

Next, we show that the converse is also true. Let (u0, . . . , un) ∈ L2
τ

(
(−τ, T ), H2(Ω)

)
be

such that (u1, . . . , un) ∈ H1
τ

(
(0, T ), L2(Ω)

)
solves Equation (3.4). According to Lemma

30 in the Appendix, u ∈ L2
(
(−τ, 0), H2(Ω)

)
∩ H1

(
(0, T ), L2(Ω)

)
. Exploiting the initial

conditions in Equation (3.4), we obtain u(s) = (r0u)(s + τ) = ϕ(s) for a.e. s ∈ [−τ, 0]
and u(0+) = (r1u)(0) = u0. Further, for all φ ∈ C∞

0

(
(0, T ),R

)
, we find

∫ T

0

∂tu(t)ϕ(t)dt = −
∫ T

0

u(t)∂tϕ(t)dt = −
n∑

k=1

∫ kτ

(k−1)τ

u(t)∂tϕ(t)dt

=

n∑

k=1

∫ kτ

(k−1)τ

∂tu(t)ϕ(t)dt−
n∑

k=1

u(t)ϕ(t)|t=kτ
t=(k−1)τ

=
n∑

k=1

∫ τ

0

∂tuk(t)ϕk(t)dt− u(T )ϕ(T ) + u(0)ϕ(0)

=

n∑

k=1

∫ τ

0

(
A−1uk(t) + Ã−1uk−1(t)−A−1Dγk(t) + fk(t)

)
ϕk(t)dt

=

∫ T

0

(
A−1u(t) + Ã−1u(t− τ)−A−1Dγ(t) + f(t)

)
ϕ(t)dt

with ϕk := ϕ((k−1)τ+·) meaning that u satisfies Equation (3.1) in X−1 for a.e. t ∈ [0, T ].
By the virtue of regularity assumption, u is then a strong solution. Now, the existence of
a unique strong solution to Equation (3.1) is reduced to the unique solvability of Equation
(3.4) in the corresponding space.
We use mathematical induction to show the latter. To start the induction for k = 1, we
apply Theorem 6 to get the existence of a unique strong solution u1 ∈ L2

(
(−τ, 0), H2(Ω)

)
∩

H1
(
(0, τ), L2(Ω)

)
. Assume that (3.4) possesses a unique solution (u0, . . . , uk) ∈ L2

τ

(
(−τ, kτ), H2(Ω)

)

with (u1, . . . , uk) ∈ H1
τ

(
(0, kτ), L2(Ω)

)
for certain k ∈ {1, . . . , n}. If k = n, the claim holds

true. Otherwise, k + 1 ≤ n. Taking into account

H1
(
(0, τ), L2(Ω)

)
∩ L2

(
(0, τ), H2(Ω)

)
→֒ C0

(
[0, τ ], H1(Ω)

)
,

we consider the Cauchy problem

∂tuk+1(t) = A−1uk+1(t) + gk+1(t) for t ∈ (0, τ),

uk+1(0) = uk(τ)

with
gk+1 := Ã−1uk −A−1Dγk+1 + fk+1 ∈ L2

(
(0, τ), L2(Ω)

)
. (3.5)
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By the virtue of Theorem 6, this problem is uniquely solved by a function uk+1 ∈
H1

(
(0, τ), L2(Ω)

)
∩L2

(
(0, τ), H2(Ω)

)
. By construction, we have (u0, . . . , uk+1) ∈ L2

τ

(
(−τ, (k+

1)τ), H2(Ω)
)

and (u1, . . . , uk+1) ∈ H1
τ

(
(0, (k + 1)τ), L2(Ω)

)
.

There remains to show the a priori estimate. From [31, Theorem 6.3], we obtain the
existence of constants Cσ ≥ 1, Cα > 0 such that

‖S(t)‖L(X,X) ≤ Cσ for t ∈ [0, τ ].

Furthermore, by the virtue of [22, Proposition 0.1] there exists a positive constant Cα > 0
such that ∫ τ

0

‖ÃS(t)u(t)‖2Xdt ≤ Cα

∫ τ

0

‖u(t)‖2Xdt.

Finally, from Lemma 2 we get a constant Cγ > 0 such that

∫ τ

0

‖Dγ(t)‖2Xdt ≤ Cγ

∫ τ

0

‖γ‖2L2(∂Ω)dt.

Applying Duhamel’s formula to Equation (3.4), we get

u1(t) = S−1(t)u
0 +

∫ t

0

S−1(t− s)
(
Ã−1ϕ(s− τ) +A−1γ1(s) + f1(s)

)
ds,

uk(t) = S−1(t)uk−1(τ) +

∫ t

0

S−1(t− s)
(
Ã−1uk−1(s) +A−1γk(s) + fk(s)

)
ds

for a.e. t ∈ [0, τ ] and 2 ≤ k ≤ n and therefore

‖u1(t)‖X ≤ Cσ‖u0‖X + Cα

(∫ 0

−τ

‖ϕ(s)‖2Xds
)1/2

+ Cγ

( ∫ τ

0

‖γ1(s)‖2L2(∂Ω)ds
)1/2

+

Cσ

(∫ τ

0

‖f1(s)‖2Xds
)1/2

=: C1,

‖uk(t)‖X ≤ (Cσ + Cα

√
τ) ess sup

t∈[0,τ ]
‖uk−1(s)‖X + Cγ

(∫ τ

0

‖γk(s)‖2L2(∂Ω)ds
)1/2

+

Cσ

(∫ τ

0

‖fk(s)‖2Xds
)1/2

=: C2 ess sup
t∈[0,τ ]

‖uk−1(s)‖X + C3,k.

Using discrete Gronwall’s lemma (cf. [14]), we obtain further

ess sup
t∈[0,τ ]

‖uk−1(s)‖X ≤ max{C1, C3,k}+ C2

k−1∑

j=0

C3,ke
(k−j−2)C2 ≤ C1 + C2e

C2k
k∑

j=0

C3,k.

Therefore, there exists a constant CT,τ > 0 such that

‖u(t)‖2X ≤ CT,τ

(
‖u0‖2X +

∫ 0

−τ

‖ϕ(s)‖2Xds+
∫ T

0

‖γ(s)‖2L2(∂Ω)ds+

∫ T

0

‖f(s)‖2Xds
)

for a.e. t ∈ [0, T ].

This completes the proof.
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Remark 16. Exploiting the isomorphism property from Theorem 7, the proof of the pre-
vious theorem can be easily amended to obtain the continuous dependence in stronger
norms:

‖u‖H1((0,T ),L2(Ω))∩L2((0,T ),H2(Ω)) ≤ C
(
‖u0‖H1(Ω) + ‖ϕ‖L2((−τ,0),L2(Ω))+

‖f‖L2((0,T ),L2(Ω)) + ‖γ‖H3/4((0,T ),L2(∂Ω))∩L2((0,T ),H3/2(∂Ω))

)
.

Remark 17. For homogeneous boundary conditions, the proof of Theorem 15 can easily
be amended to obtain a unique strong solution in sense of [10]

u ∈ H1
(
(0, T ), X

)
∩ L2

(
(−τ, T ), D(A)

)

without any additionaly regularity assumptions on ∂Ω if the data satisfy

u0 ∈ (X,D(A))1/2,2, ϕ ∈ L2
(
(−τ, 0), D(A)

)
, f ∈ L2

(
(0, T ), X

)
.

The assumptions of Theorem 15 can be weakened if one is interested in strong extrapolated
solutions. In this case, neither the C1,1-smoothness of ∂Γ nor the compatibilty condition
are required. Carrying out the proof of Theorem 15 in X−1 instead of X, we get the
following result in the extrapolation space.

Theorem 18. Assume

u0 ∈ (X,X−1)1/2,2, ϕ ∈ L2
(
(−τ, 0), X

)
, γ ∈ L2

(
(0, T ), L2(∂Ω)

)
, f ∈ L2

(
(0, T ), X−1

)
.

Then Equation (3.2) possesses a unique strong extrapolated solution u. Furthermore, there
exists a positive constant CT,τ > 0 such that

‖u(t)‖2X−1
≤ CT,τ

(
‖u0‖2X−1

+

∫ 0

−τ

‖ϕ(s)‖2X−1
ds+

∫ T

0

(
‖γ(s)‖2L2(∂Ω) + ‖f(s)‖2X−1

)
ds

)

for a.e. t ∈ [0, T ].

Finally, we address the case of mild extrapolated solutions. In certain analogy to the proof
of Theorem 15, we will equivalently transform Equation (3.2) to an integro-difference
equation.

Theorem 19. Let

u0 ∈ X−1, ϕ ∈ L2
(
(−τ, 0), X−1

)
, γ ∈ L2

(
(0, T ), L2(∂Ω)

)
, f ∈ L2

(
(0, T ), X−1

)
.

Equation (3.2) possesses a unique mild extrapolated solution u. Furthermore, there exists
a positive constant CT,τ > 0 such that

‖u(t)‖2X−1
≤ CT,τ

(
‖u0‖2X−1

+

∫ 0

−τ

‖ϕ(s)‖2X−1
ds+

∫ T

0

(
‖γ(s)‖2L2(∂Ω) + ‖f(s)‖2X−1

)
ds

)

for a.e. t ∈ [0, T ].
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Proof. Without loss of generality, we assume T = nτ for a certain n ∈ N. Otherwise,
consider f and γ trivially continued onto

[
0, τ

⌊
T
τ

⌋ ]
.

With the operators rk, k = 0, . . . , n, defined in the proof of Theorem 15, we let

(u0, . . . , un) := (r0u, . . . , rnu), (f1, . . . , fn) := (r1f, . . . , rnf),

(γ1, . . . , γn) := (r1(Dγ), . . . , rn(Dγ)).

If u ∈ L2
(
(−τ, 0), X−1

)
∩ H1

(
(0, T ), X−1

)
is a mild extrapolated solution to Equation

(3.2), then (u0, . . . , un) ∈ L2
τ

(
(−τ, T ), X−1

)
, (u1, . . . , un) ∈ H1

τ

(
(0, T ), X−1

)
holds true by

the virtue of Lemma 30 and (u1, . . . , un) satisfies the following integro-difference equation

uk(t) = S−1(t)uk(0) +

∫ t

0

A−1S−1(t− s)
(
uk−1(s) + γk(s)

)
ds+

∫ t

0

S−1(t− s)fk(s)ds for a.e. t ∈ [0, τ ], 1 ≤ k ≤ n,

uk(τ) = uk+1(0) for 1 ≤ k ≤ n− 1,

u1(0) = u0,

u0 = ϕ(·+ τ).

(3.6)

We claim that the converse is also true. Indeed, let (u0, . . . , un) ∈ L2
τ

(
(−τ, T ), X−1

)
such

that (u1, . . . , un) ∈ H1
τ

(
(0, T ), X−1

)
solves Equation (3.6). Using once again Lemma 30,

we conclude u ∈ L2
(
(−τ, T ), X−1

)
∩H1

(
(0, T ), X−1

)
. From the Equation (3.6) we further

deduce u(s) = (r0u)(s+ τ) = ϕ(s) for a.e. s ∈ [−τ, 0] and u(0+) = (r1u)(0) = u0. There
remains to show that the integral equation in (3.3) is satisfied. This will be shown using
mathematical induction. For a.e. t ∈ [0, τ ], we have

u(t) = S−1(t)u1(0) +

∫ t

0

A−1S−1(t− s)
(
u0(s) + γ1(s)

)
ds+

∫ t

0

S−1(t− s)f1(s)ds

= S−1(t)u
0 +

∫ t

0

(
Ã−1S−1(t− s)

(
u(s− τ)−Dγ(s)

)
+ S−1(t− s)f(s)

)
ds.

Assume now that the claim is true on [0, kτ ]. If k = n, the claim trivially holds. Otherwise,
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k < n, and we have for a.e. t ∈ [kτ, (k + 1)τ ], t̃ := t− kτ

u(t) = S−1(t̃)uk+1(0) +

∫ t̃

0

(
A−1S−1(t̃− s)

(
uk(s) + γk+1(s)

)
+ S−1(t− s)fk+1(s)

)
ds

= S−1(t̃)uk(τ) +

∫ t̃

0

A−1S−1(t̃− s)
(
uk(s) + γk+1(s)

)
ds+

∫ t̃

0

S−1(t− s)fk+1(s)ds

= S−1(t̃)u(kτ) +

∫ t̃

0

A−1S−1(t̃− s)
(
u((k + 1)τ + s) +Dγ(kτ + s)

)
ds+

∫ t̃

0

S−1(t− s)f((k + 1)τ + s)ds

= S−1(t̃)

(
S−1(kτ)u

0 +

∫ kτ

0

(
Ã−1S−1(kτ − s)

(
u(s− τ)−Dγ(s)

)
+

S−1(kτ − s)f(s)
)
ds

)
+

∫ t̃

0

A−1S−1(t̃− s)
(
u(kτ + s) +Dγ((k + 1)τ + s)

)
ds+

∫ t̃

0

S−1(t− s)f((k + 1)τ + s)ds

= S−1(t)u
0 +

∫ kτ

0

(
Ã−1S−1(t− s)

(
u(s− τ)−Dγ(s)

)
+ S−1(t− s)f(s)

)
ds+

∫ t

kτ

A−1S−1(t− s)
(
u(s− τ) +Dγ(s)

)
ds+

∫ t

0

S−1(t− s)f(s)ds

= S−1(t)u0 +

∫ t

0

(
Ã−1S−1(t− s)

(
u(s− τ)−Dγ(s)

)
+ S−1(t− s)f(s)

)
ds.

Thus, we have shown that Equations (3.3) and (3.6) are equivalent.
Again, we exploit mathematical induction to show that Equation (3.6) possesses a unique
solution. Restricting Equation (3.6) onto [0, τ ], Theorem 6 yields the existence of a unique
mild extrapolated solution

u1 ∈ H1
(
(0, τ), X−1

)
= H1

τ

(
(0, τ), X−1

)
.

Further, (u0, u1) ∈ L2
τ

(
(−τ, 0), X−1

)
.

Assume now (3.6) to possess a unique solution (u0, . . . , uk) ∈ L2
(
(−τ, kτ), X−1

)
such

that (u1, . . . , uk) ∈ H1
τ

(
(0, kτ), X−1

)
. Excluding the trivial case k = n, we have k < n.

Looking at the Equation (3.6) on the (k + 1)-st interval and exploiting the condition
uk+1(0) = uk(τ), we get

uk+1(t) = S−1(t)uk(τ) +

∫ t

0

A−1S−1(t− s)
(
uk(s) + γk(s)

)
ds+

∫ t

0

S−1(t− s)fk(s)ds.

Using the assumptions and the properties of the semigroup (S−1(t))t≥0, we obtain a unique
solution

uk+1 ∈ H1
(
(0, τ), X−1

)
.
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Taking into account the condition uk+1(0) = uk(τ), we finally conclude (u0, . . . , uk) ∈
L2
τ

(
(−τ, (k + 1)τ), X−1

)
∩H1

τ

(
(0, (k + 1)τ), X−1

)
. Thus, the existence proof is finished.

The proof of continuous dependence on the initial data is literally the same as in the
strong case in Theorem 15 carried out in X−1 instead of X.

Remark 20. Though this is not the scope of the present paper, we want to point out that
our method can be applied to a much more general class of problems then parabolic ones.
For a Banach space X and a number p ∈ [1,∞), consider the following general delay
equation

∂tu(t) = Au(t) + But + f(t) for t > 0,

u(0+) = u0,

u(t) = ϕ(t) for t ∈ [−τ, 0]

where A is a generator of a C0-semigroup of linear, bounded operators on X and B ∈
L
(
Lp

(
(−τ, 0), X

)
, Lp

(
(−τ, 0), X

))
. Note that ut denotes the usual history variable given

by ut : [−τ, 0] → X, s 7→ u(t + s). If ϕ ∈ Lp
(
(−τ, 0), X), f ∈ Lp

(
(0, T ), X), same argu-

ments can be exploited to show the existence of a unique mild solution u ∈ Lp
(
(−τ, T ), X)∩

W 1,p
(
(0, T ), X) depending continuously on f and ϕ. Further, the extrapolation space X−1

can be defined as a completion of X with respect to ‖ · ‖−1 := ‖(A + β)−1 · ‖X , β > 0
sufficiently large. If X is reflexive, the latter can be shown to be isomorphic to D(A∗)′.
Thus, a mild extrapolated solution u ∈ Lp

(
(−τ, T ), X−1) ∩W 1,p

(
(0, T ), X−1) can also be

constructed. To obtain higher regularity for mild solutions or even strong solutions, more
knowledge about the structure of A and B is though required.

3.1 Explicit Representation of Solutions

In this section, we present an explicit solution formula for Equation (3.1).
For a, b ∈ R, we consider first the following scalar ordinary delay differential equation

∂tu(t) = au(t) + bu(t− τ) + f(t) for a.e. t ∈ [0, T ],

u(0) = u0,

u(t) = ϕ(t) for a.e. t ∈ [−τ, 0].

(3.7)

Following the approach in [19], we define for a number b ∈ R the delayed exponential
function expτ (b, ·) : R → R given by

expτ (b, t) :=





0, t < −τ,

1 +

⌊

t
τ

⌋

+1∑
k=1

(t−(k−1)τ)k

k!
bk, t ≥ −τ.

Note that the definition can easily be generalized to the case when b is a matrix or a
bounded linear operator on a Banach space X.

Theorem 21. Let u0 ∈ R, ϕ ∈ L2
(
(−τ, 0),R), f ∈ L2

(
(0, T ),R

)
. The delay differential

equation (3.7) possesses a unique solution u ∈ L2
(
(−τ, T ),R

)
∩H1

(
(0, T ),R

)
given by

u(t) =





ϕ(t), t ∈ [−τ, 0),
u0, t = 0,

eat expτ (be
−aτ ,t−τ)u0+b

∫ 0
−τ ea(t−s−τ) expτ (be

−aτ ,t−2τ−s)ϕ(s)ds+
∫ t
0 ea(t−s) expτ (be

−aτ ,t−τ−s)f(s)ds,
t ∈ (0, T ]

(3.8)
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Figure 1: Delayed exponential function

If ϕ lies in H1
(
(−τ, 0),R) and satisfies the compatibility condition ϕ(0) = u0, u ∈

H1
(
(−τ, T ),R

)
holds additionally.

Proof. From [19] we know for the classical case, i.e., if ϕ ∈ C1
(
[−τ, 0],R

)
and ϕ(0) =

u0, f ∈ C0
(
[−τ, 0],R

)
, that (3.7) possesses a unique solution u ∈ C0

(
[−τ, T ],R

)
∩

C1
(
[−τ, 0],R

)
∩ C1

(
[0, T ],R

)
given by u(t) = u1(t) + u2(t) where u1 solves (3.7) for f ≡ 0

and u2 solves (3.7) for u0 = 0 and ϕ ≡ 0. It was further shown

u1(t) =





ϕ(t), t ∈ [−τ, 0),
u0, t = 0,

expτ (be
−aτ ,t)ea(t−τ)ϕ(−τ)+

∫ 0
−τ

expτ (be
−aτ ,t−τ−s)ea(t−s)(ϕ̇(s)−aϕ(s))ds,

t ∈ (0, T ],

u2(t) =

{
0, t ∈ [−τ, 0],∫ t

0
expτ (be

−aτ , t− τ − s)ea(t−s)f(s)ds, t ∈ (0, T ].

Performing partial integration for ϕ̇ in u1, we obtain for t ∈ [0, T ]

u1(t) = expτ (be
−aτ , t)ea(t+τ)ϕ(−τ) +

∫ 0

−τ

ea(t−s) expτ (be
−aτ , t− τ − s)ϕ̇(s)ds−

a

∫ 0

−τ

ea(t−s) expτ (be
−aτ , t− τ − s)ϕ(s)ds

= expτ (be
−aτ , t)ea(t+τ)ϕ(−τ) + ea(t−s) expτ (be

−aτ , t− τ − s)ϕ(s)|s=0
s=−τ−∫ 0

−τ

(
− aea(t−s) expτ (be

−aτ , t− τ − s)−

bea(t−s−τ) expτ (be
−aτ , t− 2τ − s)ϕ(s)

)
ds−

a

∫ 0

−τ

ea(t−s) expτ (be
at, t− τ − s)ϕ(s)ds

= ea(t+τ) expτ (be
at, t)ϕ(−τ) + eat expτ (be

at, t− τ)ϕ(0)− ea(t+τ) expτ (be
at, t)ϕ(−τ)−

∫ 0

−τ

(
− aea(t−s) expτ (be

at, t− τ − s)− bea(t−s+τ) expτ (be
at, t− 2τ − s)

)
ϕ(s)−
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a

∫ 0

−τ

ea(t−s) expτ (be
−aτ , t− τ − s)ϕ(s)ds

= eat expτ (be
−aτ , t− τ)ϕ(0) + b

∫ 0

−τ

ea(t−s−τ) expτ (be
−aτ , t− 2τ − s)ϕ(s)ds.

Taking now an approximation of ϕ and f with smooth functions, we easily deduce the
validness of the equation also for the weak case.

To better illustrate Equation (3.8), we plot solutions to the following scalar delay ordinary
differential equation for various values of the parameter a:

∂tu(t) = au(t)− u(t− 0.2) + sin(t)
1+t2

for t ∈ [0, 5],

u(0) = 1,

u(t) = e−t for t ∈ [−0.2, 0).
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Figure 2: Solution functions u(·; a)

Next, we want to obtain a simple solution representation formula. For this purpose, we
postulate the following.

Assumption 22. There exist constants α ∈ R\{0}, β ∈ R such that ãij(x) = αaij(x),
b̃i(x) = bi(x) = 0 and c̃(x) = αc(x) + β for a.e. x ∈ Ω.

Then, both A and Ã are elliptic operators having eigenfunction expansions

Au =
∞∑

n=1

λn〈u, φn〉Xφn, Ãu =
∞∑

n=1

(αλn + β)〈u, φn〉Xφn for u ∈ D(A) = D(Ã)

with common eigenfunctions forming an orthonormal basis of X and eigenvalues (λn)n ⊂
R, λn → −∞ for n → ∞. Similar to Section 2.1, we get

A−1u =

∞∑

n=1

λn〈u, φn〉X−1φn, Ã−1u =

∞∑

n=1

(αλn + β)〈u, φn〉X−1φn for u ∈ X.

Plugging the ansatz

u(t) :=

∞∑

n=1

un(t)φn for a.e. t ∈ [−τ, T ]

into Equation (3.1), we obtain a sequence of ordinary delay differential equations for un

∂tun(t) = λnun(t) + (αλn + β)un(t− τ) + 〈f(t), φn〉X−1 − λn〈Dγ(t), φn〉X−1

for a.e. t ∈ [0, T ],

un(0) = 〈u0, φn〉X−1,

un(t) = 〈ϕ(t), φn〉X−1 for a.e. t ∈ [−τ, 0].

(3.9)
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By virtue of Theorem 21, there exists a unique solution un ∈ H1
(
(−τ, T ),R

)
given by

un(t) = eλnt expτ ((αλn + β)e−λnτ , t− τ)〈u0, φn〉X−1+

(αλn + β)

∫ 0

−τ

eλn(t−s−τ) expτ ((αλn + β)e−aτ , t− 2τ − s)〈ϕ(s), φn〉X−1ds+

∫ t

0

ea(t−s) expτ (e
−aτ , t− τ − s)〈f(s)− λnDγ(s), φn〉X−1ds for a.e. t ∈ [0, T ].

(3.10)

Again, using Lebesgue’s dominated convergence theorem for Bochner integrals, we find
for a.e. t ∈ [0, T ]

u(t) =

∞∑

n=1

eλnt expτ ((αλn + β)e−λnτ , t− τ)〈u0, φn〉X−1+

∞∑

n=1

(αλn + β)

∫ 0

−τ

eλn(t−s−τ) expτ ((αλn + β)e−aτ , t− 2τ − s)〈ϕ(s), φn〉X−1ds+

∞∑

n=1

∫ t

0

ea(t−s) expτ (e
−aτ , t− τ − s)〈f(s)− λnDγ(s), φn〉X−1ds.

(3.11)

Additionally, this function coincides with the mild extrapolated solution given in Theorem
19.

3.2 Asymptotical Behavior of Solutions for t → ∞
Now we want to study the asymptotics of solutions to Equation (3.1). For simplicity,
we begin our considerations by looking at the case of strong solutions. Also, we restrict
ourselves to the case bi = b̃i ≡ 0 and c = c̃ ≡ 0. But we point out that a similar result can
be obtained if A and Ã are just positive definite. With these simplifications, our problem
reads as follows

∂tu(t, x) = ∂i
(
aij(x)∂ju(t, x)

)
+ ∂i

(
ãij(x)∂ju(t− τ, x)

)

for (t, x) ∈ (0,∞)× Ω,

u(t, x) = 0 for (t, x) ∈ (0,∞)× ∂Ω,

u(0, x) = u0(x) for x ∈ Ω,

u(t, x) = ϕ(t, x) for (t, x) ∈ (−τ, 0)× Ω.

(3.12)

We define the energy associated to the solution u

E(t) :=
1

2
‖u(t)‖2L2(Ω) +

1

2

∫ t

t−τ

〈ãij(·)∂ju(s), ∂iu(s)〉L2(Ω)ds. (3.13)

Denote
λ̃ := ‖(ãij(·))ij‖L∞(Ω,Rn×n) < ∞.
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Theorem 23. Let the Assumption 11 be satisfied with α̃ > 0 and let u0 ∈ (D(A), X)1/2,2,
ϕ ∈ L2

(
(−τ, 0), D(A)

)
. There exists then a unique strong solution

u ∈ H1
loc

(
(0,∞), X

)
∩ L2

loc

(
(−τ,∞), D(A)

)
.

Moreover, if the coefficient matrices (aij(·))ij, (ãij(·))ij are such that the condition

κ > λ̃

√
λ̃
κ̃

is satisfied, there exist constants ω,C > 0, independent from the initial data, with

E(t) ≤ Ce−2ωtE(0) for a.e. t ∈ [0,∞).

Proof. From Remark 17 we obtain the existence of a strong solution on each finite time
inverval. The latter can thus be continued to a global strong solution

u ∈ H1
loc

(
(0,∞), X

)
∩ L2

loc

(
(−τ,∞), D(A)

)
.

Note that no regularity assumptions on ∂Ω are required here since homogeneous boundary
conditions are considered. The following calculations should be interpreted in L2

loc

(
(0,∞), X).

Multiplying Equation (3.12) with u(t, ·) in L2(Ω) and carrying out a partial integration
yields

1

2
∂t‖u(t, ·)‖2L2(Ω) = −〈aij(·)∂ju(t, ·), ∂iu(t, ·)〉L2(Ω) − 〈ãij(·)∂ju(t− τ, ·), ∂iu(t, ·)〉L2(Ω).

Taking into account the uniform positive definiteness of a, we get for an arbitrary number
ε > 0

1

2
∂t‖u(t, ·)‖2L2(Ω) ≤ −κ‖∇u(t, ·)‖2L2(Ω) +

λ̃ε
2
‖∇u(t, ·)‖2L2(Ω)+

λ̃
2ε
‖∇u(t− τ, ·)‖2L2(Ω).

(3.14)

Following the standard approach, we consider the history variable

z(s, t, ·) := u(t− sτ, ·) for s ∈ [0, 1], t ∈ [0,∞). (3.15)

Then, z is smooth in s and t (cp. [4, Lemma 3.4]) and there holds in the distributional
sense

τ∂tz(s, t, ·) + ∂sz(s, t, ·) = 0 for a.e. (s, t) ∈ (0, 1)× (0,∞). (3.16)

Further, a transformation of variables yields

∫ t

t−τ

〈ãij(·)∂ju(s), ∂iu(s)〉L2(Ω)ds = τ

∫ 1

0

〈ãij(·)∂jz(s, t, ·), ∂iz(s, t, ·)〉L2(Ω)ds.

For a smooth nonnegative weight function ρ : [0, τ ] → R to be selected later, we define
the functional

F (t) :=

∫ 1

0

ρ(τs) 〈ãij(x)∂jz(s, t, ·), ∂iz(s, t, ·)〉L2(Ω) ds. (3.17)
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Exploiting Equation (3.16) and the identity

∂s

(
ρ(τs)〈∂i

(
ãij(x)∂jz(s, t, ·), z(s, t, ·)〉L2(Ω)

)
=

τρ′(τs)〈∂i
(
ãij(x)∂jz(s, t, ·), z(s, t, ·)〉L2(Ω)+

2Re ρ(τs)〈∂i
(
ãij(x)∂jz(s, t, ·), ∂sz(s, t, ·)〉L2(Ω),

we obtain

d

dt
F (t) = −2

τ
Re

∫ 1

0

ρ(τs)〈∂i
(
ãij(x)∂jz(s, t, ·), ∂sz(s, t, ·)〉L2(Ω)

= −
∫ 1

0

ρ′(τs)〈∂i
(
ãij(x)∂jz(s, t, ·), z(s, t, ·)〉L2(Ω)+

1

τ

∫ 1

0

∂s

(
ρ(τs)〈∂i

(
ãij(x)∂jz(s, t, ·), z(s, t, ·)〉L2(Ω)

)
ds

=

∫ 1

0

ρ′(τs) 〈ãij(x)∂jz(s, t, ·), ∂iz(s, t, ·)〉L2(Ω) ds−
1

τ

(
ρ(τ) 〈ãij(x)∂jz(1, t, ·), ∂iz(1, t, ·)〉L2(Ω)−

ρ(0)〈ãij(x)∂jz(0, t, ·), ∂iz(0, t, ·)〉L2(Ω)

)
.

Assuming that ρ is strictly monotonically decreasing, letting

ρ0 := − 1
τ
max
s∈[0,τ ]

ρ′(s)

and exploiting the uniform positive definiteness of ã, we obtain the estimate

d

dt
F (t) ≤ −ρ0

∫ t

t−τ

〈ãij(x)∂ju(s, ·), ∂iu(s, ·)〉L2(Ω) ds−

κ̃ρ(τ)
τ

‖∇u(t− τ, ·)‖2L2(Ω) +
λ̃ρ(0)
τ

‖∇u(t, ·)‖2L2(Ω).

(3.18)

Now, we can define the Lyapunov functional

L(t) :=
1

2
‖u(t, ·)‖2L2(Ω) + F (t).

Combining (3.14) and (3.18) we obtain

d

dt
L(t) ≤ −α1‖u(t, ·)‖2L2(Ω) − α2‖u(t− τ, ·)‖2L2(Ω)−

ρ0

∫ t

t−τ

〈ãij(x)∂ju(s, ·), ∂iu(s, ·)〉L2(Ω) ds,

where
α1 := κ− λ̃ε

2
− λ̃ρ(0)

τ
, α2 :=

κ̃ρ(τ)
τ

− λ̃
2ε
.

Now, we have to select ε and a smooth, uniformly positive function ρ : [0, 1] → R, e.g., a
linear function being uniquely determined by prescribing ρ(0) and ρ(τ), such that ρ0, α1, α2

are positive. This yields a system of three inequalities

κ− λ̃ε
2
− λ̃ρ(0)

τ
> 0, κ̃ρ(τ)

τ
− λ̃

2ε
> 0, ρ(0) > ρ(τ).
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After some simple equivalent transformations, we obtain

ρ(0) > ρ(τ) > τλ̃
2εκ̃

, κ > λ̃
2

(
ε+ 2ρ(0)

τ

)
(3.19)

and thus
κ > λ̃

2

(
ε+ λ̃

εκ̃

)
=: χ(ε).

The function χ attains its global minimum over ε > 0 in ε∗ =
√

λ̃
κ̃

with χ(ε∗) = λ̃
√

λ̃
κ̃
.

Plugging now ε = ε∗ into Equation (3.19), we finally get the “optimal” conditions

ρ(0) > ρ(τ) > τ
2

√
λ̃
κ̃
, κ > λ̃

√
λ̃
κ̃
.

The first inequality can be satisfied by a proper choice of ρ(0) and ρ(τ). The valid-
ness of the second inequality is guaranteed by the assumptions. Thus, we have β :=
min{α1, α2, ρ0} > 0 and therefore

d

dt
L(t) ≤ −βE(t). (3.20)

Exploiting the monotonicity of ρ, we find

min
{
1, 2ρ(τ)

τ

}
E(t) ≤ L(t) ≤ max

{
1, 2ρ(0)

τ

}
E(t) for a.e. t ∈ [0,∞). (3.21)

Combining (3.20) and (3.21), we further arrive at

d

dt
L(t) ≤ −2ωL(t) for a.e. t ∈ [0,∞)

with ω := β
2
min

{
1, τ

2ρ(0)

}
. Gronwall’s inequality now yields

L(t) ≤ e−2ωL(0).

Exploiting once again Equation (3.21), the claim follows with ω as above and C :=
ρ(0)
ρ(τ)

.

Taking into account the equivalence of u 7→
(
〈ãij(·)u, u〉L2(Ω)

)1/2
and the norms of interpo-

lation spaces (X,D(Ã))1/2,2, (X,D(A))1/2,2, the energy E can easily be seen to be equiv-
alent with the squared norm of X × L2

(
(−τ, 0), (X,D(A))1/2,2

)
. Using the extrapolation

methods, the energy can thus be continously extended onto X−1×L2
(
(−τ, 0), (X−1, X)1/2,2

)
.

By approximating the initial data with regular functions and applying Theorem 23, we
get the following

Corollary 24. Let the Assumption 11 be satisfied and let u0 ∈ (X−1, X)1/2,2, ϕ ∈
L2

(
(−τ, 0), X

)
. There exists then a unique strong extrapolated solution

u ∈ H1
loc

(
(0,∞), X−1

)
∩ L2

loc

(
(−τ,∞), X

)
.

Moreover, there exist constants ω,C > 0 independent from the initial data such that

‖u(t)‖2X−1
+

∫ t

t−τ

‖u(s)‖2(X−1,X)1/2,2
ds ≤ Ce−2ωt

(
‖u0‖2X−1

+

‖ϕ‖2L2((−τ,0),(X−1,X)1/2,2)

)
for a.e. t ≥ 0.
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4 Ill-Posedness for Lower Order Regularizations

To justify the “sharpness” of the results from Section 3, we show that lower order regu-
larizations of the heat equation with pure delay (1.5) lead to an ill-posed problem.

Theorem 25. Let A be defined as in previous section and let α ∈ [0, 1), ε > 0. Let
u0 ∈ (X,D(A))1/2,2, ϕ ∈ L2

(
(−τ, 0), D(A)

)
. Then the problem

∂tu(t) = −ε(−A)αu(t) +Au(t− τ) for t ∈ (0, T ),

u(0) = u0,

u(t) = ϕ(t) for t ∈ (−τ, 0)

is ill-posed.

More generally, we prove

Theorem 26. Let A be a self-adjoint positive operator having a complete orthonormal
set of eigenfunctions (φj)j corresponding to eigenvalues (λ̃j) with λ̃j → −∞ as j → ∞.
Let ε > 0, and let α ∈ (−∞, 1). Then, the problem

∂tu(t) = Au(t− τ)− ε(−A)αu(t),

u(0) = u0 ∈ (X,D(A))1/2,2,

u(t) = ϕ(t) for t ∈ (−τ, 0) and ϕ ∈ L2
(
(−τ, 0), D(A)

)

is ill-posed. That is, there exists solutions (uj)j with norm ‖uj(t)‖, j ∈ N, such that,
for any fixed t > 0, the norm tends to infinity as j → ∞, while the norm of the data
(uj(0), ϕj) remains bounded.

Proof. We make the ansatz
uj(t) = eωjtφj, (4.1)

looking for suitable ωj such that Reωj → ∞. For such solutions, the norm of the cor-
responding data will remain bounded, but, for any t > 0, ‖uj(t)‖ = eReωjt → ∞ as
j → ∞.
The ansatz (4.1) yields a solution if

ωj = −λje
−τωj − ελα

j , (4.2)

where λj := −λ̃j → +∞. For simplicity, we drop the index j and define

v := ω + ελα. (4.3)

Then, v should satisfy
v = −λeτελ

α

e−τv. (4.4)

Recalling the proof of Theorem 1.1 from [13], there are solutions to (4.4) satisfying

Re v → ∞ as λ → ∞.

We shall show that
Reω = Re v − ελα → ∞ (4.5)
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is also valid. This is obvious if α ≤ 0, therefore, it remains to consider the case α ∈ (0, 1).
Observing

|v| = λeτ(ελ
α−Re v),

we obtain
Re v = ελα − 1

τ
ln( |v|

λ
)

and
Reω = 1

τ
ln( λ

|v|).

Hence, (4.5) is equivalent to proving

|v|
λ
→ 0 as λ → ∞. (4.6)

Since we conclude from [13] that
Im v → π

τ
,

this is equivalent to proving
Re v
λ

→ 0. (4.7)

It is interesting to notice that we shall prove that Re v goes to infinity faster than the
power term λα (cp. (4.5)) by proving that Re v goes less fast to infinity than the power
term λ (cp. (4.7)). This will be, of course, possible only because α < 1 holds.
To prove (4.7), we apply the rule of de l’Hospital to v as a function in λ. The relation
(4.4) implies for the derivative of v

v′eτv(1 + τv) = −eτελ
α

(1 + τεαλα)

or

v′ = −eτελ
α
(1 + τεαλα)

eτv + τveτv
= −eτελ

α
(1 + τεαλα)

eτv − τλeτελα

= − 1 + τεαλα

eτve−τελα − τλ
=

1 + τεαλα

λ
v
+ τλ

=
1
λ
+ τεαλα−1

1
v
+ τ

.

(4.8)

Hence, since α < 1, and since v → ∞, we conclude

v′ → 0 as λ → ∞.

This completes the proof of (4.7) and thus the proof of the Theorem 25.

We can extend the ill-posedness result to some higher-order equations of the type

∂m
t u(t) = Au(t− τ)− ε(−A)αu(t), (4.9)

where m ≥ 2. Making a similar ansatz as in the proof of Theorem 26, the corresponding
equation for ω is given by

ωm + ελα = −λe−τω (4.10)

Ansatz:
ω = y1 + iy2 = reiϕm (4.11)

with
ϕm :=

π

2m
(4.12)
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fixed.
Then

ωm = irm, (4.13)

and (4.10) turns into

ελα = −λe−τy1 cos(τy2), (4.14)
(
y21 + y22

)m/2
= λe−τy1 sin(τy2). (4.15)

Observing
y2 = βy1, (4.16)

with
β = tan(ϕm) > 0, (4.17)

Equations (4.14), (4.15) turn into

ελα = −λe−τx cos(τβx), (4.18)

(1 + β2)mxτm = λe−τx sin(τβx), (4.19)

where
x := y1, (y2 = βx). (4.20)

Here, the condition α < 1 is important to give (4.18) sense as λ → ∞.
From (4.19) we have

0 < λ =
(1 + β2)mx2m eτx

sin(τβx)
, (4.21)

if
sin(τβx) > 0. (4.22)

Plugging (4.21) into (4.18) yields

f1(x) := εeατx
(
sin(τβx)

)1−α
= (1 + β2)m(1−α)x2m(1−α)

(
− cos(τβx)

)
=: f2(x), (4.23)

being well-defined if
cos(τβx) < 0. (4.24)

The equation (4.23) has infinitely many solutions xk, k ∈ N, one in each interval

Ik :=
(
π+4kπ
2τβ

, π+2kπ
τβ

)
≡ (ak, bk) (4.25)

since g := f1 − f2 satisfies

g(ak) = f1(ak) > 0 > −f2(bk) = g(bk). (4.26)

Hence
Reωk = xk → ∞

and for λk, determined by (4.21), we have

λk → ∞.
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This way, the eigenvalues are not arbitrary, but we can define in what follows an associated
operator A, for which we then have the ill-posedness result related to equation (4.9). The
desired operator A can be chosen as

A : D(A) ⊂ H → H

in a Hilbert space H with a complete orthonormal system (Φk)k ⊂ H satisfying

AΦk := (−λk)Φk,

D(A) =
{
u ∈ H

∣∣∣
∞∑

k=1

λ2
k|〈u,Φk〉|2 < ∞

}
,

Au =

∞∑

k=1

(−λk)〈u,Φk〉Φk.

For the special case m = 2 we can prove a similar result as for the case m = 1, i.e., we
may prescribe the sequence (−λn)n of eigenvalues. Without loss of generality, we may
assume ε = τ = 1. The characteristic relation

ω2 + λα = −λe−ω

is, for
ω = y1 + iy2, (yj ∈ R),

equivalent to
y21 − y22 + λα = −λe−y1 cos(y2), (4.27)

2y1y2 = λe−y1 sin(y2). (4.28)

Looking for solutions satisfying
y2 ∈ [π/2, π), (4.29)

Equation (4.28) is equivalent to
y1e

y1 2y2
sin(y2)

= λ. (4.30)

Defining
h̃2 : [π/2, π) → [π,∞), h̃1 : [0,∞) → [0,∞)

via
h̃1(y1) := y1e

y1 , h̃2(y2) :=
2y2

sin(y2)
,

we have that h̃′
1 > 0 and h̃′

2 > 0. Let

h1 := h̃−1
1 : [0,∞) → [0,∞), h2 := h̃−1

2 : [π,∞) → [π
2
, π) (4.31)

satisfy
h1(0) = 0, lim

z→∞
h1(z) = ∞, h2(π) =

π
2
, lim

η→∞
h2(η) = π. (4.32)

According to (4.30), one has to fulfill

h̃1(y1)h̃2(y2) = λ,
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hence, allowing
π ≤ h̃2(y2) < ∞,

one requires
0 < h̃1(y1) ≤ λ

π
.

Therefore, h1 is considered restricted to

h1 : (0,
λ
π
] → (0, h1(

λ
π
)]. (4.33)

Denoting
y1 = h1(z), y2 = h2(η),

Equations (4.27), (4.28) turn into

h2
1(z)− h2

2(z) + λα = −λe−h1(z) cos(h2(η)), (4.34)

z η = λ, (4.35)

for
(z, η) ∈ Gλ := (0, λ

π
]× [π,∞). (4.36)

We look for solutions (zn, ηn) ∈ Gλn to (4.34), (4.35) satisfying zn → ∞ as n → ∞.
That is, using (4.35), we wish to solve

F(λn, z) := h2
1(z)− h2

2(
λ
z
) + λα + λe−h1(z) cos

(
h2(

λ
z
)
)
= 0. (4.37)

Since lim
η→∞

h2(η) = π, we have

lim
z→0

F(λn, z) = −π2 + λα
n − λn < 0 (4.38)

if n is large enough, n ≥ n0 for some n0 ∈ N.
Since h2(π) =

π
2
, we have

F(λn,
λn

π
) = h2

1(
λn

π
)− π2

4
+ λα

n

≥ h2
1(

λn

π
)− π2

4
> 0

(4.39)

if n ≥ n1 for some n1 ∈ N.
On the strength of (4.37), (4.38), we conclude that, if n ≥ n∗ := max{n0, n1},

∃z ≡ zn ≡ z(λn) ∈ (0, λn

π
) : F(λn, zn) = 0. (4.40)

There remains to prove that there exists (at least a) subsequence (ẑn) of (zn)n such that
ẑn → ∞. For this purpose we observe from (4.39) that

h2
1(zn)

λn
−

h2(
λ
zn
)

λn
+

λα
n

λ
+ e−h1(zn) cos

(
h2(

λn

zn
)
)
= 0. (4.41)

Assuming
sup
n∈N

h1(zn) < ∞, (4.42)
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we conclude from (4.40), using the boundedness of h2 and, in particular, α < 1,

lim
n→∞

e−h1(zn) cos
(
h2(

λn

zn
)
)
= 0, (4.43)

implying, by assumption (4.40),

lim
n→∞

cosh2(
λn

zn
) = 0,

or,
λn

zn
→ π (4.44)

implying that (zn)n is unbounded, which implies, for a subsequence (ẑn)n, that ẑn → ∞
which is a contradiction to the assumption (4.40). Therefore (h1(zn))n is unbounded,
implying the existence of a subsequence (ẑn)n with ẑn → ∞.
Thus, we have proved

Theorem 27. (i) For m ≥ 2 there are operators A associated to (4.9) for which the
problem is ill-posed if α < 1.

(ii) For m = 2, a result corresponding to Theorem 26 holds true.

Remark 28. The arguments do not carry over to the case m = 1 since (4.41) does no
longer follow (instead e−h1(zn) cosh2(

λn

zn
) → −1).

Remark 29. The case m ≥ 3 and prescribing (−λn)n is still open.

5 Physical Example

In this last section, we apply the explicit solution representation from Section 3.1 to solve
a physical problem arising from microscale thermal transport phenomena in thin metal
films. A kinetic description of the latter can be derived from the Boltzmann equation for
electrons and phonons (see [2], [20], [37]).
We consider a 50 nm thin gold film occupying the interval (0, L) of the real line (i.e.,
L = 50 · 10−9 [m]). Let u, θ, q denote the electron energy density, electron temperature,
and electron heat flux, respectively. For simplicity, we assume the phonon temperature
θl ≡ 300 [K] to be constant and the phonon heat flux ql ≡ 0 to vanish. If the electron
gas is in equilibrium, its energy density is related to the electron temperature as u = γ

2
θ2

for a positive γ. Performing linearization around θl, we obtain the following constitutive
equation:

u = ceθ

where ce := γθl is the electron heat capacity. The film is assumed to undergo a short
pump laser pulse applied to its left surface (i.e., x = 0) causing an increase in electron
temperature (see [20], [23], [34]). The absorption of the laser radiation is modeled by a
source term f (cf. [23], [34]). See Table 2 for details. Replacing Cattaneo’s law with
a regularized delay law and neglecting the equations for the phonon variables, Equation
(53) from [37] is reduced to

ce∂tθ(t, x) + ∂xq(t, x) +G · (θ(t, x)− θl) = f(t, x) for (t, x) ∈ (0, T )× (0, L),

q(t, x) + ελ∂xθ(t, x) + λ∂xθ(t− τ, x) = 0 for (t, x) ∈ (0, T )× (0, L)
(5.1)
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Notation Units Value Description

γ Jm−3K−2 67.6 · 10−3 electron heat capacity increase per degree ◦K
ce Jm−3K−1 2.1 · 104 electron heat capacity
τ s 26 · 10−15 electron relaxation time
λ Wm−1 K−1 315 electron thermal conductivity
G Wm−3 K−1 2.6 · 1016 electron-lattice coupling constant

Table 1: Material properties of Au (gold)

where ρ is the density, cρ the electron heat capacity, G electron-lattice coupling factor,
and λ electron thermal conductivity. Eliminating q from Equation (5.1) yields

∂tθ(t, x)− ελ
ce
∂xxθ(t, x) +

G
ce
θ(t, x)− λ

ce
∂xxθ(t− τ, x) = 1

ce
f(t, x) + G

ce
θl

for (t, x) ∈ (0, T )× (0, L).
(5.2)

To close the equation, we prescribe homogeneous Neumann boundary conditions

∂xθ(t, 0) = ∂xθ(t, L) = 0 for (t, x) ∈ (0, T )× (0, L) (5.3)

modeling the insulation of film surface and the initial condition

θ(t, x) ≡ θ0 for (t, x) ∈ (−τ, 0)× (0, L), θ(0, x) ≡ θ0 for x ∈ (0, L) (5.4)

with θ0 ≡ 300 [K].

Notation Units Value Description

rf — 0.94 reflectivity
tp s 96 · 10−15 laser peak time
α−1 m 15 · 10−9 laser radiation penetration depth
J Jm−2 150 total laser energy over the spot cross-section

Table 2: Laser source term f(t, x) = 0.94
1−rf
tp

αJ exp
(
−xα − 2.77

(
t
tp

)2)

Figure 3 displays the laser intensity at three different points in the film.
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Figure 3: Laser intensity at different space points

Our theory from Section 3 does not directly apply to the problem (5.2)–(5.4) since Neu-
mann and not Dirichlet boundary conditions are prescribed. Nonetheless, an analogous
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explicit representation formula as the one obtained in Section 3.1 directly applies to this
new problem with (λn)n and (φn)n replaced by the eigenvalues and orthonormal eigen-
functions of Neumann-Laplacian on Ω := (0, L). The latter read as

λn = π2(n−1)2

L2 , φn(x) =

{ 1√
L
, n = 1,√

2
L
cos

( (n−1)πx
L

)
, n > 1,

x ∈ [0, L], for n ∈ N.

Using f given in Table 2, we compute

〈f(t, ·), φn〉 ≈






0.94J
tp
√
L
exp

(
−αt2pL+277t2

t2p

)
(−1 + rf )(e

αL − 1), n = 1,

1.33α2L3/2

tpα2L2+9.87n2 exp
(

−αt2pL+277t2

t2p

)
(−1 + rf)(e

αL + (−1)n), n > 1.

Plugging these data into Equation (3.9) and using the solution formula (3.10), we can
explicitly compute (un)n. We performed this using Simpson’s quadrature formula to
numerically evaluate the integrals. The solutions are plotted in Figure 4.
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Figure 4: Time-dependent Fourier coefficients un

Plugging this numerical solution into Equation (3.11) and considering first n ≤ 5 terms
in the series, we finally obtain a numerical solution plotted in Figure 5. Note that these
first five terms provide a very accurate approximation since higher Fourier coefficients
practically vanish. The solution function has a peak somewhere at t̂p = (95± 5) · 10−15[s]
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Figure 5: Numerical solution
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which is close to the expected peak value tp = 96 · 10−15.
When ε increases, the solution function becomes smoother. For ε < 1, e.g., ε = 0.5,
the solution function becomes very rough due to the high volatility of Fourier coefficients.
This observation suggests that the regularization parameter ε should be selected to achieve
best fit with experimental measurements.

6 Appendix: Semi-discrete Lebesgue and Sobolev Spaces

Let X be a Hilbert space and let a = iτ , b = jτ for some τ > 0 and i, j ∈ N0 with i < j.
We introduce the following semi-discrete Hilbert spaces

L2
τ

(
(a, b), X

)
:=

{
u = (ui, . . . , uj)

∣∣uk ∈ L2
(
(0, τ), X

)
for i ≤ k ≤ j

}
,

H1
τ

(
(a, b), X

)
:=

{
u = (ui, . . . , uj)

∣∣uk ∈ H1
(
(0, τ), X

)
, uk(τ) = uk+1(0)

for i ≤ k < k + 1 ≤ j
}

endowed with the standard product topology, i.e.,

‖u‖2L2
τ ((a,b),X) =

j∑

k=i

‖uk‖2L2((0,τ),X), ‖u‖2H1
τ ((a,b),X) =

j∑

k=i

‖uk‖2H1((0,τ),X).

Note that due to the continuity of the embedding H1
(
(0, τ), X

)
→֒ C0

(
[0, τ ], X

)
the space

H1
τ

(
(a, b), X

)
is well-defined.

Next, we consider the mapping

R : L2
(
(a, b), X

)
→ L2

τ

(
(a, b), X

)
, u 7→ (riu, . . . , rju)

with (rku)(s) = u((k−1)τ+s) for s ∈ [0, τ ], k = i, . . . , j. Obviously, R is an isomorphism.
Moreover, the following assertion holds true.

Lemma 30. u ∈ H1
(
(a, b), X

)
is true if and only if Ru ∈ H1

τ

(
(a, b), X

)
.

Proof. If b − a = τ , the claim is trivial. Due to Sobolev embedding, the implication
u ∈ H1

(
(a, b), X

)
⇒ Ru ∈ H1

τ

(
(a, b), X

)
also trivially follows. To show the converse, due

to [1], it suffices to prove that

Ru ∈ H1
τ

(
(a, b), X

)
⇒ u ∈ W 1,2

(
(a, b), X

)
.

For φ ∈ C0
(
(a, b), X

)
, we obtain

∫ b

a

u(t) · ∂tφ(t)dt =
j−1∑

k=i

∫ (i+1)τ

iτ

uk(t) · ∂tφ(t)dt

= −
j−1∑

k=i

∫ (i+1)τ

iτ

∂tuk(t) · φ(t)dt + u(t)φ(t)|t=(k+1)τ
t=kτ

= −
∫ b

a

( j−1∑

k=i

∂tuk(t)χ(kτ,(k+1)τ)(t)
)
· φ(t)dt =: −

∫ b

a

∂tu(t) · φ(t)dt
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since the boundary terms vanish due to the definition of H1
τ

(
(a, b), X

)
and the fact that

φ(a) = φ(b) = 0. Finally, we observe

∫ b

a

‖∂tu(t)‖2Xdt =
j−1∑

k=i

∫ (i+1)τ

iτ

‖∂tu(t)‖2Xdt < ∞.

Thus, u ∈ W 1,2
(
(a, b), X

)
= H1

(
(a, b), X

)
.
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