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CLASSICAL AND STRONG CONVEXITY OF SUBLEVEL SETS AND
APPLICATION TO ATTAINABLE SETS OF NONLINEAR SYSTEMS*

ALEXANDER WEBER' AND GUNTHER REISSIGT

Abstract. Necessary and sufficient conditions for convexity and strong convexity, respectively,
of connected sublevel sets that are defined by finitely many real-valued C':'-maps are presented.
A novel characterization of strongly convex sets in terms of the so-called local quadratic support is
proved. The results concerning strong convexity are used to derive sufficient conditions for attainable
sets of continuous-time nonlinear systems to be strongly convex. An application of these conditions
is a novel method to over-approximate attainable sets when strong convexity is present.
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1. Introduction. In this paper we investigate necessary and sufficient conditions
for connected sublevel sets of the form

(1.1) {xeUlg(z) <0,...,gm(x) <0}

to be convex and strongly convex, respectively. The ingredients of (1.1) are an open
subset U of the n-dimensional real space, a positive integer m, and real C''>!-functions
91, - - - » gm (continuous with Lipschitz continuous derivative) with domain U. We focus
on conditions that are given explicitly in terms of properties of g1,...,gmn. We will
review the concept of strong convexity later in the introduction and proceed with
introductory remarks on ordinary convexity of sublevel sets of the form (1.1).

We give two motivations for investigating convexity of sublevel sets. The first
arises from convex optimization as follows. In optimization problems with inequality
constraints the feasible set usually takes the form (1.1), and such a problem may be
considered having a linear objective by straightforward transformation. Assuming
convexity of the feasible set has therefore the nice, widely known consequence that
every local solution is a global one. Moreover, simple algorithms for constrained
optimization successfully find global solutions. The second motivation arises from
results on so-called semidefinite representability of sets of the form (1.1), e.g. [12,
13,18,19]. These results assume convexity of (1.1) but do not provide conditions to
verify this hypothesis. Thus, the problem of verifying convexity of (1.1) is of practical
relevance. Next, we discuss the known conditions for convexity of (1.1) that depend
explicitly on properties of g1,..., gm.

A well-known sufficient condition for the set (1.1) to be convex is that all functions
g1, ---,gm are convex functions but this condition is far from being necessary. In
the case where g1, ..., gm are polynomials, criteria for convexity of (1.1) have been
presented in [14,18,20] with the result in [14] being incorrect as Examples 3.5 and
3.6 of the present paper reveal. In [18,20] the criteria are given in terms of so-called
certificates, i.e., the existence of polynomials that satisfy a certain relation implies
convexity of (1.1) and conversely. The verification of this condition requires solving
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semidefinite programs of large size, in general. So, these certificates are suitable to
verify convexity only numerically. A criterion for the non-polynomial case is [18,
Lemma 4.3] where differentiability of the functions involved is required (and some
other convenient assumptions). This characterization is based on a global condition
of first order in the following sense: For any fixed boundary point of (1.1) one has to
verify a relation between the boundary point and every other point of (1.1), and in
this relation the first derivatives ¢i,..., g, of g1,...,gm are involved. In contrast, a
criterion given in [27] for the special case m =1 is a purely local condition of second
order: For any fixed boundary point of (1.1) one needs to verify properties on first
and (generalized) second-order derivatives at that point.

We intend to extend the result of [27] to the case m > 1. On the one hand,
our novel results consist of second-order conditions as described above, and there-
fore require slightly more smoothness (Lipschitz continuity of gi,...,g.,) than [18,
Lemma 4.3]. On the other hand, our conditions are purely local, so they are easier to
be verified in practice.

Geometrical properties of sets are of significant importance in control theory,
e.g. [5,7,8,24,27]. An example is the concept of strong convexity, introduced in [23]
and later renamed [21], which we formally define in the subsequent paragraph. The
concept is analogous to and implies ordinary convexity, while the converse is not true
if the dimension of the space exceeds 1. Several results in both optimization and con-
trol theory, e.g. [16,28,35], rely on the hypothesis that certain sets are strongly convex
rather than merely convex. Hence, detecting strong convexity is also of interest. Our
particular motivation to investigate strong convexity of sublevel sets is to increase
the efficiency of a method presented in [28] for over-approximating attainable sets of
nonlinear dynamical systems which is an essential issue in the so-called abstraction
based controller design [10,28,29,31,33]. The efficiency of this approach depends,
among others, on the quality of the over-approximation method used. To give more
details on how to use strong convexity and sublevel sets, and on how to improve
the over-approximation of attainable sets, we briefly discuss the method in [28] after
having introduced strong convexity more formally.

For the n-dimensional real space R™ endowed with the Euclidean inner product
(-]-) and corresponding norm || - ||, strong convexity is defined as below. Here and
throughout, B(c, r) denotes the closed ball in R™ of radius r centered at ¢ € R”,
where the convention B(c,0) = {c} is adopted.

DEFINITION 1.1. Letr > 0. A set Q@ CR"™ is called r-convex if

(1.2) m Ble,r) CQ

z,y€B(c,r)

for all z,y € Q. The intersection in (1.2) is taken over all balls B(c,r) containing =
and y and is considered equal to R™ if no such ball exists. ) is called strongly convex
if Q is s-convex for some s > 0.

Definition 1.1 makes the connection to ordinary convexity obvious: The role of
line segments is now assumed by so-called lenses [4] by which we mean the set on
the left hand side of (1.2). Moreover, the role of supporting half-spaces is replaced by
supporting balls as the following proposition shows [9, 38].

PROPOSITION 1.2. Let r > 0 and Q C R™ be closed. Denote by 02 the boundary
of 2. Then the following conditions are equivalent:

(i) Q is r-convez.
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F1c. 1.1. Over-approzimation of the r-conver set @ by the intersection Q of four supporting
balls B(xz; — rvi,7r), i = 1,...,4 [39]. The intersection of the four supporting half-spaces that are
determined by the same normal vectors v; is a less accurate approrimation of Q2.

(i) Q is convex and Q C B(x — rv,r) for all * € 92 and all v € R™ such that
[lvll =1 and (v|ly —x) <0 for all y € 2.

We continue with the overview of the over-approximation method presented in
[28]. For simplicity, we consider an autonomous plant whose dynamics are given by

(1.3) i = F(z)

with right hand side F': R™ — R"™ of class O, Denote by ¢: R, x R® — R™ the
flow of (1.3): ¢(0,z9) = zo for zp € R, and ¢'(t,z9) = F(¢(t,x0)) for all non-
negative ¢ where the derivative is taken with respect to t. In [28], sufficient conditions
for the attainable set ¢(t,€) to be convex are given in terms of Qy C R™ and
t > 0. Hence, an over-approximation with a finite number of supporting half-spaces
of p(t, Qo) is ensured by the well-known support property of convex sets. The required
pairs of point and normal vector defining the half-spaces are obtained from the adjoint
equation to (1.3), e.g. [28]. We remark that if Qg is of the form (1.1) then so is ¢(t, Q).
This fact and our results on strong convexity of sublevel sets for m = 1 will imply
sufficient conditions in terms of Qo and ¢ for (¢, ) to be strongly convex. Then we
will be in a position to use property (ii) of Proposition 1.2 to approximate o(t, )
by supporting balls more accurately than by the same number of supporting half-
spaces. We emphasize that no more data than for the corresponding half-spaces will
be needed, namely the same pairs of point and normal vector defining the half-spaces.
See Fig. 1.1. (The radius of the supporting balls can be obtained from properties of
the right hand side F or the flow of (1.3); see Section 4.)

In analogy to ordinary convexity, the necessary and sufficient conditions for strong
convexity of sublevel sets, which we will present, are purely local and of second order.
Our results will recover as a special case a sufficient condition given in [16] for m = 1.
The result in [16] is, to the best of our knowledge, the only previously known condition
that depends explicitly on properties of g1, ..., gm.

The rest of the paper is organized as follows. In Section 2 we set up notation
and terminology. The main theorems on convexity and strong convexity, respectively,
of sublevel sets are stated and proved in Section 3. Two brief examples will demon-
strate that these results may be useful for various applications. The proof of the
main theorem on strong convexity involves exploiting the so-called quadratic support
property which is therefore introduced. Moreover, we present a proposition that gives
a bound for generalized second-order derivatives of maximum functions. The proof
of the main theorem for ordinary convexity is based, among other things, on that
result. In Section 4 we investigate sufficient conditions for attainable sets of nonlinear
systems of the form (1.3) to be strongly convex as an application of the main theo-
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rem on strong convexity of sublevel sets. Our results are demonstrated on attainable
sets that are relevant for the computation of a discrete abstraction (including past
information [11,28]) of a system consisting of a pendulum mounted on a cart.

We remark that some of the presented results have been announced in [39)].

2. Basic notation and terminology. Throughout the paper, we mean by (or-
dinary) convexity its classical definition, e.g. [34, Def. 1.3]. R and Z denote the sets
of real numbers and integers, respectively, R and Z., their subsets of non-negative
elements, and N = Z; \ {0}. [a,b], |a,b[, [a,b[, and ]a,b] denote closed, open and
half-open, respectively, intervals with end points a and b. As already mentioned,
(-|-) and || - || denote the standard Euclidean product and norm, respectively, i.e.,
(zly) = >, zy; and ||z = <:c|a:>1/2 for any x,y € R®. B(x,r) and B(z,r) denote
the open and closed, respectively, ball of radius » > 0 centered at x. The closure,
the interior, the boundary and the convex hull of a set 2 C R™ are denoted by cl €2,
intQ, 9, and conv Q, respectively. In particular, conv{z,y} is the line segment
{tx+ (1 =t)y|t €[0,1]}. A vector v € R™ is normal to Q at x € 9N if (vly —x) <0
for all y € Q. If, additionally, ||v|| = 1 then v is a unit normal to Q@ at x. Two vectors
x and y are perpendicular, x L y, if (x|y) = 0. The derivative and the inverse of a map
f is denoted by f’ and f~!, respectively, and f* is the transpose of f if f: R"® — R™
is linear. We set fh* := f(h,...,h) if f is k-linear. f is of class C* if f is k-times
continuously differentiable, and of class C™' if f is of class C' and f’ is Lipschitz
continuous. Let U C R"™ be open. A map f: U — R is a C™!-submersion on its zero
set if, for every zero x of f, f is of class C1'! on a neighborhood of z and f'(x) is
surjective [40, Def. 4.52]. By a sequence (z)gen in X we mean a map z: N — X.

3. Convexity and strong convexity of sublevel sets. Our main results are
presented in Section 3.1 together with a brief discussion of their hypotheses, and their
application is illustrated in Section 3.2. The proofs of our main results, however, are
postponed to Section 3.3 as several auxiliary results will be needed for both proofs.

We will assume the following for the sublevel sets {2 that we consider.

(Hy) U CR"isopen, m € N, the maps g1,...,9m: U — R are C*!-submersions
on their zero sets as well as continuous, and the set Q defined by (1.1) is closed in R™
and connected.

We remark that the assumption on connectedness is essential for the main results
below to be true. Although proving connectedness might be difficult in general, the
sublevel sets considered in our applications (Sections 3.2 and 4) will be connected by
their definition.

For the maps g1, ..., gm defining Q in (1.1) and for = € Q we denote

Alx) ={ie {1,...,m} | g:(z) = O},
C(z) = {h € R" | Ve ) g;(x)h < 0}.

3.1. The main results. We begin with the main result for ordinary convexity.

THEOREM 3.1. Let §) be defined by (1.1). Assume (Hy).
(i) Q is convez if for every x € 90 we have int C(x) # O and there exists i € A(x)
such that
(x +th)h

!
(3.1) lim inf % >0
t—0,t>0 t

whenever h € C(x) Nker g(z).
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(i) If Q2 is convex, x € 0N, and the derivatives g.(x) for every i € A(x) are
linearly independent, then (3.1) holds for every i € A(z) and all h € C(z) Nker g}(z).

The analogous theorem for strong convexity is as follows.
THEOREM 3.2. Let r > 0 and let Q be defined by (1.1). Assume (Hy).

(i) QU is r-convex if for every x € 0 we have intC(z) # 0 and there exists
i € A(zx) such that

.. g x+th)h _ 1, 2
. > .~ i ’
(3.2) Jim inf ; 2 —llgi(@)ll - [l

whenever h € C(z) Nker gi(x).

(i1) ¥ is r-conver if (8.2) holds for every x € 9Q, every i € A(x), and all
h € C(x) Nker gi(z).

(i1t) If Q is r-convex, © € 0, and the deriwatives g;(x) for i € A(x) are linearly
independent, then (3.2) holds for every i € A(x) and all h € C(x) Nker gi(z).

An immediate consequence of Theorem 3.2 is the next corollary which will be
important for the applications in the next subsection and in Section 4.

COROLLARY 3.3. Let m = 1, r > 0, and let Q be defined by (1.1). Assume
(H1). Then Q is r-convex if and only if (3.2) holds for i = 1, all x € 9Q and all
h € ker g} ().

We continue with several remarks on the above results.

If the map g; that is involved in (3.1),(3.2) is of class C? rather than merely C'**
then the left hand sides of the latter inequalities reduce to g7 (z)h?. The assumption
on the non-emptiness of the interior of the cones C(-) in Theorem 3.1(i) (in Theorem
3.2(i), respectively) and the linear independence of the derivatives in Theorem 3.1(ii)
(in Theorem 3.2(iii), respectively) are known as constraint qualifications in the field
of optimization theory. Both assumptions are essential for the correctness of the
statements as we will see in Examples 3.4 and 3.5, respectively. Assertions (i) and
(ii) of Theorem 3.1 correspond to assertions (i) and (iii) of Theorem 3.2 in the limit
r — oo. However, the analogue to Theorem 3.2(ii) does not hold in the setting of
ordinary convexity in Theorem 3.1. (See Example 3.6.) We also note that both
directions of [14, Th. 1] are untrue, in general, as Examples 3.5 and 3.6 reveal.

Example 3.4. Let m =2, U = R?, Q defined by (1.1) and the maps g1, g2: R? —
R which are given by gi(z) = ||z||? — 1, g2(z) = —g1(z). Then Q = 9B(0,1) is
obviously not convex but (3.1) is satisfied for ¢+ = 1. The constraint qualification in
the hypothesis of Theorem 3.1(i) is not fulfilled since intC(x) = ) for every = € Q.
Indeed, C(x) = ker ¢i (z) = ker g5(z).

Ezample 3.5. Let g1,92: R?> — R be given by gi(71,22) = 22 + 23 — 1 and
g2(21,72) = —((x1 — 2)2 + 23 — 1). Let Q be given by (1.1) with m = 2 and U = R?.
It is easy to see that Q = B(0,1), hence Q is convex. For h = (0,1)* we have
g4(1,0)h? = —2 < 0. However, in [14, Th. 1] the converse inequality was claimed.
The assumption on the linear independence in Theorem 3.1(ii) is not satisfied at the
point (1,0), and condition (3.1) does not hold for i = 2.

Examples 3.4 and 3.5 illustrate similarly that the constraint qualifications in The-
orem 3.2 cannot be dropped. The next example shows that the analogous statement
to Theorem 3.2(ii) does not hold for ordinary convexity.
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Example 3.6. Let g1,...,95: R® — R be given by

_ .33 _
g1(x1, 22, x3) = 2705 + X3, g2 = —g1,
g3(x1, T2, 23) = @1,
94(361,332,333) =3, g5 = —Y4,

and  as in (1.1) with m =5, U = R3. According to the above definitions,
Q= {(x1,22,23) € R® | 21 < 0,29 = 23 = 0} U{ (21, 2, 73) € R® | 21 = 23 = 0},

which is obviously not convex, in contrast to what was claimed in [14, Th. 1]. Note
that (3.1) holds at x € 99 for all indices ¢ € {1,...,5} and all h € kerg;(x). The
calculations are straightforward.

3.2. Immediate applications. As we have already discussed, the need for con-
vexity criteria is ubiquitous, e.g. [1,14,20]. In this paper we restrict ourselves to
applications of our main result on strong convexity. The case of attainable sets of
nonlinear differential equations, to be discussed in Section 4, will be the main appli-
cation. We emphasize, however, that our main results consitute powerful tools for a
much broader field of applications. This is demonstrated here by recovering, quite
conveniently, two results from the literature.

Ezample 3.7. Let P € R™*"™ be a symmetric and positive definite matrix. Let
w4+ (P) and p— (P) denote the maximum and minimum, respectively, eigenvalues of P,
and let the ellipsoid €2 be given by Q = { € R"| (z|Px) < 1}. Then the condition

(3.3) r> i (P)? /- (P)

implies that 2 is r-convex [25, Th. 3]. The condition is, in fact, both sufficient and nec-
essary. To see this, define g(x) = (2| Px)—1 to obtain ¢’(z)h = 2 (h|Px) and ¢" (z)h? =
2 (h|Ph). Then g(x) = 0 implies ||¢’(z)| < 2||P*/?||. Hence, we obtain the bound

lg' @) - IR]? _ pee (P)!2
g//(x)h2 — M—(P)

for h # 0, which is attained if z and h are eigenvectors corresponding to eigenvalues
p+(P) and p_(P), respectively. By Corollary 3.3, Q is r-convex if and only if (3.3)
holds.

As already mentioned in the introduction, our result also recovers [16, Th. 12].
To show this, we need the following definition [16,24].

DEFINITION 3.8. Let 0 > 0. A set Q CR" is called o-regular if

(3.4)

(3.5) Blaz + (1 —a)y,o-a(l —a)llz —y|*) € Q

for all z,y € Q and all o € ]0,1].

The following result has been given in [36] without proof. Note that r and o are
in reciprocal proportion in the statement.

LEMMA 3.9. Let Q CR"™ be closed, and r > 0. Then § is r-convez if and only if
Q is o-regular for o = 1/(2r).

Proof. For every x € Q the quantity J; ,(¢) defined by the formula

sup{éEO‘yEQ,veR", lv] =1, ||z —yl| =&,
vl (z—y)= (z+y)/2+6-veEQ}
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induces a map 5?2)1 on the non-negative real numbers, where we have adopted the
convention sup ) = —oo. Then &5, ,(¢) > €2/(8r) for all € > 0 if Q is 1/(2r)-regular, so
liminfe 05008 ,(e)/e? > 1/(8r). Since Q is convex it follows that  is r-convex [38,
Th. 2.2].

Conversely, assume that 2 is r-convex, and 0 # R"™ without loss of generality. Let
7,y € Q, hence ||z — y| < 2r. In view of (3.5) and (1.2), we need to show B(z, p) C
B(e,r) for z = ax+(1—a)y, p= 2r)ta(l—a)e?, e = ||z —y|, @« €]0,1[ and c € R"
such that 2,y € B(c,r). It is easy to see that it is enough to consider ¢ € R™ such that
z,y € 0B(c,r). Let z +y = 0 without loss of generality. To show B(z,p) C B(e,7),
it is enough to prove p + |c — z|| < r. Suppose the reverse inequality for some «. It
is straightforward to conclude

le — zH2 =7 52/4 + Hz||2 =7 52a(1 —a),

hence (2r)'a(l — a)e? + r/1 —e2a(l — a)/r? > r by the assumption on . That
is, /1 —e2a(l —a)/r? > 1—(2r?)"'a(l — a)e?, which is a contradiction. O
We now recover [16, Th. 12] in the example below.
Example 8.10. Let f: R®™ — R, be of class C*!, let L > 0 be a Lipschitz
constant for f’, and let ¢ > 0 be such that for any z,h € R™ it holds f(z 4+ h) >
f(@) 4+ f'(x)h + §||h]|>. Then the set Q, := {z € R" | f(x) < w} is r-convex if

(3.6) r>o 'W2Lw

and w > 0. This follows from [16, Th. 12] and Lemma 3.9. In order to prove the result
using Corollary 3.3, assume without loss of generality that ), consists of more than
one point. Then f(x) = w implies f'(x) # 0 since otherwise f(z+h) > w+ (c/2)||h|?
for all h € R™, which is a contradiction as we excluded the case of {2, being a singleton.
Moreover, ||f'(x)]] < v/2Lf(x) [16, Prop. 11(ii)] and liminf; 0 >0 f'(x + th)h/t >
o||h||? [15, Ch. IV]. Using (3.2) the proof is finished.

One can also show that for any particular w > 0, Corollary 3.3 provides a bound on
r that is better than the bound (3.6), which has been obtained in [16].

3.3. Proof of the main results. In the present subsection we prove Theorems
3.1 and 3.2. We need several auxiliary results, to be presented in Sections 3.3.1-3.3.3,
and the proofs of the main results are completed in Section 3.3.4.

3.3.1. The quadratic support property. In the proof of Theorem 3.2 we will
make use of the local quadratic support, which we introduce below. (See also Fig. 3.1.)
It is a local characterization of strong convexity. We will need the following theorem
of MAYER [23], which is also a local characterization.

THEOREM 3.11. An open and connected set 2 C R"™ is r-convex if and only if it
is spherically supported at each of its boundary points locally, by which we mean that
for any x € 00 there exists a neighborhood U C R™ of x and some v € R™, ||v| =1,
such that UNQ C B(x —rv,7).

See also [38, Th. 1.2] for a proof of Theorem 3.11.

The idea of local quadratic support is to replace a supporting ball at x € 0 by its
second-order parabolic approximation at x.

DEFINITION 3.12. Let r > 0 and 2 C R™. The vector v € R™ quadratically
supports Q0 with radius r at x € 082 locally if ||v|| = 1 and there exists a neighborhood
U CR" of x such that

(3.7) IR]* < 2rp
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+h = 5 |Al®

Fi1G. 3.1. Illustration of the property of local quadratic support [39]. See Def. 3.12.

whenever h e R", h L v, peRand x+h—pv e UNQ.
Q is quadratically supported with radius r at x € 0) locally if the previous condition is
satisfied for some v.
Although our notion is point-wise not equivalent to the spherical support property,
it becomes equivalent when assumed at all boundary points:
THEOREM 3.13. Let r > 0 and 2 C R" be open and connected. Then the
following conditions are equivalent:
(i) Q is r-convex.
(i) Q is convezx, and for all x € O, every unit normal v to Q at x quadratically
supports Q with radius r at x locally.
(iii)  is quadratically supported with radius v at each of its boundary points lo-
cally.

Proof. We may assume 2 # R™ without loss of generality. Let Q be r-convex and
x € JQ. Then Q is convex, and (2 is spherically supported with radius r at each of its
boundary points by Proposition 1.2. Let v € R™ be a unit normal to €2 at . Observe
that h € R™ such that (h|v) =0 and = + h — pv € Q implies

1?2 o+ h— o — (= ro)l|* = [|Bl* + (= r)* = 2] = 2ur + 72,

hence (3.7) as claimed in (ii). Implication (ii)=-(iii) is trivial, so it is left to prove
(iii)=(i). Let s > r and suppose there exists a sequence (xy)ken in € converging to
such that s < ||y — (z—sv)||? and xy, # x for all k € N. Q is quadratically supported
with radius r at x locally. Thus, there exists a sequence (h,u): N = R” x R and a
unit normal v € R™ such that (v|hg) = 0, zx = = + hgx — pxv and ||hgl|? < 27y for
all k. We conclude

5% < bk — prv + s0)|* < 2rpg + (s — i),

hence 0 < 2(r — s) + g for any k, which is a contradiction as pr — 0. So, Q is
spherically supported with radius s at x locally. The proof is completed by Theorem
3.11 and the subsequent lemma, which is easily established. d

LEMMA 3.14. Let Q@ CR™ be closed or open and let (1;)ien be a sequence of reals
converging to p > 0. If Q is r;-convex for all i € N, then Q0 is p-convex.

A wuseful consequence of Theorem 3.13 and Lemma 3.14 is the following.

COROLLARY 3.15. Let r > 0 and Q C R™ be closed such that Q = cl(int Q) and
int Q is connected. Then 2 is r-convex if Q) is quadratically supported with radius s
at each of its boundary points locally for any s > r.
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We proceed with relating the property of local quadratic support to optimal-
ity. For this purpose we will need a second-order sufficient condition in constrained
optimization with C1'-data: Let us consider the optimization problem

(OP) min f(z)

e
and assume the following.

(Hz) U CR"isopen, and in (OP), f: U — R is of class C1'1, Q is of the form (1.1)
with ¢1,...,9m: U — R being of class C!.

As usually, we say that € R™ is a local minimum point of (OP) if x € Q and there
exists a neighborhood V' C R" of x such that f(y) > f(z) whenever y € VN Q\ {z}.
A first order sufficient condition for optimality with constraints is as follows.

THEOREM 3.16. Assume (Hz). Let (xzg, A) € QX R™ be such that for the function
Ly: U — R given by La(z) = f(z) + D11 Nigi(x) it holds that L\ (xo) = 0, A; >0
and \igi(zo) =0 for alli € {1,...,m}. Then xq is a local minimum point of (OP) if
. . 12
(3.8) th—>nol,}:2fo L)\ (zo + th)h/t >0
for-all h € C(x0) N (.5, 50 ker gi(zo) \ {0}, where the intersection is formed over the
indices i € {1,...,m} that satisfy A; > 0.

Proof. We shall establish the inequality
(3.9) tliﬁrr&itr;fo L\ (zo +th)h/t < tliﬁrr&itgfo (La(zo + th) — Lx(z0))/(t*/2)

for all h € R™, which implies the condition (14) in [22, Th. 3.2], and so the theorem
follows from the latter sufficient optimality condition. We adopt a main argument of
the proof of [17, Th. 4] to establish (3.9). For ¢ > 0 sufficiently small, let 1 (t) =
L(zo + th) and ¢2(t) = t2. By the extended mean value theorem, e.g. [37], for each
such ¢ there exists £ € ]0, ¢[ satisfying

1) —1(0) o i (§)  Li(wo +Eh)R
(3.10) 2 o) ) 2 A e

The left hand side of (3.10) equals (Ly(x + th) — Lx(x0))/(t?/2). The right hand side
of (3.10) is bounded from below by liminf, o >0 L) (2o + 7h)h/7 for any sufficiently
small ¢ > 0. Thus, we established (3.9). a

The following lemma will be the key to the proof of Theorem 3.2(i) and (ii).
(Roughly speaking, due to the strict inequality in (3.8) the proof of Theorem 3.1(i)
requires a different preliminary result. See Section 3.3.2.)

LEMMA 3.17. Let s > 0 and 2 be defined as in (1.1), assume (Hy), 0 € 9Q and
1 € A(0). The vector v := g1 (0)*/]|lg1(0)|| quadratically supports Q with radius s at 0
locally in each of the following cases:

(i) 0 is a local minimum point of (OP) with f: U — R given by

f(@) = =llgr ()l - ((wla) + llz = (v]a)-v]*/(25)).
(i) The inequality

/
lim inf g1(th)h
£50,6>0 ¢

holds whenever h € C(0) Nker ¢7(0) \ {0}.

1
> Zlgi )l - [ ]
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Proof. Let us show that (i) is sufficient by proving the contrapositive. Sup-
pose v does not quadratically support €2 at 0 locally. Then there exists a sequence
(h, 1) : N — ker g} (0) x R such that hy, converges to 0, hy, — ugv € 2 and ||hg||? > 2su
for all k. It holds that

(b = o) = (g1 O] (e — 121/ (25)),

so f(0) > f(hr — prv), hence 0 is not a local minimum point of (OP).

To show that (ii) is sufficient, we show that (ii) implies (i). For this purpose, we
intend to use Theorem 3.16. Let A = (1,0,...,0) € R™. The map Ly: U — R given
by Li(z) = f(x) + g1(x) satisfies Lx(0) = 0 and L, (0) = 0 since for y € U, h € R"

we have

f'h=—=lgi(0)l - ((wlh) + (y = (wly) v)"(h = (v|h)v)/s).

If we verify (3.8) for h € C(0) Nker g;(0) \ {0}, the proof is completed. First note that
f is twice continuously differentiable, and so

L\ (th)h "(th)h L (th)h
lim inf M > liminf M + lim inf M >0,
t—0,t>0 t t—0,t>0 t t—0,t>0 t
where for the last inequality we used liminf; o0 f'(th)h/t = f"'(0)h? =
—3 1910)[| - A = (v|h)-v]|?, and (v[h) = 0. 0

3.3.2. A lower bound for second-order derivatives of max-functions.
Maximum functions appear quite naturally when considering sublevel sets of the form
(1.1): An equivalent representation of (1.1) is {z € U | max;e(1,....m} gi(x) < 0}. This
is the reason for using maximum functions as a tool in the proof of Theorem 3.1(i).
In this context, we need the next proposition. Before stating the result, we introduce
generalized second-order directional derivatives.

Let U C R™ be open, and f: U — R a function. We denote by f’(x;h) the limit
limy 0 ¢>0(f(z + th) — f(x))/t if it exists for x € U, h € R™. Note that f'(z;h) =
f'(z)h if f is differentiable. Furthermore, we set

D’ f(x,h%) = limsup (f'(« + th; h) — f'(x;h))/t,
t—0,t>0

D*f(w, %) = liminf (f'(a + thih) = f'(w: )/t

ProOPOSITION 3.18. Letm € N, and U C R"™ open and convex. Let f;: U — R
be of class CYY, and f: U — R be given by f(z) = maxeq1,...m} fi(z). Forx € U and
h € R"™ define I(z) = {i € {1,...,m} | fi(z) = f(z)} and M = argmax,c ) f;(z; h).
Then the following inequality holds for all x € U and h € R":

(3.11) EQf(x,hQ) > %%(szi(:v,hz).

Proposition 3.18 is a correction of [2, Th. 7.5]:

Ezample 3.19. Let f, f1, f2: R — R be defined by fi(z) = 2® — 2, fo(x) = z
and f(z) = max;=12 fi(z). Proposition 3.18 implies Ezf(O, 12) > 0. Proposition
3.18 does not hold if M is replaced by I(x) in (3.11), in general. Indeed, direct
calculation leads to ﬁzf(o, 12) = 0 < max;—1 2 f/(0) = 2. However, in [2, Th. 7.5],
where 52(17, h?) is denoted by f'“(z;h,h), the reverse inequality is claimed. Hence,
the cited theorem is untrue, in general. (It was not revised in [3].) Nevertheless, we
adopt some ideas from [2] to establish Proposition 3.18.
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Proof of Proposition 3.18. First note that f'(x;h) = max;cr(a) fi(w; h) [6, Cor. 1.3.2],
and in particular f'(x;h) = f/(x;h) for all i € M. Let ¢ € M and choose a se-
quence (t)ren in Ry \{0} converging to 0 such that [2, Lemma 7.6] f'(z + txh; h) >
fl(z4tghs h). Then D? fi(x, h?) <limg_soo (f/(x + ths h) — fl(x; h))/ty, without loss
of generality, and

f'(x+tegh; h) — f'(z; h) S fix 4+ tgh; h) — fl’(:v,h)

3.12
(3.12) P 7

By taking limits on both sides of (3.12) the proof is finished. O

3.3.3. Regular closedness of connected sublevel sets and connectedness
of their interiors. We prove the following property of sublevel sets that we consider.

LEMMA 3.20. Let Q be defined by (1.1). Assume (Hy) and intC(x) # 0 for all
x € 0. Then Q is reqular closed, i.e. Q = cl(intQ), and int Q is connected.

The above lemma can be seen as the first step in the proofs of our main results.
It allows one to use [34, Th. 4.9] and Corollary 3.15 in the proof of Theorems 3.1(i)
and 3.2(1), respectively. The subsequent technical lemma will be needed for the proof
of Lemma 3.20.

LEMMA 3.21. Let U C R™ be open, g: U — R be of class C1, Q= {z € U | g(x) <
0}, and assume g(0) = 0 and ¢'(0)p < O for some p € R™. Then there exists some
e > 0 such that the following holds for all q €)0,¢] - p:
conv{0, ¢} \ {0} C intQ, and there exists an open neighborhood V.C R™ of conv{0, ¢}
for which V Nint Q is star-shaped with respect to q.

Proof. First choose € > 0 such that ||z| < ¢||p|| implies both x € U and

3lg'(0) = ¢'(x)|| < —g"(0)p/lIpll-

Let ¢ €]0,¢] - p and choose ¢ € ]0,1] - ||¢|| such that

4 O)p/Ipll < 39 0)(a ~ v)/la — vl

whenever ||y|| < §. The mean value theorem shows

t
l9(y +t(a—y)) = 9(y) = tg'(0)(a = y)| < —59'(0)(q — v)
for all y € B(0,6) and all ¢t € [0,1]. Thus g(y + t(¢ —y)) < 0 for all y € B(0,5) N2
and all ¢ € ]0, 1], that is,

(3.13) conv{y, ¢} \ {y} Cint

holds for all y € 2N B(0,d). Now choose v € ]0,6/2[ such that B(g,v) C Q2 and
B(dq/2/lqll,v) C Q, and set V = B(gq,v) U conv({q} U B(0,v)). As V is star-shaped
with respect to ¢ it remains to show that (3.13) holds whenever y € V N int Q.
That implication is obvious if additionally y € B(gq,v) U B(0,0). Otherwise, y €
conv({q} U B(0,7)) Nint 2 and |ly|| > 6. Then conv{y,q} C conv{z, g} for some
z € B(dq/2/|lqll,v) C 2N B(0,6), so conv{z, ¢} C intQ by (3.13), which completes
the proof. O
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Proof of Lemma 3.20. The claim is trivial for Q = R, Q = () and Q a singleton,

so we do not further consider these cases. Let x € 092 and without loss of generality,
x =0, A0) = {1,...,m}. Let p € intC(0). By assumption g,(0)p < 0 for all ¢ €
{1,...,m}, and Lemma 3.21 shows there exist ¢ € conv{0, p}\{0} and a neighborhood
V C R™ of conv{0,q} such that V' NintQ is star-shaped with respect to ¢, and
conv{0, ¢} \ {0} C int Q. The latter fact implies 2 = cl(int 2), and the former, that
for each zy € 90 there exists a neighborhood V' C R"™ of zy for which V NintQ is
connected.
In order to show int {2 is connected, let O; be a connected component of int Q and
assume Oz = int Q\ Oy is not empty. Then 001 N0z # P since Q = ¢l 01 Ucl O and
Q is connected. So pick xg € 901 N I0;. Then there exists a sequence (yx)ken in O
that converges to xy. But by the above argument, there exists a neighborhood V' C R™
of zg for which V NintQ is connected. This implies y, € Op for k sufficiently large,
which is a contradiction. O

3.3.4. Proofs of Theorems 3.1 and 3.2. Now, we are in a position to prove
our main results.

Proof of Theorem 3.1. The claims are trivial for Q = R", Q = () and Q a singleton,
so we do not further consider these cases. Let us prove (i).
By Lemma 3.20, we have Q = cl(int 2). Therefore, if we assume {2 being non-convex
then there exists z € 9 that is not a point of mild convexity [34, Th. 4.9]. By the
definition, this means that there exists ¢ € R™\ {0} such that

e [-1,1]\ {0} = x4+t €intQ.

Without loss of generality, let = 0 and A(0) = {1,...,m}. Choose some v € R"
such that g;(0)v < 0 for all 4 € A(0). This choice is possible since int C(0) # 0. An
application of the implicit function theorem provides functions y;: W; — R on convex
subsets W; C ker g;(0) which represent the boundary of {z € U | g;(x) < 0} locally
at 0 in the sense that g;(h + vu;(h)) = 0 for all h € W; and such that g;(h + Av) <0
implies A\ > p;(h) [27]. Let W = NMijca0)Wi. Note that { € W, without loss of
generality. Indeed, we have +¢;(0)¢ = lim;—0,¢>0 g:(£t¢)/t < 0.

Define the function p: W — R by u(h) = max;ec a¢0) pi(h), the point h + vp;(h) by
pi(h), and the point h + vu(h) by p(h). Hence, p(h) € 9 for all h € W. Note
that p(h),p;(h) can be considered as maps W — R™. Let v: I — R be the function
t — p(tC), where I := {t € [-1,1]|t¢ € W}. Note that I = [—1,1] as W is convex.
The proof of (i) is completed if we show that v is convex on I. Indeed, together with
the fact that ¢ € W Nint Q this leads to the contradiction

0=w(0) = pu(=¢/2+¢/2) < u(=¢)/2+ n(()/2 <0.
So let us show convexity of v. We remark that Div(t) = p/(¢t(;¢) exists
[6, Cor. 1.3.2]. v is convex if D,v is increasing [15, Th. 5.3.1]. For the latter, it is

enough to prove that Ezu(tg“, ¢?) > 0 for all but countably many ¢ € I [37, Th. 12.24].
To verify the latter inequality, first observe that, by Proposition 3.18, the inequality

—2
3.14 D u(t¢,¢%) > max D?*ui(t¢,¢?
(3.14) M(CC)_ieA(p(tC))_M(C<)

holds for ¢ € I'if pj(tC)¢ = p(tC)¢ for all 4, j € A(p(t¢)) by Proposition 3.18. However,
for ¢ # j the set

Nij={tel|{ij} < Alp(tC)), ni(te)s # u;(t)C}
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is discrete, and therefore countable. Indeed, let 7 € N; ; be a limit point and consider
the function f(t) := p;(¢t¢) — p;(¢¢). Thus, f(r) = 0 and f'(7) # 0. Any sequence
(Tk)ken in N; ; converging to 7 yields limg_ oo f(7%)/ (7% — 7) = 0, which is a contra-
diction. Hence, we have established (3.14) for all but countably many ¢ € I.

What is left to show is that the right hand side of (3.14) is non-negative, at least for
all but countably many ¢ € I. To this end, observe that the proof of [27, Th. 3.1]
shows that D?1;(t¢, ¢?) equals

(3.15) — (gi(pi (tQ))v) L D2gi(pi (£€), (P} (¢)C)?)

for any ¢ [27, Eq. 8]. Thus, it remains to show that (3.15) is non-negative for all t € T
for which ¢ ¢ Ui;éjNi.,j holds.
By hypothesis and without loss of generality, let ¢ = 1 satisfy (3.1) at the point p(#()
in place of x. We claim that

(3.16) Pi(t0)¢ € C(p(tq)) Nker gy (p(£C)).

Indeed, p} (t¢)¢ € ker g} (p(t()) for any j € A(p(t(¢)) since p;(t¢)¢ = p);(t¢)¢ by the
assumption on ¢, and therefore

(3.17) 0 = g;(p(t))p; (tC)¢ = g5(p(t¢))p} (t¢)¢

for any j € A(p(¢¢)). The first equality in (3.17) is straightforward to establish. Now,
inequality (3.1) is true for p(t¢) and p)(¢¢)¢ at place of = and h, respectively, by
(3.16). Hence, the expression in (3.15) is non-negative, and the proof of (i) is finished.
The proof of (ii) we divide into 4 steps. Our purpose is to prove (3.1) for i = 1 and
x = 0, without loss of generality, and we will continue to use the map p;: W7 — R
as defined above except with v defined by v = —g;(0)*/||¢5(0)||. Let f(h) = p1(h).
Step 1. Suppose the claim was wrong, i.e. liminf,_,o >0 f'(th)h/t < O for some h €
ker g1 (0) N C(0) \ {0} as liminf; ,0¢>0 f/(th)h/t = ||g1(0)|| 7! liminf;—0 >0 g} (th)h/t
[27, Eq. 10]. Then liminf, ,o 50 f'(th)h/t < 0 whenever ||h — hl| is small enough.
Indeed,

f'(th)h/t = f'(th)h/t = f'(th)(h — )/t + (f'(th) — f'(th))h/t,

hence |f/(th)h/t — f'(th)h/t| < L||h|- ||k — h| + L||A|-|h — R||, where L > 0 is a
Lipschitz constant of f’ about the origin.

Step 2. Since the derivatives g/(0) are linearly independent there exists £ € R™
satisfying ¢1(0)¢ = 0 and ¢;(0)¢ < 0 for ¢ > 1. Now choose £ > 0 small enough that

. . 1/1IN\TL
(3.18) gi}n&}er;%f (th)h/t <0

for h := h + ¢¢.

Step 3. We define z(t) = th + 1 (th)v for ¢ small enough. Then z(t) € Q for all £ > 0
small enough. Indeed, g1(z(¢)) = 0 by the definition of w1, and g;(2(¢)) < 0 for all
i > 1 since g,(0)h < 0.

Step 4. By Step 3, z(t) € 99. As Q is convex, we conclude furthermore that
t >y (th) is convex for ¢ > 0 small enough, which contradicts (3.18). O

Proof of Theorem 3.2. The claims are trivial for Q@ = R, Q = () and Q a single-
ton, so we do not further consider these cases. Let us prove (i).
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By Lemma 3.20 we can apply Corollary 3.15, so it suffices to prove that €2 is quadrat-
ically supported with radius s at each of its boundary points locally for any s > r.
But this follows directly from Lemma 3.17.
For the proof of (ii), let us use (i). So we need to verify int C(0) # ), without loss of
generality. We set v; = g/(0)*/||¢5(0)||. Since (3.2) holds for every i € A(0) it follows
as in the proof of (i) that all v; quadratically support Q with radius r at 0 locally.
Hence, B(0,8) N Q C C(0) for 6 > 0 small enough. If int C(0) = ), then there exists
some i € {1,...,m} for which v; L C(0) [30, Th. 21.1]. Local quadratic support of §
at 0 shows 0 is an isolated point of 2, hence 2 = {0} as Q is connected. This implies
int C(0) # 0 as we had excluded the case of  being a singleton.
For the proof of (iii) we adopt Steps 1 to 3 of the proof of Theorem 3.1(ii) with f at
place of f where f(h) = pi(h) — ||h]|?/(2r). We modify Step 4 as follows.
As we assumed in Step 1 that the claim was wrong, there exists s > r such that
lim inf; 0,450 pt} (th)h/t — ||k||?/s < 0, hence

. qith)h 1 ’ 712
(3.19) Jim inf === <~ {lga (O)]] - (1]

We define a diffeomorphism F: R™ — R™ by F(y) =y — v - % with w = /| h||

to obtain F'(y) " F"(y)h? = 2v%, hence ||[F'(y) L F"(y)h?| - (r +5)/2 < ||h]|? for
h € R™. Then F(B(y,r)) is convex for any y € R" [27, Cor. 1]. This implies F(f) is

convex since  is r-convex. We set f = g1 o F~' and remark that
F(2(t) = th +v - (1 (th) + tl|Al| /(r + 5)).

Let fi: W, — R be defined by F(z(t)) = th + vi(th). We have 0 = f(th + vfi(th)) for
t small enough, so liminf; 040 @&/ (th)h/t = || f/(0)|| 7! liminf; 0 =0 f/(th)h/t. F(Q)
is convex, F(z(t)) € OF(Q) for t > 0, thus t — [(th) is convex for ¢ > 0 small enough.
Hence, liminf;_,o¢>0 f'(th)h/t > 0. A simple calculation shows
s (2 IND /4 — £ " 72 ENE PrOaTNT,
th%rr&ér;%gl(th)h/t = f(0)F"(0)h +tliné,ir;f()f (th)h/t.

Then f/(0)F” (0)h2 = 2|} (0)||-|2]|2/ (r+s) and (3.19) imply lim inf, ¢ 0 f/(th)h/t <
0, which is contradiction. a

4. Application to attainable sets of nonlinear systems. In this section, we
apply Corollary 3.3 to derive sufficient conditions for attainable sets of nonlinear sys-
tems of the form (1.3) to be strongly convex. The subsequent results practically apply
to abstraction based controller design as already mentioned in the introduction. This
3-step procedure of controller design involves the computation of a so-called discrete
abstraction as a first step before the subsequent steps of controller synthesis. A dis-
crete abstraction is, roughly speaking, a finite state model which contains the behavior
of the original system but, in general, much more spurious transitions. The method to
compute discrete abstractions proposed in [28] requires the over-approximation of a
large number of attainable sets. Whether the synthesis of a controller is successful or
not, depends, among others, on the quality of the method used to over-approximate
attainable sets.

In [28], attainable sets were approximated by supporting half-spaces as the the-
ory presented there gives sufficient conditions for attainable sets to be convex. Our
results give sufficient conditions under which the attainable sets are strongly convex.
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As detailed in the introduction, attainable sets can then be approximated less con-
servatively by supporting balls instead of supporting half-spaces, where the balls can
be obtained from the same data as the half-spaces. See Fig. 4.1.

We apply our results to abstraction based controller design in the example in the
last part of this section. For simplicity, we state and prove in this paper the remaining
theorems for the autonomous system (1.3). Generalizations to the non-autonomous
case are given in [39)].

We begin with a result on images of C':!'-diffeomorphisms which follows from
Corollary 3.3.

COROLLARY 4.1. Let ®: U — V be a C%'-diffeomorphism between open sets
UV CR", s> 0, and Q C U be s-convex and closed, Q0 # R™. Let L1, Lo € R, and
assume that for each x € 0N) there exists a unit normal v to Q at x such that the
following conditions hold for all £ 1 v:

(0] @' ()1 (@' (z + tE)E — ' (2)€))
- :

(4.1) L1|€))* > limsup
t—0,t>0

(4.2) Lolg|l* > [|@"(2)€]|* - [ (x) ]I

If sLy < 1 then ®(Q) is r-convex for r = sLa/(1 — sLq).

Proof. The claim is trivial for Q = @) and Q a singleton, so we do not further
consider these cases.
Let x € 99 and let v be as in the statement of the theorem. Define g = f o ®~! with
f(z)=|z—x+sv||*> —s*. Then

(4.3) Q) C{yeV]gly <0}

by Proposition 1.2(ii).  is closed, convex and int 2 # (). This implies @ = cl(int )
and intQ is connected. As ® is a diffeomorphism we have ®(Q) = cl(int ®(f2))
and int ®(£2) is non-empty and connected. In view of Corollary 3.15, it suffices to
prove that ®(Q) is quadratically supported with radius s at each of its boundary
points locally. By (4.3) and the fact that x is a boundary point of both ®(Q2) and
{y € V| g(y) < 0} it suffices to prove that the latter sublevel set is quadratically
supported with radius s at x locally. To this end, assume x = ®(x) = 0 without
loss of generality. By Corollary 3.3, it is enough to prove (3.2) for all A € ker ¢’(0).
Now, differentiate the identity f = g o ®, use the Lipschitz continuity of ¢’ and the
continuity of ® to obtain that 2||¢||? equals

"(th)h ' (0)~1 (@' (t&)¢ — @'(0
- (g( e, o (0]2(0) 1@ (1€ — @' >5>>>
t—0,t>0 t t
whenever h = ®(0)¢. Now [|¢’(0)|| = 2s/|®’(0)~!| and (4.1),(4.2) imply (3.2) for all
h € ker ¢'(0). O

We assume the following for the remaining theorems.
(H3) Let X C R™ be an open set. The right hand side F: X — R"™ of (1.3) is

continuously differentiable. For any zo € X, the solution of the initial value problem
composed of (1.3) and the initial condition x(0) = z¢ is extendable to R.

THEOREM 4.2. Assume (H3), let the right hand side F of (1.3) be of class C*1,
and let ¢ denote the flow of (1.3). Let s,t > 0 and Q& C X be s-conver and closed



16 ALEXANDER WEBER AND GUNTHER REISSIG

with Q # R™. Further assume that there are My, Mo, A\_, Ay € R such that

(1.4) My > 200, (F'(2)) — p_(F'()),

(4.5) My > limsup LE+ M) = F@)l|
h—0 ”h”

(4.6) A- < p-(F'(2)) < py(F'(2) < Ay

for all z € ¢(]0,t],9Q) C X, where puy(A) and p_(A) denote the mazimum and mini-
mum, respectively, eigenvalues of the symmetric part (A + A*)/2 of A. If
sMs fot exp(Mip)dp < 1 then the attainable set o(T,Q) is r-convex for all T € [0,
with
o osexp((2Ay — A)t)

1 —sM, f(f exp(Mip)dp

(4.7)

Proof. We may assume 7 = t without loss of generality. By our hypothesis on the

right hand side F of (1.3), the map ® := (¢, -) is a C1:!-diffeomorphism between an
open neighborhood of €2 and an open subset of X. So, Corollary 4.1 can be applied to
®, and the required bounds (4.1),(4.2) are obtained as follows. Let Dyp denote the
partial derivative of ¢ with respect to the second argument. Let h € R™ and z € Q.
The solution to the variational equation y'(p) = F'(v(p, x))y(p) of (1.3) along ¢(-, z)
is given by y(p) = Dap(p,x)h, p € [0,t], and satisfies y(0) = h. Thus, the inequal-
ity |ly(@®)] < ||A|l exp(fg i (F'(p(p,x)))dp) holds [32]. Due to this fact, the bound
[D2p(t, )| = ||9'(z)|| < exp(Ait) is established using (4.6). By similar arguments
one obtains ||®'(x) 7| < exp(—A_t). See also [26, Prop. IIL.5].
These bounds obviously lead to [|®'(z)¢]|? - [|®'(z)7 Y| < Lo||€||* for La =
exp((2A1 — A_)t), hence (4.2) holds for this choice of Ly. The bound (4.1) is ob-
tained by virtue of our hypotheses, (4.4) and (4.5), in combination with arguments
similar to the proof of [28, Th. IV.5]. O

Theorem 4.2 can be applied quite easily in practice. Indeed, (4.5) is an upper
bound on the (local) Lipschitz constant of F’ (in case F being of class C?, it is a bound
on ||[F"]]) while a computation of the bounds (4.4),(4.6) for a particular example is
done in [27]. Theorem 4.3 below provides less conservative bounds for » than Theorem
4.2 does as an analogue survey in case of convexity shows [27].

THEOREM 4.3. Assume (Hs3), let the right hand side F of (1.8) be of class C2.
Let p,t,Q and s be as in Theorem 4.2, and let A\_, Ay € R, such that (4.6) is fulfilled
for F. Let Dap(T,xz) denote the partial derivative of ¢ with respect to x. Assume
further that there exists a constant L1 € Ry such that

é
/OD2<P(7'7$)1F”(<P(7'733))(D2<P(7'733)h)2dT < La||h|f?

49 |

t], and h € R". If sLy < 1 then the attainable set o(1,Q) is

for all z € Q, 6 € [0,7]
[0,t] with

r-convez for all T €

sexp((2A4 — A)t) '

(4.9) r= L
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Proof. The proof is similar to that of Theorem 4.2. We may assume 7 = ¢
without loss of generality. ® := (¢, -) is C2-diffeomorphism by assumption. We apply
Corollary 4.1 to ®: In the case of C2-smoothness, the right hand side of (4.1) with
h at place of ¢ simplifies and therefore is bounded from above by ||®’(z)~1®" (x)h?||.
The integral in (4.8) with ¢ at place of § equals ®'(z)~'®"(z)h? for x € X, h € R"
by the proof of [28, Th. IV.6]. Hence, (4.1) holds by the bound in (4.8). The bound
in (4.2) is obtained in the same way as in Theorem 4.2. O

The bound in (4.9) is harder to verify than the one in (4.7) as the flow of (1.3) is
explicitly involved in (4.8). Nevertheless, the effort pays off since the accuracy of our
novel approximation method, as detailed in the introduction, obviously depends on
the radius of the balls used. Below, we illustrate the application of our novel method
to abstraction based controller design.

We consider a control system of the form & = F(z,u) under sampling where u
denotes a control that is constant on the half-open sampling intervals taking values
u; € R e {l,....k}, ke N, and F(-,u): X CR®™ —» R. Denote by ¢ the general
solution of the system & = F'(z, w) which is defined by suitably extending the definition
of the flow of (1.3). We focus on the first step in abstraction based controller design,
namely the computation of a discrete abstraction, and particularly, on the sets that
are over-approximated in the computation.

To obtain such an abstraction, the state space X of the system is covered with
polyhedra, so-called cells. In general, for a cell A C X the attainable set o(T, A, u;)
is over-approximated for each ¢, where T > 0 denotes the sampling time. (An ap-
proximation is required since the attainable set can be computed only numerically, in
general.) The over-approximation set Q 2D ¢(T, A, u;) is then intersected with each
cell of the covering. (An over-approximation is required to ensure that all non-empty
intersections due to the attainable set are recovered.) If a cell Ay has a non-empty
intersection with (AZ, the attainable set (T, Ag N (AZ,uj) is over-approximated next
for each j € {1,...,k}. Roughly speaking, information about non-empty intersec-
tions is stored suitably and this information determines the transitions in the discrete
abstraction [28].

Let us now discuss how to use our novel results for the required over-approximations.
As a particular control system we consider a pendulum mounted on a cart where the
acceleration u € R of the cart is considered a control. The dynamics of the pole are
given by

(410&) .fl = T2,
(4.10b) iy = —w?sin(z) — u w? cos(z1) — 2yx9
where w > 0 and v > 0. We emphasize that u is assumed to be constant.
From Theorem 4.3 we derive the following theorem about attainable sets of the
particular system.

THEOREM 4.4. Lett > 0 and assume the input u in (4.10) to be constant. Denote
by ¢ the general solution of (4.10) (that is, ¢(-,-,u) denotes the flow of (4.10)). Define

W= max{l,w (1 +u2)1/4},

Li(t) = sinh(30t) + sinh(@t)(12(@~2 +1)73/2 = 3)
n 1202(1 + (@ + )2)—3/2 )

A = —y£ /2 + (1+&2)2/4.
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Assume v < 30/4 and 2(0% —v?)Y/?t < w. Let Q C R? be s-convex and closed. Then
the attainable set p(t,Q,u) is r(t)-conver if s - L1(t) < 1 where

_sexp((2Ay —A)t)
(4.11) r(t) = - ;Ll(t)

Proof. With u being constant, (4.10) is obviously of the form (1.3). Having said
this, we have

1N 0 1
Fi(z) = (—w2 cos(w1) + u w?sin(z1) —27) ’

and therefore we easily conclude that Ay and A_ are the maximum and minimum,
respectively, eigenvalues of (F’(x) + F’'(x)*)/2. Thus, Ay and A_ satisfy (4.6). See
also [27, Sec. 5]. Ly := Ly(t) satisfies (4.8) [28, Th. A.4], hence by Theorem 4.3 in
the present paper the proof is finished. O

Ezxample 4.5. Let us consider system (4.10) for v € {—1,0} with w =1, v =0.01
and denote the general solution by (. Suppose that Q; C R? is a 0.4-convex set of
initial values. Let us determine the strong convexity of the attainable set o(T, €, 0)
for sampling time 7" = 0.32. The numerical values imply the bounds

sinh(0.96) + sinh(0.32)(6/v/2 — 3)
12(1 4 1.012)-3/2

L1(0.32) = <037, AL <1, A_>-1.02

on the constants required in Theorem 4.4. By (4.11) we conclude that ¢(T,€,0)
is r-convex for any r > 1.24. Thus, ¢(T,£,0) can be over-approximated by sup-
porting balls, practically performed as discussed in_Section 1, with the radii of the
balls being 1.24. Similarly, the attainable set (T, O, —1) of an 1.24-convex set 0
can be over-approximated by supporting balls of radius 12. A particular situation in
the computation of a discrete abstraction for (4.10) is illustrated in Fig. 4.1: Q; is a
0.4-convex embedding of the cell Ay. Therefore, (T,€1,0) is over-approximated by
four supporting balls leading to the approximation ﬁl, which is a 1.24-convex set by
the calculation above. For Q4 5 := Qg N Q4 the attainable set ¢(T, Q4 2, —1) is over-
approximated using supportlng balls of both radii 1.24 and 12 since (T, 2, —1) =
o(T,Q, —1) N (T, Qy, —1), which results in the approximation QLQ

The advantage of using supporting balls lies in the fact that with the same data as
required for the half-spaces the attainable sets are approximated more accurately.
Consequently, fewer non-empty intersections due to conservative approximations oc-
cur, which increases the accuracy of the discrete abstraction (less spurious transitions):
In Fig. 4.1, ﬁl N Az = () whereas if ﬁl had been defined by the supporting half-spaces
the corresponding intersection would be non-empty. In [39], it is demonstrated that
the abstraction based control design as briefly described in the present work benefits
from this refined over-approximation method.

5. Conclusions. We have developed necessary and sufficient conditions for con-
nected sublevel sets of the form (1.1) to be convex and strongly convex, respectively.
The application to attainable sets of systems (1.3) presented in Section 4 has been
the main motivation for our work.

Although it has been sufficient for our purposes to consider a finite dimensional
setting, we emphasize that all of our results extend to arbitrary Hilbert spaces. In
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Q9

Al As

o(T,Q1,2,—-1)

/élj%

Fia. 4.1. Illustration of Example 4.5.

O

fact, the derivations in Section 3 do not need any modification if we only notice that
the result in [30] equally holds for infinite-dimensional cones that are given as the
intersection of a finite number of half-spaces. Analogously, our results and arguments
in Section 4 remain valid under the additional assumption that the image ®(2) and
the attainable set (7, 2), respecticely, is closed, and for the attainable sets this is
already guaranteed if the open set X contains an e-neighborhood of €, for some
positive €. Only the proof of [28, Lemma A.2] needs to (and can) be adapted to the
Hilbert space setting.

Among the issues that we leave open for future research are the relaxation of the
constraint qualifications in Section 3 and the extension of our results on attainable
sets in Section 4 to differential inclusions under assumptions that are realistic from
the control theory point of view.
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