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Abstract. This work focuses on the iterative solution of sequences of KKT linear systems arising
in interior point methods applied to large convex quadratic programming problems. This task is the
computational core of the interior point procedure and an efficient preconditioning strategy is crucial
for the efficiency of the overall method. Constraint preconditioners are very effective in this context;
nevertheless, their computation may be very expensive for large-scale problems and resorting to
approximations of them may be convenient. Here we propose a procedure for building inexact
constraint preconditioners by updating a seed constraint preconditioner computed for a KKT matrix
at a previous interior point iteration. These updates are obtained through low-rank corrections of
the Schur complement of the (1,1) block of the seed preconditioner. The updated preconditioners
are analyzed both theoretically and computationally. The results obtained show that our updating
procedure, coupled with an adaptive strategy for determining whether to reinitialize or update the
preconditioner, can enhance the performance of interior point methods on large problems.

Key words. KKT systems, constraint preconditioners, matrix updates, convex quadratic pro-
gramming, interior point methods.
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1. Introduction. Second-order methods for constrained and unconstrained op-
timization require, at each iteration, the solution of a system of linear equations. For
large-scale problems it is common to solve each system by an iterative method cou-
pled with a suitable preconditioner. Since the computation of a preconditoner for
each linear system can be very expensive, in recent years there has been a growing
interest in reducing the cost for preconditioning by sharing some computational effort
through subsequent linear systems.

Updating preconditioner frameworks for sequences of linear systems have a com-
mon feature: based on information generated during the solution of a linear system
in the sequence, a preconditioner for a subsequent system is generated. An efficient
updating procedure is expected to build a preconditioner which is less effective in
terms of linear iterations than the one computed from scratch, but more convenient
in terms of cost for the overall linear algebra phase. The approaches existing in lit-
erature can be broadly classified as: limited-memory quasi-Newton preconditioners
for symmetric positive definite and nonsymmetric matrices (see, e.g., [10, 36, 41]),
recycled Krylov information preconditioners for symmetric and nonsymmetric matri-
ces (see, e.g., [18, 30, 32, 38]), updates of factorized preconditioners for symmetric
positive definite and nonsymmetric matrices (see, e.g., [3, 4, 5, 6, 7, 17, 25, 40]).
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In this paper we study the problem of preconditioning sequences of KKT systems
arising in the solution of the convex quadratic programing (QP) problem

minimize
1

2
xTQx+ cTx,

subject to A1x− s = b1, A2x = b2, x+ v = u, (x, s, v) ≥ 0
(1.1)

by Interior Point (IP) methods [34, 46]. Here Q ∈ R
n×n is symmetric positive semidef-

inite, and A1 ∈ R
m1×n, A2 ∈ R

m2×n, with m = m1 +m2 ≤ n. Note that s and v are
slack variables, used to transform the inequality constraints A1x ≥ b1 and x ≤ u into
equality constraints.

The updating strategy proposed here concerns constraint preconditioners (CPs)
[11, 13, 19, 22, 31, 37, 42]. Using the factorization of a seed CP computed for some
KKT matrix of the sequence, the factorization of an approximate CP is built for
subsequent systems. The resulting preconditioner is a special case of inexact CP
[12, 26, 39, 42, 44] and is intended to reduce the computational cost while preserving
effectiveness. To the best of our knowledge, this is the first attempt to study, both
theoretically and numerically, a preconditioner updating technique for sequences of
KKT systems arising from (1.1). A computational analysis of the reuse of CPs in
consecutive IP steps, which can be regarded as a limit case of preconditioner updating,
has been presented in [15].

Concerning preconditioner updates for sequences of systems arising from IP meth-
ods, we are aware of the work in [1, 45], where linear programming problems are
considered. In this case, the KKT linear systems are reduced to the so-called normal
equation form; some systems of the sequence are solved by the Cholesky factorization,
while the remaining ones are solved by the Conjugate Gradient method preconditioned
with a low-rank correction of the last computed Cholesky factor.

Motivated by [1, 45], in this work we adapt the low-rank corrections given therein
to our problem. In our approach the updated preconditioner is an inexact CP where
the Schur complement of the (1,1) block is replaced by a low-rank modification of
the corresponding Schur complement in the seed preconditioner. The validity of the
proposed procedure is supported by a spectral analysis of the preconditioned matrix
and by numerical results illustrating its performance.

The paper is organized as follows. In Section 2 we provide preliminaries on CPs
and new spectral analysis results for general inexact CPs. In Section 3 we present
our updating procedure and specialize the spectral analysis conducted in the previous
section to the updated preconditioners. In Section 4 we discuss implementation issues
of the updating procedure and present numerical results obtained by solving sequences
of linear systems arising in the solution of convex QP problems. These results show
that our updating technique is able to reduce the computational cost for solving the
overall sequence whenever the updating strategy is performed in conjunction with
adaptive strategies for determining whether to recompute the seed preconditioner or
update the current one.

In the following, ‖ ·‖ denotes the vector or matrix 2-norm and, for any symmetric
matrix A, λmin(A) and λmax(A) denote its minimum and maximum eigenvalues. Fi-
nally, for any complex number α, R(α) and I(α) denote the real and imaginary parts
of α, respectively.

2. Inexact Constraints Preconditioners. In this section we discuss the fea-
tures of the KKT matrices arising in the solution of problem (1.1) by IP methods and
present spectral properties of both CPs and inexact CPs. This analysis will be used
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to develop our updating strategy. Throughout the paper we assume that the matrix

A =

[

A1

A2

]

∈ R
m×n is full rank.

The application of an IP method to problem (1.1) gives rise to a sequence of
symmetric indefinite matrices differing by a diagonal, possibly indefinite, matrix. In
fact, at the kth IP iteration, the KKT matrix takes the form

Ak =

[

Q+Θ
(1)
k AT

A −Θ
(2)
k

]

,

where Θ
(1)
k ∈ R

n×n is diagonal positive definite and Θ
(2)
k ∈ R

m×m is diagonal positive
semidefinite. In particular,

Θ
(1)
k = X−1

k Wk + V −1
k Tk,

Θ
(2)
k =

[

Y −1
k Sk 0
0 0

]

,

where (xk, wk), (sk, yk), and (vk, tk) are the pairs of complementary variables of
problem (1.1) evaluated at the current iteration, and Xk,Wk, Sk, Yk, Vk and Tk are
the corresponding diagonal matrices according to the standard IP notation. If the

QP problem has no linear inequality constraints then Θ
(2)
k is the zero matrix; other-

wise Θ
(2)
k admits positive diagonal entries corresponding to slack variables for linear

inequality constraints.
To simplify the notation, in the rest of the paper we drop the iteration index k

from Ak, Θ
(1)
k and Θ

(2)
k . Hence,

A = Ak(2.1)

and the CP for A is given by

Pex =

[

G AT

A −Θ(2)

]

,(2.2)

where G is an approximation to Q+Θ(1). Clearly, the application of Pex requires its
factorization.

In order to define Pex, one possibility is to specify G and then explicitly factorize
the preconditioner; alternatively, implicit factorizations can be used, where Pex is
derived from specially chosen factors M and C in Pex = MCMT (see, e.g., [23, 24]).
We follow the former approach and choose G as the diagonal matrix with the same
diagonal entries as Q+Θ(1), i.e.,

G = diag(Q+Θ(1)).(2.3)

The resulting matrix P−1
ex A has an eigenvalue at 1 with multiplicity 2m − p, with

p = rank(Θ(2)), and n − m + p real positive eigenvalues such that the better G
approximates Q+Θ(1) the more clustered around 1 they are [22, 37].

The factorization of Pex can be obtained by computing a Cholesky-like factoriza-
tion of the negative Schur complement, S, of G in A,

S = AG−1AT +Θ(2),(2.4)
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and using the block decomposition

Pex =

[

In 0
AG−1 Im

] [

G 0
0 −S

] [

In G−1AT

0 Im

]

,(2.5)

where Ir is the identity matrix of dimension r, for any integer r.
In problems where a large part of the computational cost for solving the linear

system depends on the computation of a Cholesky-like factorization of S, this matrix
may be replaced by a computationally cheaper approximation of it [26, 39, 42]. This
yields the following inexact CP:

Pinex =

[

In 0
AG−1 Im

] [

G 0
0 −Sinex

] [

In G−1AT

0 Im

]

,

where Sinex is the approximation of S.

2.1. Analysis of the eigenvalues. Due to the indefiniteness of P−1
inexA and

the specific form of Pinex, the preconditioned linear system must be solved by either
nonsymmetric solvers, such as GMRES [43] and QMR [27], or by the simplified ver-
sion of the QMR method [28]; such a simplified solver, named SQMR, is capable of
exploiting the symmetry of A and Pinex and is used in our numerical experiments.

Although the convergence of many Krylov solvers is not fully characterized by
the spectral properties of the coefficient matrix, in many practical cases it depends to
a large extent on the eigenvalue distribution. For this reason, exploiting the spectral
analysis of P−1

inexA made in the general context of saddle point problems [8, 9, 44], we
provide bounds on the eigenvalues which will guide our preconditioner updates.

In order to carry out our analysis we write the eigenvalue problem for the matrix
P−1
inexA in the form

[

Q+Θ(1) AT

A −Θ(2)

] [

x
y

]

= λPinex

[

x
y

]

.(2.6)

Starting from results in [8], in the next theorem we give bounds on the eigenvalues
which highlight the dependence of the spectrum of P−1

inexA on that of S−1
inexS.

Theorem 2.1. Let λ and [xT , yT ]T be an eigenvalue of problem (2.6) and a
corresponding eigenvector. Let

X = G− 1

2 (Q+Θ(1))G− 1

2(2.7)

and suppose that 2In −X is positive definite. Let

λ̄ = λmax(S
−1
inexS) max{2− λmin(X), 1},(2.8)

λ = λmin(S
−1
inexS) min{2− λmax(X), 1},(2.9)

if Θ(2) 6= 0, and

λ̄ = λmax(S
−1
inexS) (2− λmin(X)),(2.10)

λ = λmin(S
−1
inexS) (2− λmax(X)),(2.11)

otherwise.
Then, P−1

inexA has at most 2m eigenvalues with nonzero imaginary part, counting
conjugates. Furthermore, if λ has nonzero imaginary part, then

1

2
(λmin(X) + λ) ≤ R(λ) ≤

1

2
(λmax(X) + λ̄),(2.12)
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otherwise

min{λmin(X), λ} ≤ λ ≤ max{λmax(X), λ̄}, for y 6= 0,(2.13)

λmin(X) ≤ λ ≤ λmax(X), for y = 0.(2.14)

Finally, the imaginary part of λ satisfies

|I(λ)| ≤

√

λmax(S
−1
inexAG

−1AT )‖In −X‖.(2.15)

Proof. Let

Sinex = RRT ,

be the Cholesky factorization of Sinex with R lower triangular. With a little algebra,
the eigenvalue problem (2.6) becomes

[

X Y T

Y −Z

] [

u
v

]

= λ

[

In 0
0 −Im

] [

u
v

]

,

where X is the matrix in (2.7) and

Y = R−1AG− 1

2 (In −X),(2.16)

Z = R−1AG− 1

2 (2In −X)G− 1

2ATR−T +R−1Θ(2)R−T ,
[

u
v

]

=

[

G
1

2 G−1/2AT

0 RT

] [

x
y

]

(see [8]).
From [8, Proposition 2.3] it follows that P−1

inexA has at most 2m eigenvalues
with nonzero imaginary part, counting conjugates. Furthermore, [8, Proposition 2.12]
shows that, when Y is full rank and Z is positive semidefinite, if λ has nonzero
imaginary part, then

1

2
(λmin(X) + λmin(Z)) ≤ R(λ) ≤

1

2
(λmax(X) + λmax(Z)),(2.17)

otherwise

min{λmin(X), λmin(Z)} ≤λ≤ max{λmax(X), λmax(Z)}, for v 6= 0,(2.18)

λmin(X) ≤λ≤ λmax(X), for v = 0.(2.19)

In addition, the imaginary part of λ satisfies

|I(λ)| ≤ ‖Y ‖.(2.20)

The same results hold if Y is rank deficient with Z positive definite on ker(Y T ).
By assumptions, Z is positive definite and hence inequalities (2.17)–(2.20) hold.

Furthermore, since v = RT y and R is nonsingular, (2.14) is equivalent to (2.19). It
remains to prove (2.12), (2.13) and (2.15); we proceed by bounding λmin(Z), λmax(Z)
and ‖Y ‖.

We consider first the case Θ(2) 6= 0. In order to provide an upper bound on
λmax(Z), we note that

Z = R−1
[

AG− 1

2 (Θ(2))
1

2

]

[

2In −X 0
0 Im

] [

G− 1

2AT

(Θ(2))
1

2

]

R−T .
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Let V U be the rank-retaining factorization of

[

G− 1

2AT

(Θ(2))
1

2

]

, where V ∈ R
(n+m)×m

has orthogonal columns and U ∈ R
m×m is upper triangular and nonsingular. Then,

S = UTU and

Z = R−1UTV T

[

2In −X 0
0 Im

]

V UR−T .(2.21)

Letting N = R−1UT , we have

λmax(Z) = ‖Z‖ ≤ ‖N‖2 max{2− λmin(X), 1}.

Since NTN is similar to S−1
inex S, the upper bounds in (2.12) and (2.13), with λ̄ given

in (2.8), follow from the upper bounds in (2.17) and (2.18).

In order to provide a lower bound on λmin(Z), we observe that

1

λmin(Z)
=

∥

∥Z−1
∥

∥ ≤
∥

∥N−1
∥

∥

2

∥

∥

∥

∥

∥

(

V T

[

2In −X 0
0 Im

]

V

)−1
∥

∥

∥

∥

∥

.(2.22)

By noting that N−TN−1 is similar to S−1 Sinex and hence

∥

∥N−1
∥

∥

2
=

1

λmin(S
−1
inex S)

,

and by applying the Courant-Fischer minimax characterization (see, e.g., [33, Theo-
rem 8.1.2]) to the rightmost term in (2.22), we have that the lower bounds in (2.12)
and (2.13), with λ given in (2.9), follow from the lower bounds in (2.17) and (2.18).

When Θ(2) = 0, inequalities (2.12)–(2.13) can be derived by assuming that V U

is the rank-retaining factorization of G− 1

2AT , with V ∈ R
n×m having orthogonal

columns and U ∈ R
m×m upper triangular and nonsingular. In this case equality (2.21)

becomes

Z = R−1UTV T (2In −X)V UR−T

and the thesis follows by reasoning as above.

Finally, from (2.16) it follows that

‖Y ‖ ≤ ‖R−1AG− 1

2 ‖ ‖In −X‖ =
√

λmax(R−1AG−1ATR−T ) ‖In −X‖.(2.23)

Inequality (2.15) follows from (2.20) and (2.23) by noting that R−1AG−1ATR−T and
S−1
inexAG

−1AT are similar.

Remark 2.1. Note that the assumption on 2In−X in the theorem can be fulfilled
by a proper scaling of X enforcing its eigenvalues to be smaller than 2. Furthermore,
if Q is diagonal, then X = In and from (2.15) it follows that all the eigenvalues of
P−1
inexA are real. In this case P−1

inexA has at least n unit eigenvalues, with n associated
independent eigenvectors of the form [xT , 0T ]T , and the remaining eigenvalues lie in
the interval [λmin(S

−1
inexS), λmax(S

−1
inex S)] (see also [26]).
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3. Building an inexact constraint preconditioner by updates. In this
section we design a strategy for updating the CP built for some seed matrix of the
KKT sequence. The update is based on low-rank corrections and generates inexact
constraint preconditioners for subsequent systems.

Let us consider a KKT matrix Aseed generated at some iteration r of the IP
procedure,

Aseed =

[

Q+Θ
(1)
seed AT

A −Θ
(2)
seed

]

,(3.1)

where Θ
(1)
seed ∈ R

n×n is diagonal positive definite and Θ
(2)
seed ∈ R

m×m is diagonal
positive semidefinite. The corresponding seed CP has the form

Pseed =

[

H AT

A −Θ
(2)
seed

]

,(3.2)

where H = diag(Q + Θ
(1)
seed). Assume that a block factorization of Pseed has been

obtained by computing the Cholesky-like factorization of the negative Schur comple-
ment, Sseed, of H in Pseed,

Sseed = AH−1AT +Θ
(2)
seed = LDLT ,(3.3)

where L is unit lower triangular and D is diagonal positive definite.
Let A in (2.1) be a subsequent matrix of the KKT sequence, Pex in (2.5) the

corresponding CP, with G defined as in (2.3), and S the Schur complement (2.4).
We replace S with a suitable update of Sseed, named Supd, obtaining the inexact
preconditioner

Pupd =

[

In 0
AG−1 Im

] [

G 0
0 −Supd

] [

In G−1AT

0 Im

]

.(3.4)

In the remainder of this section we show that specific choices of Supd provide easily
computable bounds on the eigenvalues of S−1

updS; we use these bounds, together with
the spectral analysis in Section 2, for constructing practical inexact preconditioners
by updating techniques. For ease of presentation, we consider the cases Θ(2) = 0 and
Θ(2) 6= 0 separately.

3.1. Updated preconditioners for Θ(2) = 0. We consider a low-rank up-
date/downdate of Sseed = AH−1AT = LDLT that generates a matrix Supd of the
form

Supd = AJ−1AT = LupdDupdL
T
upd,(3.5)

where J is a suitably chosen diagonal positive definite matrix, Lupd is unit lower
triangular and Dupd is diagonal positive definite.

A guideline for choosing J is provided by Theorem 2.1 and by a result in [1],
reported next for completeness.

Lemma 3.1. Let B ∈ R
m×n be full rank and let E, F ∈ R

n×n be symmetric and
positive definite. Then, any eigenvalue λ of (BEBT )−1 BFBT satisfies

λmin(E
−1F ) ≤ λ((BEBT )−1 BFBT ) ≤ λmax(E

−1F ).(3.6)
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For any diagonal matrixW ∈ IRn, let γ(W ) = (γ1(W ), . . . , γn(W ))T be the vector
with entries given by the diagonal entries of WG−1 sorted in nondecreasing order, i.e.,

min
1≤i≤n

Wii

Gii
= γ1(W ) ≤ γ2(W ) ≤ · · · ≤ γn(W ) = max

1≤i≤n

Wii

Gii
.(3.7)

By Lemma 3.1, the eigenvalues of S−1
updS can be bounded by using the diagonal entries

of JG−1, i.e.,

γ1(J) ≤ λ(S−1
updS) ≤ γn(J);(3.8)

then, Theorem 2.1 implies the following result.
Corollary 3.2. Let A, Pupd and Supd be the matrices in (2.1), (3.4) and (3.5),

respectively, and λ an eigenvalue of P−1
updA. Let γ1(J) and γn(J) be defined according

to (3.7) and let X be the matrix in (2.7). If 2In −X is positive definite, then (2.12)–
(2.14) hold with

λ̄ ≤ γn(J) (2 − λmin(X)),(3.9)

λ ≥ γ1(J) (2− λmax(X)).(3.10)

Furthermore,

|I(λ)| ≤
√

γn(J) ‖In −X‖.(3.11)

The key issue is to define J such that a good tradeoff can be achieved between
the effectiveness of the bounds provided by Corollary 3.2 and the cost for building
the factors Lupd and Dupd in (3.5). On the basis of this consideration, following [1]
we define Supd as a low-rank correction of Sseed of the form

Supd = AH−1AT + ĀK̄ĀT = A
(

H−1 +K
)

AT ,

whereK ∈ IRn×n is a diagonal matrix with only q < n nonzero entries on the diagonal,
K̄ ∈ IRq×q is the principal submatrix ofK containing these nonzero entries, Ā ∈ IRm×q

is made of the corresponding q columns of A, and J−1 = H−1+K accounts for major
changes from H to G. In order to choose K, we consider the vector γ(H), defined
according to (3.7), and the vector of integers l = (l1, . . . , ln)

T such that li gives the
position of Hii/Gii in γ(H), i.e.,

γli(H) =
Hii

Gii
,

and define the set

Γ = {i : n− q1 + 1 ≤ li ≤ n and γli(H) > µγ}
∪ {i : 1 ≤ li ≤ q2 and γli(H) < νγ},

(3.12)

where µγ ≥ 1, νγ ∈ (0, 1], and q1 and q2 are nonnegative integers such that q1+q2 = q.
Then we define the diagonal matrix K by setting

Kii =

{

G−1
ii −H−1

ii , if i ∈ Γ,
0, otherwise,

(3.13)

8



Algorithm 3.1 (Building Supd via low-rank update)

[Lupd,Dupd] = lr update (H , G, A, L, D, q1, q2, µγ , νγ)

1: Build the vector γ(H), containing the diagonal entries ofHG−1 sorted in nonde-
creasing order, and the vector l, containing the positions of the diagonal entries
of HG−1 in γ(H).

2: Build the set Γ in (3.12) and the vector CΓ ∈ IRq that contains the indices i ∈ Γ
in increasing order.

3: Build the matrix K̄ by defining its diagonal entries as

K̄ss = G−1
jj −H−1

jj , j = CΓ(s), s = 1, . . . , q,

and set Ā = A(:, CΓ).

4: Compute the factorization LupdDupdL
T
upd of Supd = Sseed + ĀK̄ĀT by updat-

ing/downdating the factors L and D.

and choose K̄ as the principal submatrix of K having as diagonal entries the values
Kii with index i ∈ Γ. Finally, we define Ā as the matrix consisting of the columns of
A corresponding to the indices in Γ, ordered as they are in A.

The matrix Supd is positive definite and Supd − Sseed is a low-rank matrix if the
cardinality of Γ is small, i.e., q ≪ n. In this case the Cholesky-like factorization of Supd

can be conveniently computed by updating or downdating the factorization LDLT

of Sseed. Specifically, an update must be performed if Hii > Gii, and a downdate
if Hii < Gii. This task can be accomplished by either using efficient procedures
for updating and downdating the Cholesky factorization [21], or by the Shermann-
Morrison-Woodbury formula (see, e.g., [33, Section 2.1.3]). Clearly, once Supd has
been factorized, the factorization of Pupd is readily available.

The procedure described so far is summarized in Algorithm 3.1 and is called
lr update. It takes in input the matrices H , G and A, the factors L and D of Sseed,
and the scalars q1, q2, µγ , and νγ , and returns in output the factors Lupd and Dupd

of Supd. For simplicity, we assume that the first set on the right-hand side of (3.12)
contains q1 elements and the second set contains q2 elements. Note that we borrow
the Matlab notation.

The previous choice of K implies that the matrix J has the following diagonal
entries:

Jii =

{

Gii, if i ∈ Γ,
Hii, otherwise,

and hence

γ1(J) = min{1,min
i/∈Γ

γli(H)} = min{1, γq2+1(H)},(3.14)

γn(J) = max{1,max
i/∈Γ

γli(H)} = max{1, γn−q1(H)}.(3.15)

Then, from Corollary 3.2 it follows that, among the possible choices of J , the one
considered here is expected to provide good eigenvalue bounds as long as γq2(H)
and γn−q1+1(H) are well separated from γq2+1(H) and γn−q1(H), respectively. We
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Fig. 3.1. Spectra of the matrices A, P−1
ex A, and P

−1

upd
A with q1 = q2 = 25, at the 10th iteration

of an IP method applied to problem CVXQP1 (n = 1000, m = 500). The updated preconditioner is
built from the Schur complement of the exact preconditioner at the 6th IP iteration.

observe that by setting µγ = νγ = 1 we allow to include in Γ indices corresponding to
values γli(H) close to 1, which may not change much the bounds provided by (3.11)
and by (2.12)–(2.14) with (3.9)–(3.10). Therefore, the use of larger (smaller) values
for µγ (νγ) may be effective anyway, while saving computational cost (see Section 4
for further details). Furthermore, a consequence of this low-rank correction strategy
is that S − Supd has q zero eigenvalues; thus P−1

inexAk has 2q unit eigenvalues with
geometric multiplicity q [44, Theorem 3.3].

We note that in the limit case q = 0 the set Γ is empty; hence Supd = Sseed and

γli(H) =
Qii + (Θ

(1)
seed)ii

Qii +Θ
(1)
ii

.

The element γli(H) is expected to be close to 1 if (Θ(1))ii − (Θ
(1)
seed)ii is small, while

it may significantly differ from 1 if Θ
(1)
ii tends to zero or infinity, as it happens when

the IP iterate approaches an optimal solution where strict complementarity holds.
We conclude this section showing the spectra of the matricesA, P−1

ex A and P−1
updA,

where A has been obtained by applying an IP solver to problem CVXQP1 from the
CUTEst collection [35], with dimensions n = 1000 and m = 500 (see Figure 3.1). The
IP solver, described in Section 4, has been run using Pex, and A is the KKT matrix at
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the 10th IP iteration. The updated preconditioner Pupd has been built by updating
the matrix Aseed obtained at the 6th IP iteration, using q1 = q2 = 25. In this case
γq2+1 = 1.85e-3 and γn−q1 = 2.73e+0. We see that, unlike Pex, Pupd moves some
eigenvalues from the real to the complex field. Nevertheless, Pupd tends to cluster the
eigenvalues of A around 1, and γq2+1 and γn−q1 provide approximate bounds on the
real and imaginary parts of the eigenvalues of the preconditioned matrix, according
to (3.11)–(3.10) and (3.14)–(3.15). Of course, this clustering is less effective than the
one performed by Pex, but it is useful in several cases, as shown in Section 4.

3.2. Updated preconditioners for Θ(2) 6= 0. The updating strategy described
in the previous section can be generalized to the case Θ(2) 6= 0. To this end, we
note that the sparsity pattern of Θ(2) does not change throughout the IP iterations

and the set L = {i : Θ
(2)
ii 6= 0} has cardinality equal to the number m1 of linear

inequality constraints in the QP problem. Let Θ̃
(2)
seed and Θ̃(2) be the m1×m1 diagonal

submatrices containing the nonzero diagonal entries of Θ
(2)
seed and Θ(2), respectively,

and let Ĩm be the rectangular matrix consisting of the columns of Im with indices in
L. Then, we have

Sseed = AH−1AT +Θ
(2)
seed= ÃH̃−1ÃT ,

S = AG−1AT +Θ(2) = ÃG̃−1ÃT ,

where

Ã =
[

A Ĩm
]

, H̃−1 =

[

H−1 0

0 Θ̃
(2)
seed

]

, G̃−1 =

[

G−1 0

0 Θ̃(2)

]

.

Analogously, letting

Supd = AJ−1AT +Θ
(2)
upd,(3.16)

we have

Supd = ÃJ̃−1ÃT , where J̃−1 =

[

J−1 0

0 Θ̃
(2)
upd

]

,

and Θ̃
(2)
upd is the m1 ×m1 diagonal submatrix of Θ

(2)
upd containing its nonzero diagonal

entries. Thus, we can choose J̃ using the same arguments as in the previous section.
With a little abuse of notation, let γ(J̃) = (γ1(J̃), . . . , γn+m1

(J̃)) be the vector with
elements equal to the diagonal entries of J̃G̃−1 sorted in nondecreasing order. Then,
by Lemma 3.1, the eigenvalues of S−1

updS satisfy

γ1(J̃) ≤ λ(S−1
updS) ≤ γn+m1

(J̃),(3.17)

and the following result holds.
Corollary 3.3. Let A, Pupd and Supd be the matrices in (2.1), (3.4) and (3.16),

respectively, and λ an eigenvalue of P−1
updA. Let γ1(J̃) and γn+m1

(J̃) be the smallest

and the largest element of γ(J̃) and let X be the matrix in (2.7). If 2In−X is positive
definite, then (2.12)–(2.14) hold with

λ̄ ≤ γn+m1
(J̃) max{2− λmin(X), 1},(3.18)

λ ≥ γ1(J̃) min{2− λmax(X), 1}.(3.19)

11



Furthermore,

|I(λ)| ≤

√

γn+m1
(J̃) ‖In −X‖.(3.20)

Proof. Inequalities (3.18) and (3.19) follow directly from Theorem 2.1 and (3.17).
Since Θ(2) is positive semidefinite, for any vector w ∈ R

n we have

wTS
− 1

2

updAG
−1ATS

− 1

2

updw ≤ wTS
− 1

2

upd(AG
−1AT + Θ(2))Supdw.

Then, by matrix similarity,

λmax(S
−1
updAG

−1AT ) ≤ λmax(S
−1
updS)(3.21)

and (3.20) follows by using Theorem 2.1 and (3.17).

On the basis of the previous results, the generalization of the updating procedure
to the case Θ(2) 6= 0 is straightforward. If Sseed = LDLT , the factorization of Pupd

can be computed by invoking procedure lr update with input data H̃ , G̃ and Ã in
place of H , G and A.

4. Numerical results. We tested the effectiveness of our updating procedure
by solving sequences of KKT systems arising in the solution of convex QP problems
where m ≤ n and A is full rank.

To this end, we implemented lr update within PRQP, a Fortran 90 solver for
convex QP problems based on a primal-dual inexact Potential Reduction IP method
[13, 16, 19]. For comparison purpose, we implemented the preconditioner Pex too,
in the form specified in (2.5). We used the CHOLMOD library [21] to compute the
sparse LDLT factorization of Sseed and S, and to perform the low-rank updates and
downdates required by Supd. For the solution of the KKT systems, we developed
an implementation of the left-preconditioned SQMR method without look-ahead [28],
taking into account the block structure of the system matrices and of the exact and
updated preconditioners. All the new code was written in Fortran 90, with interfaces
to the functions of CHOLMOD, written in C. We note that only one matrix-vector
product per iteration is performed in our SQMR implementation, except in the last
few iterations, where an additional matrix-vector product per iteration is computed to
use the residual instead of the preconditioned BCG-residual in the stopping criterion,
as in the QMRPACK code [29]. This keeps the computational cost per iteration
comparable with that of the Conjugate Gradient method. We also observe that,
although no theoretical convergence estimates are available for SQMR, this method
has shown good performance in all our experiments.

PRQP was run on several test problems, either taken from the CUTEst col-
lection [35] or obtained by modifying CUTEst problems, as explained later in this
section. The starting point was chosen as explained in [20] and the IP iterations
were stopped when the relative duality gap and suitable measures of the primal and
dual infeasibilities became lower than 10−7 and 10−8, respectively (see [14] for the
details). The zero vector was used as starting guess in SQMR. An adaptive criterion
was applied to stop the iterations [14], which relates the accuracy in the solution of
the KKT system to the quality of the current IP iterate, in the spirit of inexact IP
methods [2]. A maximum number of 1000 SQMR iterations was considered too, but
it was never reached in our runs.
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Concerning the choice of q, some comments are in order. As the value of q in-
creases, the updated preconditioner is expected to improve its effectiveness, reducing
the number of linear iterations. On the other hand, its computational cost is also
expected to increase, because of the growing cost of the low-rank modification. In
order to reduce the time for the solution of the overall KKT sequence, the updating
strategy must realize a tradeoff between effectiveness and cost, and our experience
has shown that q must be much smaller than the dimension of the Schur complement.
On the basis of these considerations, we also think that heuristic rules for choosing q
dynamically, such as the one proposed in [45], may have limited impact of our proce-
dure because only a small range of values of q is affordable. However, we postpone a
systematic study of this issue to future work. In the experiments we set q = 50, 100
and q1 = q2 = q/2, which is much smaller than the dimension of the Schur comple-
ment in our test problems. We also considered “the limit case” q = 0, corresponding
to Supd = Sseed in the updated preconditioner Pupd. Preliminary experiments with
larger values of q, i.e., q = 150, 200, did not lead to any performance improvement and
therefore we decided to discard these values. Furthermore, since we had not obtained
practical benefits by including in Γ indices corresponding to values of γli(H) close
to 1, we set µγ = 10 and νγ = 0.1. When the number of elements γli(H) > µγ or
the number of elements γli(H) < νγ was less than q/2, we chose q1 and q2 to get the

largest possible value of q1 + q2. The same comments hold for γli(H̃). For simplicity,
in the following the notation γli(H) is used also to indicate γli(H̃), as it will be clear
from the context.

On the basis of numerical experiments, we decided to refresh the preconditioner,
i.e., to build Pex instead of Pupd, when the time for computing Pupd and solving the
linear system exceeded 90% of the time for building the last exact preconditioner and
solving the corresponding system. When for a specific system of the sequence this
situation occured, the next system of the sequence was solved using the preconditioner
Pex. We also set a maximum number, kmax, of consecutive preconditioner updates,
after which the refresh was performed anyway. This strategy aims at avoiding possible
situations in which the time saved by updating the Schur complement, instead of re-
factorizing it, is offset by an excessive increase in the number of SQMR iterations,
due to deterioration of the quality of the preconditioner. In the experiments discussed
here kmax = 5 was used for all the test problems.

We observe that we did not apply any scaling to the matrix X in (2.7), although
our supporting theory lies on the assumption that the eigenvalues of X are smaller
than 2. Nevertheless, the results generally appear to be in agreement with the theory.
It is also worth noting that since each KKT system is built from the approximation of
the optimal solution computed at the previous IP iteration, different preconditioners
produce changes in the sequence of KKT systems. On the other hand, testing our
updating technique inside an IP solver allows to better evaluate its impact on the
performance of the overall optimization method, providing a more general evaluation
of our approach. In our experiments we did not observe strong differences in the
behaviour of the IP method by using Pex or Pupd with different values of q, and the
number of IP iterations was generally unaffected by the choice of the preconditioner
(a small variation of the IP iterations was observed in few cases, as shown in the
tables reported in the next pages).

We performed the numerical experiments on an Intel Core 2 Duo E7300 proces-
sor with clock frequency of 2.66 GHz, 4 GB of RAM and 3 MB of cache memory,
running Debian GNU/Linux 6.0.7 (kernel version 2.6.32-5-amd64). All the software
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was compiled using the the GNU C and Fortran compilers (version 4.4.5).

Since the performance of the updating strategy was expected to depend on the
cost of the factorization of the Schur complement, we selected test problems requiring
different factorization costs. As a first test set, we considered some problems taken
from the CUTEst collection [35] or obtained by modifying problems available in this
collection, as explained next. Most of the large CUTEst convex QP problems with
inequality constraints (corresponding to Θ(2) 6= 0) were not useful for our experiments,
because of the extremely low cost of the factorization of their Schur complements.
Therefore, we also modified two CUTEst QP problems with linear constraints Ax = b
and non-negligible factorization costs, by changing Ax = b into Ax ≥ b. The problems
of this test set are listed in Table 4.1, along with their dimensions and the number of
nonzero entries of their Schur complements. The modified problems are identified by
appending “-M” to their original names. In the first three problems Θ(2) = 0, while
in the remaining ones Θ(2) 6= 0. For all the problems the Schur complements are
very sparse; furthermore, they are banded for STCQP2, MOSARQP1 and QPBAND
(diagonal for the latter problem).

A comparison among the exact and updated preconditioners on this set of prob-
lems is presented in Table 4.1. For each preconditioner we report the total number of
PRQP iterations (IP its), the total number of SQMR iterations (its) and the overall
computation time, in seconds, needed to solve the KKT sequence. The results shows
that using the updating strategy is not beneficial on these problems. Since the ex-
act factorization of the Schur complement is not significantly more expensive than
SQMR, the time saved by applying the updating strategy is not enough to offset the
time required by the larger number of SQMR iterations resulting from the use of an
approximate CP. Nevertheless, for STCQP2 and MOSARQP1, the updating strategy
shows the same performance as the exact preconditioner. We also see that in many
cases the number of SQMR iterations increases with q, which seems contrary to our
expectations. This behaviour has been explained with a deeper analysis of the exe-
cution of PRQP on the selected test problems. The convergence histories of the IP
method enlighten that the IP iterations at which the refresh takes place vary with q;
this does not allow a fair comparison among the updating rules using different values
of the parameter q. This behaviour is ascribed to the fact that the computation of
the exact preconditioner is not expensive and therefore the refresh strategy is very
sensitive to the choice of q. In particular, in our experiments the choice q = 0 often
leads to recomputing the exact preconditioners before the number of SQMR iterations
increases too much, thus reducing the iteration count with respect to larger values
of q. We also note that in some cases the number of SQMR iterations is practically
constant as q varies, because either the number of elements γli(H) 6∈ [νγ , µγ ] is much
smaller than q, or the values γli(H) excluded by the updating strategy are not well
separated from γq2(H) and γn−q1+1(H).

Despite these first unfavourable results, since the updating strategy does not
excessively increase the number of SQMR iterations, we can still expect a significant
time reduction on problems with Schur complements requiring large factorization
times. In order to investigate this issue, we built a second set of test problems with
less sparse Schur complements, by modifying the problems in Table 4.1 as follows. In
problems CVXQP1, CVXQP1-M, CVXQP3 and CVXQP3-M, we added four nonzero
entries per row in the matrix A, while in problem QPBAND we added two nonzero
entries per row. In problem MOSARQP1, we introduced nonzeros in the positions
(i, n) of the constraint matrix A, where i is such that mod(i, 10) = 1. These new
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Pex Pupd (q = 0) Pupd (q=50) Pupd (q=100)

Problem

n

m

nnz(S)
IP its its time IP its its time IP its its time IP its its time

CVXQP1
20000
10000
67976

16 209 2.07e+0 16 298 2.35e+0 16 335 2.55e+0 16 323 2.49e+0

CVXQP3
20000
15000
155942

35 523 8.04e+0 35 800 9.32e+0 35 755 8.86e+0 35 757 8.90e+0

STCQP2
16385
8190

114660
12 226 1.46e+0 12 235 1.41e+0 12 235 1.43e+0 12 235 1.43e+0

CVXQP1-M
20000
10000
67976

26 1015 7.65e+0 29 1562 1.07e+1 26 1812 1.21e+1 26 1845 1.22e+1

CVXQP3-M
15000
11250
155942

30 1261 1.47e+1 30 1654 1.71e+1 30 2073 2.11e+1 30 2135 2.18e+1

MOSARQP1
22500
20000
257166

16 66 4.65e+0 16 193 4.53e+0 16 189 4.83e+0 16 215 5.21e+0

QPBAND
50000
25000
25000

12 757 7.13e+0 12 1596 1.37e+1 12 1600 1.43e+1 12 1599 1.37e+1

Table 4.1

Comparison between Pex and Pupd on the first set of test problems.
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problems are identified by appending “-D” to the names of the problems they come
from, as listed in Table 4.2 (“D” stands for “denser”). Finally, starting from problems
CVXQP3 and CVXQP3-M we generated two further problems, named CVXQP3-D2
and CVXQP3-M-D2, respectively. They were obtained by adding only one nonzero
entry per row in the matrix A. The densities of the resulting Schur complements
are between the Schur complements densities of the corresponding original and -D
versions.

The results in Table 4.2 show that when the Schur complement is denser, the
updating procedure provides a significant reduction in the overall computation time,
because the increase in the SQMR iterations is largely offset by the time saving
obtained by updating the factors of the Schur complement instead of recomputing
them. For the problems under consideration the reduction ranges from 21%, for
CVXQP3-M-D2 with q = 0, to 80%, for STCQP2-D with all the three values of q.
Comparing the behaviour of the updating strategy on CVXQP3-M-D and CVXQP3-
M-D2, we see that the percentage of time saved with the updating strategy drops from
53-54% to 21-24% when going from CVXQP3-M-D to CVXQP3-M-D2 (the latter has
a sparser Schur complement). A similar behaviour can be observed by comparing
the results obtained on CVXQP3-D and CVXQP3-D2. In this case the best time
reduction for CVXQP3-D amounts to 68% (q = 0), while the best one for CVXQP3-
D is 47% (q = 50). Furthermore, the time reduction also holds when the number of
IP iterations corresponding to the updating strategy is greater than the number of IP
iterations obtained with the exact preconditioner (see CVXQP3-D2). Surprisingly,
also the reverse may happen, i.e., the updating procedure may slightly reduce the
number of IP iterations (see CVXQP1-M-D and MOSARQP1-D).

We further note that the number of iterations obtained with Pupd generally de-
creases as q increases; thus, for the second set of problems, updating the Schur com-
plement by low-rank information appears to be beneficial in terms of iterations. There
are also some cases where the number of SQMR iterations is practically constant as
q varies (see STCQP2-D and QPBAND-D). In these cases, as for the corresponding
problems in the first test set, we verified that either the number of elements γli(H)
with indices in Γ is very small or even zero, or those values of γli(H) are not well
separated from the remaing ones, thus making the low-rank modification ineffective.
For similar reasons the reduction of the number of iterations from q = 50 to q = 100
is generally less significant than from q = 0 to q = 50. Finally, the best results in
terms of execution time are mostly obtained with q > 0.

To provide more insight into the behaviour of the updated preconditioners, in
Tables 4.3-4.6 we show some details concerning the solution of the sequences of KKT
systems arising from four problems, i.e., CVXQP3, CVXQP3-D, MOSARQP1 and
MOSARQP1-D. For each IP iteration we report the number, its, of SQMR iterations,
as well as the time, Tprec, for building the preconditioner, the time, Tsolve, for solving
the linear system, and their sum, Tsum. The last row contains the total number of
SQMR iterations and the total times, over all IP iterations, while the rows in bold
correspond to the IP iterations at which the preconditioner is refreshed. These tables
clearly support the previous observation that the updating strategy is efficient when
the computation of Pex is expensive, as it is for CVXQP3-D and MOSARQP1-D.
Conversely, when the time for building Pex is modest, recomputing Pex is a natural
choice. It also appears that the refresh strategy plays a significant role in achieving
efficiency, since it prevents the preconditioner from excessive deterioration. Finally,
when the time for computing Pex is not dominant, the refresh tends to occur more
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Pex Pupd (q = 0) Pupd (q=50) Pupd (q=100)

Problem

n

m

nnz(S)
IP its its time IP its its time IP its its time IP its its time

CVXQP1-D
20000
10000
240494

15 239 2.95e+2 15 759 9.83e+1 15 616 9.91e+1 15 602 1.03e+2

CVXQP3-D
20000
15000
542296

15 192 1.03e+3 15 778 3.30e+2 15 526 4.40e+2 15 481 4.55e+2

CVXQP3-D2
20000
15000
224396

15 288 9.95e+1 18 1009 6.02e+1 17 819 5.26e+1 17 802 5.46e+1

STCQP2-D
16385
8190

5003908
12 238 6.08e+2 12 262 1.22e+2 12 262 1.22+2 12 262 1.22e+2

CVXQP1-M-D
20000
10000
240494

28 1090 5.85e+2 28 4704 3.63e+2 28 3665 3.23e+2 27 3514 3.24e+2

CVXQP3-M-D
20000
15000
542296

25 910 1.93e+3 25 3605 9.08e+2 25 3416 8.89e+2 25 3317 9.07e+2

CVXQP3-M-D2
20000
15000
224396

25 822 1.66e+2 25 2782 1.32e+2 25 2645 1.33e+2 25 2148 1.25e+2

MOSARQP1-D
22500
20000
573216

24 93 4.94e+1 23 881 3.47e+1 22 599 3.00e+1 22 440 2.78e+1

QPBAND-D
50000
25000
149988

11 717 1.06e+3 11 2614 4.26e+2 11 2619 4.36e+2 11 2612 4.51e+2

Table 4.2

Comparison between Pex and Pupd on the second set of test problems.

1
7



Pex Pupd (q=50)
IP it its Tprec Tsolve Tsum its Tprec Tsolve Tsum

1 23 8.82e-2 2.50e-1 3.38e-1 23 8.79e-2 2.49e-1 3.37e-1

2 8 7.86e-2 9.17e-2 1.70e-1 15 2.21e-2 1.70e-1 1.92e-1
3 6 7.06e-2 7.35e-2 1.44e-1 20 2.17e-2 2.17e-1 2.39e-1
4 5 7.86e-2 6.16e-2 1.40e-1 28 1.92e-2 2.93e-1 3.12e-1
5 5 7.86e-2 6.16e-2 1.40e-1 5 7.45e-2 5.85e-2 1.33e-1

6 5 7.46e-2 5.90e-2 1.34e-1 9 5.54e-3 9.98e-2 1.05e-1
7 7 7.86e-2 8.39e-2 1.62e-1 17 1.37e-2 1.84e-1 1.98e-1
8 7 7.46e-2 8.00e-2 1.55e-1 7 7.46e-2 7.96e-2 1.54e-1

9 9 7.46e-2 1.01e-1 1.75e-1 11 1.05e-2 1.20e-1 1.31e-1
10 9 7.86e-2 9.81e-2 1.77e-1 20 1.48e-2 2.01e-1 2.16e-1
11 11 7.86e-2 1.19e-1 1.98e-1 11 7.46e-2 1.19e-1 1.93e-1

12 12 7.46e-2 1.31e-1 2.05e-1 14 1.05e-2 1.42e-1 1.52e-1
13 12 7.86e-2 1.26e-1 2.04e-1 34 1.88e-2 3.34e-1 3.53e-1
14 12 7.86e-2 1.25e-1 2.04e-1 12 7.45e-2 1.24e-1 1.99e-1

15 12 7.06e-2 1.25e-1 1.96e-1 16 1.06e-2 1.59e-1 1.70e-1
16 12 7.86e-2 1.26e-1 2.04e-1 28 1.17e-2 2.72e-1 2.84e-1
17 14 7.86e-2 1.47e-1 2.25e-1 14 7.47e-2 1.45e-1 2.20e-1

18 14 7.46e-2 1.44e-1 2.19e-1 20 1.04e-2 1.99e-1 2.10e-1
19 14 7.86e-2 1.44e-1 2.23e-1 14 7.06e-2 1.43e-1 2.13e-1

20 14 7.46e-2 1.41e-1 2.16e-1 21 1.06e-2 2.01e-1 2.12e-1
21 16 7.86e-2 1.65e-1 2.43e-1 16 7.46e-2 1.63e-1 2.37e-1

22 14 7.86e-2 1.43e-1 2.22e-1 23 1.02e-2 2.31e-1 2.41e-1
...

...
...

...
...

...
...

...
...

34 28 7.46e-2 2.68e-1 3.43e-1 28 7.46e-2 2.65e-1 3.40e-1

35 28 7.46e-2 2.71e-1 3.45e-1 42 1.14e-2 3.97e-1 4.08e-1

523 2.69e+0 5.36e+0 8.04e+0 755 1.33e+0 7.53e+0 8.86e+0

Table 4.3

CVXQP3: details for Pex and Pupd with q = 50.

frequently, since a small increase in the number of iterations obtained with Pupd

may easily raise the execution time over 90% of the time corresponding to the last
application of the exact preconditioner.

5. Conclusion. We have proposed a preconditioner updating procedure for the
solution of sequences of KKT systems arising in IP methods for convex QP problems.
The preconditioners built by this procedure belong to the class of inexact CPs and are
obtained by updating a given seed CP. The updates are performed through low-rank
corrections of the Schur complement of the (1,1) block in the seed preconditioner and
generate factorized preconditioners. The rule for identifying the low-rank corrections
is based on new bounds on the eigenvalues of the preconditioned matrix. The numer-
ical experiments show that our updated preconditioners, combined with a suitable
preconditioner refreshing, can be rather successful. More precisely, the higher the
cost of the Schur complement factorization, the more advantageous the updating pro-
cedure becomes. Finally, we believe that the updating strategy proposed here paves
the way to the definition of preconditioner updating procedures for sequences of KKT
systems where the Hessian and constraint matrices change from one iteration to the
next.
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Pex Pupd (q=50)
IP it its Tfact Tsolve Tsum its Tprec Tsolve Tsum

1 30 5.18e+0 1.19e+0 6.37e+0 30 5.24e+0 1.18e+0 6.42e+0

2 12 5.16e+0 4.87e-1 5.65e+0 14 5.52e-1 5.54e-1 1.11e+0
3 8 5.16e+0 3.40e-1 5.50e+0 15 5.49e-1 6.01e-1 1.15e+0
4 5 5.12e+0 2.24e-1 5.35e+0 13 5.11e-1 5.29e-1 1.04e+0
5 5 5.14e+0 2.27e-1 5.37e+0 36 5.52e-1 1.37e+0 1.92e+0
6 8 5.16e+0 3.37e-1 5.50e+0 48 6.00e-1 1.79e+0 2.39e+0
7 10 5.15e+0 4.15e-1 5.57e+0 10 5.24e+0 4.17e-1 5.66e+0

8 12 5.16e+0 4.93e-1 5.65e+0 15 1.56e-1 5.89e-1 7.45e-1
9 14 5.13e+0 5.61e-1 5.70e+0 22 2.76e-1 8.39e-1 1.11e+0
10 14 5.18e+0 5.58e-1 5.74e+0 41 4.82e-1 1.54e+0 2.02e+0
11 16 5.14e+0 6.33e-1 5.78e+0 78 4.90e-1 2.90e+0 3.39e+0
12 17 5.17e+0 6.68e-1 5.83e+0 139 4.66e-1 5.09e+0 5.56e+0
13 19 5.14e+0 7.40e-1 5.88e+0 19 5.25e+0 7.44e-1 5.99e+0

14 21 5.15e+0 8.11e-1 5.97e+0 31 1.95e-1 1.16e+0 1.36e+0
15 24 5.15e+0 9.24e-1 6.08e+0 62 4.68e-1 2.32e+0 2.79e+0
16 26 5.13e+0 1.39e+0 6.51e+0 86 4.72e-1 3.17e+0 3.64e+0
17 47 5.27e+0 1.76e+0 7.03e+0 160 4.61e-1 5.83e+0 6.29e+0

288 8.77e+1 1.18e+1 9.95e+1 819 2.20e+1 3.06e+1 5.26e+1

Table 4.4

CVXQP3-D: details for Pex and Pupd with q = 50.

Pex Pupd (q=100)
IP it its Tprec Tsolve Tsum its Tprec Tsolve Tsum

1 1 2.11e-1 2.95e-2 2.41e-1 1 2.09e-1 2.95e-2 2.39e-1

2 2 2.09e-1 4.53e-2 2.54e-1 5 3.48e-2 9.29e-2 1.28e-1
3 2 2.09e-1 4.84e-2 2.58e-1 9 6.82e-2 1.54e-1 2.22e-1
4 3 2.09e-1 6.55e-2 2.75e-1 3 2.05e-1 6.15e-2 2.66e-1

5 3 2.13e-1 6.29e-2 2.76e-1 18 9.65e-3 2.77e-1 2.86e-1
6 4 2.09e-1 8.21e-2 2.91e-1 4 2.01e-1 7.30e-2 2.74e-1

7 4 2.13e-1 7.84e-2 2.92e-1 16 4.92e-2 2.56e-1 3.06e-1
8 4 2.09e-1 7.76e-2 2.87e-1 4 2.05e-1 7.30e-2 2.78e-1

9 4 2.13e-1 7.51e-2 2.88e-1 19 7.03e-2 2.92e-1 3.63e-1
10 5 2.09e-1 9.20e-2 3.01e-1 5 2.01e-1 8.67e-2 2.87e-1

11 5 2.17e-1 8.93e-2 3.06e-1 15 2.31e-2 2.35e-1 2.58e-1
12 6 2.13e-1 1.09e-1 3.23e-1 62 6.90e-2 9.12e-1 9.81e-1
13 5 2.13e-1 8.95e-2 3.03e-1 5 2.09e-1 8.42e-2 2.93e-1

14 6 2.13e-1 1.07e-1 3.20e-1 21 4.69e-2 3.22e-1 3.69e-1
15 6 2.13e-1 1.07e-1 3.20e-1 6 2.01e-1 1.01e-1 3.02e-1

16 6 2.09e-1 1.04e-1 3.13e-1 22 2.73e-2 3.35e-1 3.63e-1

66 3.38e+0 1.27e+0 4.65e+0 215 1.83e+0 3.39e+0 5.21e+0

Table 4.5

MOSARQP1: details for Pex and Pupd with q = 100.
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Pex Pupd (q=100)
IP it its Tprec Tsolve Tsum its Tprec Tsolve Tsum

1 1 1.95e+0 5.99e-2 2.01e+0 1 1.90e+0 5.93e-2 1.96e+0

2 1 1.92e+0 5.92e-2 1.98e+0 4 4.78e-2 1.34e-1 1.82e-1
3 1 1.91e+0 5.85e-2 1.97e+0 8 8.98e-2 2.46e-1 3.36e-1
4 2 1.93e+0 9.02e-2 2.02e+0 15 7.31e-1 4.36e-1 1.17e+0
5 2 1.91e+0 9.01e-2 2.00e+0 22 7.31e-1 6.31e-1 1.36e+0
6 3 1.91e+0 1.18e-1 2.03e+0 57 5.05e-1 1.56e+0 2.07e+0
7 3 1.91e+0 1.19e-1 2.03e+0 3 1.89e+0 1.13e-1 2.00e+0

8 4 1.90e+0 1.51e-1 2.05e+0 15 5.10e-2 4.39e-1 4.90e-1
9 4 1.90e+0 1.48e-1 2.05e+0 20 5.09e-2 5.74e-1 6.25e-1
10 4 1.91e+0 1.47e-1 2.06e+0 28 3.82e-1 7.92e-1 1.17e+0
11 4 1.90e+0 1.50e-1 2.05e+0 56 7.17e-1 1.55e+0 2.27e+0
12 4 1.91e+0 1.46e-1 2.05e+0 4 1.89e+0 1.42e-1 2.03e+0

13 4 1.91e+0 1.47e-1 2.06e+0 5 9.13e-2 1.64e-1 2.55e-1
14 4 1.93e+0 1.48e-1 2.08e+0 9 1.03e-1 2.69e-1 3.72e-1
15 3 1.91e+0 1.19e-1 2.03e+0 17 1.03e-1 4.86e-1 5.89e-1
16 4 1.92e+0 1.46e-1 2.06e+0 48 7.10e-1 1.32e+0 2.03e+0
17 4 1.94e+0 1.45e-1 2.08e+0 6 1.88e+0 1.94e-1 2.07e+0

18 6 1.92e+0 2.03e-1 2.13e+0 16 5.13e-2 4.57e-1 5.08e-1
19 6 1.91e+0 2.07e-1 2.11e+0 47 7.16e-1 1.30e+0 2.02e+0
20 5 1.91e+0 1.75e-1 2.08e+0 6 1.89e+0 1.97e-1 2.08e+0

21 6 1.91e+0 2.06e-1 2.11e+0 20 2.21e-1 5.69e-1 7.90e-1
22 6 1.91e+0 2.03e-1 2.12e+0 33 4.98e-1 9.19e-1 1.42e+0
23 6 1.93e+0 2.03e-1 2.13e+0
24 6 1.91e+0 2.02e-1 2.12e+0

93 4.60e+1 3.44e+0 4.94e+1 440 1.52e+1 1.26e+1 2.78e+1

Table 4.6

MOSARQP1-D: details for Pex and Pupd with q = 100.
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