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Abstract. The first-order system LL* (FOSLL*) approach for general second-order
elliptic partial differential equations was proposed and analyzed in [10], in order to
retain the full efficiency of the L2 norm first-order system least-squares (FOSLS) ap-
proach while exhibiting the generality of the inverse-norm FOSLS approach. The
FOSLL* approach in [10] was applied to the div-curl system with added slack vari-
ables, and hence it is quite complicated. In this paper, we apply the FOSLL* approach
to the div system and establish its well-posedness. For the corresponding finite ele-
ment approximation, we obtain a quasi-optimal a priori error bound under the same
regularity assumption as the standard Galerkin method, but without the restriction
to sufficiently small mesh size. Unlike the FOSLS approach, the FOSLL* approach
does not have a free a posteriori error estimator, we then propose an explicit residual
error estimator and establish its reliability and efficiency bounds.

Key words. LL* method, least-squares method, a priori error estimate, a posteriori
error estimate, elliptic equations.
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1 Introduction

There are substantial interests in the use of least squares principles for the approximate
solution of partial differential equations with applications in both solid and fluid mechanics.
Many least-squares methods for the scalar elliptic partial differential equations have been
proposed and analyzed, [3, 15]. Their numerical properties depend on choices such as
the first-order system and the least-squares norm. Loosely speaking, there are three
types of least-squares methods: the inverse approach, the div approach, and the div-curl
approach. The inverse approach employs an inverse norm that is further replaced by
either the weighted mesh-dependent norm (see [2]) or the discrete H−1 norm (see [7]) for
computational feasibility. Both the div and the div-curl approaches use the L2 norm and
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the corresponding homogeneous least-squares functionals are equivalent to the H(div)×H1

and the (H(div) ∩H(curl))×H1 norms, respectively. The div approach based on the flux-
pressure formulation has been studied by many researchers (see, e.g., [4, 8, 14, 16]). The
div-curl approach [9] has also been well studied.

In order to retain the full efficiency of the L2 norm first-order system least-squares
(FOSLS) approach while exhibiting the generality of the inverse-norm FOSLS approach,
the first-order system LL* (FOSLL*) approach for general second-order elliptic partial
differential equations was proposed and analyzed in [10]. The FOSLL* approach was
applied to the div-curl system, whose adjoint system is an underdetermined system and
hence is not suitable for FOSLL*. This difficulty was overcome by carefully adding slack
variables to the div-curl system. But the resulting approach is quite complicated.

Our purpose here is to study the FOSLL* approach applying to the div system. With-
out adding any slack variables to the div system, the resulting approach is much simpler
than that in [10]. By showing that the bilinear form of the FOSLL* approach is coercive
and bounded and that the linear form is bounded with respect to a weighted H(div)×H1

norm, we establish the well-posedness of the FOSLL* approach. Under the same regularity
assumption as the standard Galerkin method, but without the restriction to sufficiently
small mesh size, we obtain a quasi-optimal a priori error bound for the corresponding
finite element approximation. Note that this assumption is weaker than that for the div
FOSLS [11]. Unlike the FOSLS approach, the FOSLL* approach does not have a free a
posteriori error estimator, thus we study an explicit residual error estimator and establish
its reliability and efficiency bounds.

The paper is organized as follows. In Section 2 we introduce mathematical equations
for the second-order scalar elliptic partial differential equations and its div first-order
system, and we then derive the FOSLL* variational formulation and establish its well-
posedness. In Section 3, the FOSLL* finite element approximation is described. A priori
and a posteriori error estimations are obtained in Sections 4 and 5 respectively. In Section
6, we present numerical results.

1.1 Notation

We use the standard notations and definitions for the Sobolev spaces Hs(Ω)d and Hs(∂Ω)d

for s ≥ 0. The standard associated inner products are denoted by (·, ·)s,Ω and (·, ·)s,∂Ω,
and their respective norms are denoted by ‖·‖s,Ω and ‖·‖s,∂Ω. (We suppress the superscript
d because the dependence on dimension will be clear by context. We also omit the subscript
Ω from the inner product and norm designation when there is no risk of confusion.) For
s = 0, Hs(Ω)d coincides with L2(Ω)d. In this case, the inner product and norm will be
denoted by ‖ · ‖ and (·, ·), respectively. Set

H1
D(Ω) := {q ∈ H1(Ω) : q = 0 on ΓD}.

When Γ = ∂Ω, denote H1
D(Ω) by H1

0 (Ω). Finally, set

H(div; Ω) = {v ∈ L2(Ω)d : ∇ · v ∈ L2(Ω)},

which is a Hilbert space under the norm

‖v‖H(div; Ω) =
(
‖v‖2 + ‖∇ · v‖2

)1/2
,
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and define the subspace

HN (div; Ω) = {v ∈ H(div; Ω) : n · v = 0 on ΓN}.

2 First-Order System LL* Formulation

Let Ω be a bounded, open, connected subset of <d (d = 2 or 3) with a Lipschitz continuous
boundary ∂Ω. Denote by n = (n1, ... , nd) the outward unit vector normal to the boundary.
We partition the boundary of the domain Ω into two open subsets ΓD and ΓN such that
∂Ω = Γ̄D ∪ Γ̄N and ΓD ∩ ΓN = ∅. For simplicity, we assume that ΓD is not empty (i.e.,
mes (ΓD) 6= 0) and is connected.

2.1 Second-Order Elliptic Problem

Consider the following second-order elliptic boundary value problem:

−∇ · (A∇u) + b · ∇u+ a u = f in Ω (2.1)

with boundary conditions

u = gD on ΓD and −A∇u · n = gN on ΓN , (2.2)

where the symbols ∇· and ∇ stand for the divergence and gradient operators, respectively;
A is a given d × d tensor-valued function; b ∈ L∞(Ω)d and a ∈ L∞(Ω) are given vector-
and scalar-valued functions, respectively; and f is a given scalar function. Assume that A
is uniformly symmetric positive definite: there exist positive constants 0 < Λ0 ≤ Λ1 such
that

Λ0ξ
T ξ ≤ ξTAξ ≤ Λ1ξ

T ξ

for all ξ ∈ <d and almost all x ∈ Ω. The corresponding variational form of system
(2.1)-(2.2) is to find u ∈ H1(Ω) such that u|ΓD

= gD and that

a(u, v) = (f, v)−
∫

ΓN

gDv ds ∀ v ∈ H1
D(Ω), (2.3)

where the bilinear form is defined by

a(u, v) = (A∇u, ∇ v) + (b · ∇u+ a u, v).

The dual problem of (2.3) is to find z ∈ H1(Ω) such that z|ΓD
= gD and that

â(φ, z) = (f, v)−
∫

ΓN

gN v ds ∀ φ ∈ H1
D(Ω), (2.4)

where the bilinear form is defined by

â(φ, z) = (∇φ, (A∇+ b) z) + (φ, a z).
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Assume that both problems (2.3) and (2.4) have unique solutions and, for simplicity of
the presentation, satisfy the full H2 regularity estimates:

‖u‖2 ≤ C ‖f‖ and ‖z‖2 ≤ C ‖f‖. (2.5)

Here and thereafter, we use C with or without subscripts in this paper to denote a generic
positive constant, possibly different at different occurrences, that is independent of the
mesh size h but may depend on the domain Ω.

2.2 First-Order System

Introducing the flux (vector) variable

σ = −A∇u,

the scalar elliptic problem in (2.1)-(2.2) may be rewritten as the following first-order partial
differential system: {

A−1σ +∇u = 0 in Ω,

∇ · σ − b ·A−1σ + a u = f in Ω
(2.6)

with boundary conditions

u = gD on ΓD and n · σ = gN on ΓN . (2.7)

Let

L =

(
A−1 ∇

∇ · −b ·A−1 a

)
, U =

(
σ

u

)
, and F =

(
0

f

)
,

then (2.6) may be rewritten as
LU = F . (2.8)

2.3 Div FOSLL* Variational Formulation

Multiplying test function V = (τ , v)t ∈ HN (div; Ω)×H1
D(Ω), integrating over the domain

Ω, and using integration by parts, we have

(f, v) = 〈F , V〉 = 〈LU , V〉

= (A−1σ +∇u, τ ) + (∇ · σ − b ·A−1σ + a u, v)

= (σ, A−1τ )− (σ, ∇ v) +

∫
∂Ω

(σ · n) v ds− (σ, A−1b v)

−(u, ∇ · τ ) +

∫
∂Ω

(τ · n)u ds+ (u, a v)

=
(
σ, A−1τ − (∇+A−1b) v

)
+
(
u, a v −∇ · τ

)
+

∫
ΓN

gN v ds+

∫
ΓD

gD(τ · n) ds

= 〈U , L∗ V〉+ g(τ , v),
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where the formal adjoint of L and the boundary functional are defined by

L∗ =

(
A−1 −(∇+A−1b)

−∇· a

)
and g(τ , v) =

∫
ΓN

gN v ds+

∫
ΓD

gD(τ · n) ds,

respectively.
Without loss of generality, we assume that a 6= 0 in this paper and let

A =

(
A 0

0 a−1

)
.

Let W = (η, w)t satisfy

U = AL∗W =

(
η − (A∇+ b)w

−a−1∇ · η + w

)
, (2.9)

then we have
〈AL∗W, L∗ V〉 = (f, v)− g(τ , v) ≡ f(τ , v).

Now, our div FOSLL* variational formulation is to find (η, w) ∈ HN (div; Ω) × H1
D(Ω)

such that
b(η, w; τ , v) = f(τ , v), ∀ (τ , v) ∈ HN (div; Ω)×H1

D(Ω), (2.10)

where the bilinear form b(·, ·) is defined by

b(η, w; τ , v) = 〈AL∗W, L∗ V〉

=
(
η − (A∇+ b)w, A−1τ − (∇+A−1b) v

)
+ (a−1∇ · η − w, ∇ · τ − a v).

Note that both non-homogenous Dirichlet and Neumann boundary conditions are imposed
weekly.

Remark 2.1. For any (η, w), (τ , v) ∈ HN (div; Ω)×H1
D(Ω), integration by parts gives

(∇w, τ ) + (w,∇ · τ ) = (∇v,η) + (v,∇ · η) = 0.

Hence, the bilinear form b(·, ·) has of the form

b(η, w; τ , v) = (A−1η, τ ) + (a−1∇ · η, ∇ · τ ) + (A∇w, ∇v) + (aw, v)

−(bw, A−1τ )− (A−1η, b v) + (bw, ∇v) + (∇w, b v) + (A−1bw, b v).

In the case that b = 0 and a 6= 0, i.e., the diffusion-reaction problem, the div FOSLL*
problem in (2.10) is decoupled. More specifically, w ∈ H1

D(Ω) is the solution of

(A∇w, ∇v) + (aw, v) = (f, v)−
∫

ΓN

gN v ds, ∀ v ∈ H1
D(Ω),

and η ∈ HN (div; Ω) satisfies

(A−1η, τ ) + (a−1∇ · η, ∇ · τ ) = −
∫

ΓD

gD(τ · n) ds.
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Note that the problem for w is similar to the standard variational formulation for the
diffusion-reaction problem, but the non-homogeneous Dirichlet boundary condition is weakly
imposed here.

Remark 2.2. In the case that a = 0, let A = diag (A, 1), then W = (η, w)t satisfy

U = AL∗W =

(
η − (A∇+ b)w

−∇ · η

)
. (2.11)

The corresponding bilinear form is modified as follows

b(η, w; τ , v) =
(
η − (A∇+ b)w, A−1τ − (∇+A−1b) v

)
+
(
∇ · η, ∇ · τ

)
.

2.4 Well-Posedness

Denote by

|||v|||1 =
(
‖a1/2v‖2 + ‖A1/2∇ v‖2

)1/2
and |||τ |||H(div) =

(
‖A−1/2τ‖2 + ‖a−1/2∇ · τ‖2

)1/2

the weighted H1(Ω) and H(div; Ω) norms, respectively. Let

|||(τ , v)||| =
(
|||v|||21 + |||τ |||2H(div)

)1/2
.

The following theorem establishes the coercivity and continuity of the bilinear form.

Theorem 2.3. The bilinear form b(·, ·) is coercive and continuous in HN (div; Ω)×H1
D(Ω),

i.e., there exist positive constant α and C, depending on bounds of the coefficients (A, b,
and a), such that

α |||(τ , v)|||2 ≤ b(τ , v; τ , v) (2.12)

and that
b(η, w; τ , v) ≤ C |||(η, w)||| |||(τ , v)||| (2.13)

for all (η, u), (τ , v) ∈ HN (div; Ω)×H1
D(Ω).

A similar result to that of Theorem 2.3 was proved in [8]. For the convenience of
readers, we provide a comprehensive proof here.

Proof. (2.13) is a direct consequence of the Cauchy-Schwarz and the triangle inequalities
and the bounds of the coefficients (A, b, and a) of the underlying problem. To show the
validity of (2.12), we first establish that

|||(τ , v)|||2 ≤ C
(
b(τ , v; τ , v) + ‖v‖2

)
(2.14)

for all (τ , v) ∈ HN (div; Ω)×H1
D(Ω). To this end, integrating by parts gives

(τ , ∇ v) = (−a−1/2∇ · τ + a1/2v, a1/2v)− (a v, v).
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It then follows from the Cauchy-Schwarz inequality that

‖A1/2∇ v‖2 + ‖a1/2v‖2

=
(
A1/2∇ v −A−1/2(τ − b v), A1/2∇ v

)
+
(
a1/2v − a−1/2∇ · τ , a1/2v

)
− (b v, ∇ v)

≤
(
‖A1/2∇ v −A−1/2(τ − b v)‖+ C ‖v‖

)
‖A1/2∇ v‖+ ‖a−1/2∇ · τ − a1/2v‖ ‖a1/2v‖,

which implies
‖A1/2∇ v‖2 + ‖a1/2v‖2 ≤ C

(
b(τ , v; τ , v) + ‖v‖2

)
. (2.15)

By the triangle inequality and (2.15), we have that

‖A−1/2τ‖ ≤
(
‖A−1/2(τ − b v)−A1/2∇ v‖+ ‖A1/2∇ v‖+ C ‖v‖

)
≤ C

(
b(τ , v; τ , v)1/2 + ‖v‖

)
.

and that

‖a−1/2∇ · τ‖ ≤ ‖a−1/2∇ · τ − a1/2v‖+ ‖a1/2v‖ ≤ C
(
b(τ , v; τ , v) + ‖v‖2

)
.

Combining the above three inequalities yields (2.14).
With (2.14), we now show the validity of (2.12) by the standard compactness argument.

To this end, assume that (2.12) is not true. This implies that there exists a sequence
{τn, vn} ∈ HN (div; Ω)×H1

D(Ω) such that

|||τn|||2H(div) + |||vn|||21 = 1 and b(τn, vn; τn, vn) ≤ 1

n
. (2.16)

Since H1
D(Ω) is compactly contained in L2(Ω), there exists a subsequence {vnk

} ∈ H1
D(Ω)

which converges in L2(Ω). For any k, l and (τnk
, vnk

), (τnl
, vnl

) ∈ HN (div; Ω)×H1
D(Ω),

it follows from (2.14) and the triangle inequality that

|||τnk
− τnl

|||2H(div) + |||vnk
− vnl

|||21,Ω

≤ C
(
b(τnk

− τnl
, vnk

− vnl
; τnk

− τnl
, vnk

− vnl
) + ‖vnk

− vnl
‖2
)

≤ C
(
b(τnk

, vnk
; τnk

, vnk
) + b(τnl

, vnl
; τnl

, vnl
) + ‖vnk

− vnl
‖2
)

→ 0,

as k, l → ∞. This implies that (τnk
, vnk

) is a Cauchy sequence in the complete space
HN (div; Ω)×H1

D(Ω). Hence, there exists (τ , v) ∈ HN (div; Ω)×H1
D(Ω) such that

lim
k→∞

(
|||τnk

− τ |||H(div) + |||vnk
− v|||1

)
= 0.

Next, we show that
v = 0 and τ = 0, (2.17)
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which contradict with (2.16) that

0 = |||τ |||2H(div) + |||v|||21 = lim
k→∞

(
|||τnk

|||2H(div) + |||vnk
|||21
)

= 1.

To this end, for any φ ∈ H1
D(Ω), integration by parts, the Cauchy-Schwarz inequality, and

(2.16) give

â(φ, vnk
) = (∇φ, (A∇+ b) vnk

) + (φ, a vnk
)

= (∇φ, (A∇+ b) vnk
− τnk

) + (φ, a vnk
−∇ · τnk

)

≤ b(τnk
, vnk

; τnk
, vnk

)1/2|||φ|||1 ≤
(

1

nk

)1/2

|||φ|||1.

Since limk→∞ vnk
= v in H1(Ω), we then have

|â(φ, v)| = lim
k→∞

|â(φ, vnk
)| ≤ lim

k→∞

(
1

nk

)1/2

|||φ|||1 = 0.

Because (2.4) has a unique solution, we have that

v = 0.

Now, τ = 0 follows from (2.14):

|||τ |||2H(div) = lim
k→∞

|||τnk
|||2H(div) ≤ C lim

k→∞

(
b(τnk

, vnk
; τnk

, vnk
) + ‖vnk

‖2
)

= 0.

This completes the proof of (2.17) and, hence, the theorem.

Theorem 2.4. The variational formulation in (2.10) has a uniques solution (η, w) ∈
HN (div; Ω)×H1

D(Ω) satisfying the following a priori estimate

|||(η, w)||| ≤ C
(
‖f‖−1,Ω + ‖gD‖1/2,ΓD

+ ‖gN ‖−1/2,ΓN

)
. (2.18)

Proof. For all (τ , v) ∈ HN (div; Ω) × H1
D(Ω), it follows from the definition of the dual

norms and the trace theorem that

|f(τ , v)| ≤ ‖f‖−1,Ω‖v‖1,Ω + ‖gD‖1/2,ΓD
‖τ · n‖−1/2,ΓD

+ ‖gN ‖−1/2,ΓN
‖v‖1/2,ΓD

≤ C
(
‖f‖−1,Ω + ‖gD‖1/2,ΓD

+ ‖gN ‖−1/2,ΓN

)
|||(τ , v)|||.

Now, by the Lax-Milgram lemma, the well possedness of (2.10) and the a priori estimate
in (3.4) follow directly from Theorem 2.3.

Remark 2.5. In the case that a = 0, the norms are modified as follows

|||v|||1 =
(
‖A1/2∇ v‖2

)1/2
and |||τ |||H(div) =

(
‖A−1/2τ‖2 + ‖∇ · τ‖2

)1/2
.

With these norms, all the results obtained in this paper for a 6= 0 hold.
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3 Div FOSLL* Finite Element Approximation

Theorem 2.3 guarantees that confirming finite element spaces of HN (div; Ω)×H1
D(Ω) for

the vector and scalar variables, η and w, may be chosen independently. However, the only
finite element spaces having optimal approximations in terms of both the regularity and the
approximation property are the continuous piecewise polynomials for the scalar variable
and the Raviart-Thomas (or Brezzi-Douglas-Marini) elements for the vector variable. (The
BDM element has slight more degrees of freedom than that of the RT element.) Moreover,
the system of algebraic equations resulting from these elements can be solved efficiently
by fast multigrid methods. For the above reasons, only these elements are analyzed in this
paper. But it is easy to see that our analysis does apply to any other conforming finite
element spaces with no essential modifications.

For simplicity of presentation, we consider only triangular and tetrahedra elements for
the respective two and three dimensions. Assuming that the domain Ω is polygonal, let
Th be a regular triangulation of Ω (see [13]) with triangular/tetrahedra elements of size
O(h). Let Pk(K) be the space of polynomials of degree k on triangle K and denote the
local Raviart-Thomas space of order k on K:

RTk(K) = Pk(K)d + xPk(K)

with x = (x1, ..., xd). Then the standard H(div; Ω) conforming Raviart-Thomas space
of index k [17] and the standard (conforming) continuous piecewise polynomials of degree
k + 1 are defined, respectively, by

Σk
h = {τ ∈ HN (div; Ω) : τ |K ∈ RTk(K) ∀ K ∈ Th},

and V k+1
h = {v ∈ H1

D(Ω) : v|K ∈ Pk+1(K) ∀ K ∈ Th}

It is well-known (see [13]) that V k+1
h has the following approximation property: let k ≥ 0

be an integer and let l ∈ [0, k + 1]

inf
v∈V k+1

h

‖u− v‖1 ≤ C hl ‖u‖l+1, (3.1)

for u ∈ H l+1(Ω) ∩ H1
D(Ω). It is also well-known (see [17]) that Σk

h has the following
approximation property: let k ≥ 0 be an integer and let l ∈ [1, k + 1]

inf
τ∈Σk

h

‖σ − τ‖H(div; Ω) ≤ C hl (‖σ‖l + ‖∇ · σ‖l) (3.2)

for σ ∈ H l(Ω)d ∩HN (div; Ω) with ∇ · σ ∈ H l(Ω)m. Since σ and ∇ · σ are one order less
smooth than u, we will choose k to be the smallest integer greater than or equal to l− 1.

The finite element discretization of the FOSLL* variational problem is: find (ηh, wh) ∈
Σk
h × V

k+1
h such that

b(ηh, wh; τ , v) = f(τ , v), ∀ (τ , v) ∈ Σk
h × V k+1

h . (3.3)

Since Σk
h × V

k+1
h is a subspace of HN (div; Ω) × H1

D(Ω), the div FOSLL* problem in
(3.3) is well-posed and the solution continuously depends on the data.
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Theorem 3.1. The variational formulation in (3.3) has a uniques solution (ηh, wh) ∈
Σk
h × V

k+1
h satisfying the following a priori estimate

|||(ηh, wh)||| ≤ C
(
‖f‖−1,Ω + ‖gD‖1/2,ΓD

+ ‖gN ‖−1/2,ΓN

)
. (3.4)

Now, the finite element approximation to (σ, u) is defined as follows:

σh = ηh −A∇wh − bwh and uh = −a−1∇ · ηh + wh. (3.5)

Remark 3.2. When the coefficients (A, b, and a) are not polynomials, they can be
replaced by their approximations of appropriate polynomials locally, if piecewise polynomial
approximation to (σ, u) is desirable.

Remark 3.3. The FOSLL* approximation to the solution u is not continuous. To obtain
a continuous approximation, one can simply project uh onto appropriate continuous finite
element space.

Remark 3.4. In the case that a = 0, the finite element approximation to (σ, u) is given
by

σh = ηh −A∇wh − bwh and uh = −∇ · ηh.

4 A Priori Error Estimate

Difference between equations in (2.10) and (3.3) gives the error equation:

b(η − ηh, w − wh; τ , v) = 0 ∀ (τ , v) ∈ Σk
h × V k+1

h . (4.6)

The following error estimation in the energy norm is a simple consequence of Theorem
3.1, the error equation in (4.6), the Cauchy-Schwarz inequality, and the approximation
properties in (3.1) and (3.2).

Theorem 4.1. Assume that the solution (σ, u) of (2.6)-(2.7) is in H l(Ω)d×H l+1(Ω) and
that the solution (η, w) of (2.10) satisfies

‖∇ · η‖l + ‖η‖l + ‖w‖l+1 ≤ C
(
‖A1/2σ‖l + ‖a1/2u‖l

)
. (4.7)

Let k be the smallest integer greater than or equal to l−1. Then the FOSLL* approximation
(σh, uh) defined in (3.5) has the following error estimate

‖A1/2(σ − σh)‖+ ‖a1/2(u− uh)‖ ≤ C hl (‖σ‖l + ‖u‖l) ≤ C hl‖u‖l+1. (4.8)

Proof. Let (ηh, wh) be the solution of (3.3). It follows from Theorem 2.1, the error
equation in (4.6), and the approximation properties in (3.1) and (3.2) that

|||(η − ηh, w − wh)||| ≤ C

(
inf

τ∈Σk
h

‖η − τ‖H(div; Ω) + inf
v∈V k+1

h

‖w − v‖1

)

≤ C hl (‖∇ · η‖l + ‖η‖l + ‖w‖l+1) ,

which, together with (4.7), implies (4.8). This completes the proof of the theorem.
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Remark 4.2. When l = 0, Assumption (4.7) is the coercivity bound in (2.12).

Remark 4.3. In the case that a = 0, (4.8) becomes

‖A1/2(σ − σh)‖+ ‖(u− uh)‖ ≤ C hl (‖σ‖l + ‖u‖l+1) ≤ C hl‖u‖l+1. (4.9)

5 A Posteriori Error Estimate

Unlike the FOSLS approach, the FOSLL* approach does not have a free a posteriori error
estimator, thus in this section we study an explicit residual error estimator and establish
its reliability and efficiency bounds.

5.1 Local Indicator and Global Estimator

Since the bilinear form b(·, ·) is coercive and continuous in HN (div; Ω) × H1
D(Ω) (see

Theroem 2.3), the explicit residual a posteriori error estimator to be derived in this paper
is a combination of those for the H(div) and the elliptic problems (see [12, 1, 18, 19]).

To this end, we first introduce some notations. Denote by EK the set of edges/faces of
element K ∈ Th and the set of edges/faces of the triangulation Th by Eh := EI ∪ ED ∪ EN ,
where EI is the set of interior element edges, and ED and EN are the sets of boundary edges
belonging to the respective ΓD and ΓN . For each e ∈ E , denote by he the length/diameter
of the edge/face e and by ne a unit vector normal to e. Let K−e and K+

e be the two
elements sharing the common edge/face e such that the unit outward normal vector of
K−e coincides with ne. When e ∈ ED∩EN , ne is the unit outward vector normal to ∂Ω and
denote by K−e the element having the edge/face e. For a function v defined on K−e ∪K+

e ,
denote its traces on F by v|−e and v|+e , respectively. The jump over the edge/face e is
denoted by

[[v]]e :=

{
v|−e − v|+e e ∈ EI ,

v|−e e ∈ ED ∪ EN .

(When there is no ambiguity, the subscript or superscript e in the designation of the jump
will be dropped.) For a function v, we will use the following notations on the weighted L2

norms:

‖h v‖Th =

( ∑
K∈Th

‖h v‖2K

)1/2

where ‖h v‖K = ‖hK v‖0,K ∀ K ∈ Th,

and ‖h v‖Eh =

( ∑
e∈Eh
‖h v‖2e

)1/2

where ‖h v‖e = ‖he v‖0,e ∀ e ∈ Eh.

Let (ηh, wh) be the solution of (3.3) and let (σh, uh) be the finite element approxi-
mation to (σ, u) defined in (3.5). On each element K ∈ Th, denote the following element
residuals by

r1|K = f −∇·σh +b ·A−1σh−a uh, r2|K = A−1σh +∇uh, and r3|K = ∇×(A−1σh).
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Denote the following edge jumps by

J1|e = [[σh · n]], J2|e = [[uh]], J3|e = [[A−1σh · t]], on e ∈ EI ,

J1|e = 0, J2|e = uh − gD , J3|e = ∇gD · t +A−1σh · t, on e ∈ ED ,

J1|e = σh · n− gN , J2|e = 0, J3|e = 0, on e ∈ EN .

Let r̄2|K , r̄1|K and r̄3|K , and J̄i|e (i = 1, 2, 3) be the L2-projections of the respective r2|K ,
r1|K and r3|K , and Ji|e (i = 1, 2, 3) onto Pk(K)2, Pk(K), and Pk(e), respectively. Now,
the local error indicator on each element K ∈ Th is defined by

η2
K

= ‖h r̄1‖2K + ‖h r̄2‖2K + ‖h r̄3‖2K +
1

2

∑
e∈E

I
∩E

K

(
‖h1/2J̄1‖2e + ‖h1/2J̄3‖2e

)
+

∑
e∈E

D
∩E

K

‖h1/2J̄3‖2e +
∑

e∈E
N
∩E

K

‖h1/2J̄1‖2e, (5.10)

and the global error estimator is defined by

η2 =
∑
K∈Th

η2
K

= ‖h r̄1‖2Th + ‖h r̄2‖2Th + ‖h r̄3‖2Th + ‖h1/2J̄1‖2Eh + ‖h1/2J̄3‖2Eh . (5.11)

The terms r1 and r2 are the residuals of the equations in (2.6). The term r3 measures
the violation of the fact that the exact quantity −A−1σ = ∇u is in the kernel of ∇×
operator. The terms J1, J2, and J3 are due to the facts that the numerical flux σh, the
numerical solution uh, and the numerical gradient −A−1σh are not in H(div; Ω), H1(Ω),
and H(curl; Ω), respectively.

5.2 Reliability and Efficiency Bounds

For simplicity, we analyze only two dimensions here since there is no essential difficulties
for three dimensions. For a vector field τ = (τ1, τ2)t and a scalar-value function v, define
the respective curl operator and its formal adjoint by

∇×τ :=
∂τ2

∂x1
− ∂τ1

∂x2
and ∇⊥v := (− ∂v

∂x1
,
∂v

∂x1
)t.

Denote by Πh : HN (div; Ω)∩Ls(Ω)2 → Σ0
h with s > 2 the RT0 interpolation operator;

i.e., for all τ ∈ H1(Ω)2, one has [5]

〈(τ −Πhτ ) · n, v〉e = 0, ∀ v ∈ P0(e) and ∀ e ∈ E . (5.12)

Let Sh be the standard continuous piecewise linear finite element space on the triangulation
Th. For B = D or N , denote by IB : H1

B(Ω) → H1
B(Ω)

⋂
Sh the Clement interpolation

operator which satisfies the following local approximation property [6]:

‖h−1(v − IBv)‖Th ≤ C ‖∇v‖ ∀ v ∈ H
1
B(Ω),

where B = D or N . It is easy to check that ∇⊥(IN v) ∈ Σ0
h.
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Let (η, w) be the solution of (2.10), and let

E = η − ηh ∈ HN (div; Ω) and e = w − wh ∈ H1
D(Ω). (5.13)

By Lemmas 5.1 in [12], the E has the following quasi-Helmholtz decomposition:

E = φ +∇⊥ψ in Ω, (5.14)

where φ ∈ H1
N (Ω)2 and ψ ∈ H1

N (Ω). Moreover, there exists a constant C > 0 such that

‖∇φ‖ ≤ C |||E|||H(div) and ‖∇ψ‖ ≤ C |||E|||H(div). (5.15)

Let
φh := Πhφ, ψh := INψ, and eh := IDe

and let
ẽ = e− eh, φ̃ = φ− φh, and ψ̃ = ψ − ψh.

By the approximation properties of the interpolation operators and (5.15), we have

‖h−1ẽ‖Th + ‖h−1/2ẽ‖Eh ≤ C ‖∇ e‖ ≤ C |||e|||1,

‖h−1φ̃‖Th + ‖h−1/2φ̃‖Eh ≤ C ‖∇φ‖ ≤ C |||E|||H(div),

and ‖h−1ψ̃‖Th + ‖h−1/2ψ̃‖Eh ≤ C ‖∇ψ‖ ≤ C |||E|||H(div).

Lemma 5.1. We have the following error representation:

b(E, e; E, e) =
∑
K∈Th

{
(r1, ẽ)K−(r2, φ̃)K−(r3, ψ̃)K

}
+
∑
e∈Eh

{
〈J1, ẽ〉e+〈J2, φ̃·n〉e+〈J3, ψ̃〉e

}
.

(5.16)

Proof. Since Eh := φh + ∇⊥ψh ∈ Σ0
h ⊂ Σk

h and eh ∈ V 1
h ⊂ V k+1

h , the error equation in
(4.6) gives

b(E, e; E, e) = b(E, e; E−Eh, e− eh) = b(E, e; φ̃ +∇⊥ψ̃, ẽ). (5.17)

By the fact that ∇ ·∇⊥ψ̃ = 0, the definitions of the bilinear form b(·, ·), and the FOSLL*
finite element approximation (σh, uh), we have

b(ηh, wh; φ̃ +∇⊥ψ̃, ẽ) = (σh, A
−1(φ̃ +∇⊥ψ̃)−∇ẽ−A−1b ẽ)− (uh,∇ · φ̃− a ẽ)

= (A−1σh, φ̃ +∇⊥ψ̃)− (uh, ∇ · φ̃)− (σh, ∇ẽ)− (btA−1σh − a uh, ẽ).

It follows from integration by parts and the boundary conditions that

(A−1σh, ∇⊥ψ̃) =
∑
K∈Th

(
∇× (A−1σh), ψ̃)K −

∑
e∈E

I

〈[[A−1σh · t]], ψ̃〉e −
∑
e∈ED

〈A−1σh · t, ψ̃〉e,

(uh, ∇ · φ̃) = −
∑
K∈Th

(∇uh, φ̃)K +
∑
e∈E

I

〈[[uh]], φ̃ · n〉e +
∑
e∈ED

〈uh, φ̃ · n〉e,

(σh, ∇ẽ) = −
∑
K∈Th

(∇ · σh, ẽ)K +
∑
e∈E

I

〈[[σh · n]], ẽ〉e +
∑
e∈EN

〈σh · n, ẽ〉e,
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which, together with the definitions of the residuals and the jumps, lead to

b(ηh, wh; φ̃ +∇⊥ψ̃, ẽ)

=
∑
K∈Th

{(
r3, ψ̃

)
K

+
(
r2, φ̃

)
K
−
(
r1, ẽ

)
K

}
+
∑
K∈Th

(
f, ẽ

)
K
−
∑
e∈EI

〈J3, ψ̃〉e

−
∑
e∈ED

〈A−1σh · t, ψ̃〉e −
∑
e∈E
〈J2, φ̃ · n〉e −

∑
e∈E
〈J1, ẽ〉e −

∑
e∈E

D

〈gD , φ̃ · n〉e −
∑
e∈E

N

〈gN , ẽ〉e.

By (2.10), integration by parts, and the boundary condition of ψ̃ ∈ H1
N (Ω), we have

b(η, w; φ̃ +∇⊥ψ̃, ẽ) = (f, ẽ)− 〈gN , ẽ〉ΓN
− 〈gD , (φ̃ +∇⊥ψ̃) · n〉ΓD

= (f, ẽ)− 〈gN , ẽ〉ΓN
− 〈gD , φ̃ · n〉ΓD

+ 〈∇gD · t, ψ̃〉ΓD
.

Now, (5.16) is a direct consequence of (5.17) and the difference of the above two equalities.
This completes the proof of the lemma.

Define the local and global oscillations as follows:

osc 2
k(K) = ‖h (r1 − r̄1)‖2K + ‖h (r2 − r̄2)‖2K + ‖h (r3 − r̄3)‖2K + ‖h1/2(J1 − J̄1)‖2∂K

+‖h1/2(J2 − J̄2)‖2∂K + ‖h1/2(J3 − J̄3)‖2∂K (5.18)

and osc 2
k(Th) =

∑
K∈Th

osc 2
k(K), (5.19)

respectively.

Theorem 5.2. (Reliability Bound) The global estimator η defined in (5.11) is reliable;
i.e., there exists a positive constant C such that

‖A−1/2(σ − σh)‖+ ‖a1/2(u− uh)‖ ≤ C |||(E, e)||| ≤ C (η + osc k(Th)). (5.20)

Proof. The first inequality in (5.20) is a direct consequence of the definition of (σh, uh)
and the triangle inequality.

To show the validity of the second inequality in (5.20), by the coercivity in (2.12), it
suffices to show that

b(E, e; E, e) ≤ C (η + osc k(Th)) |||(E, e)|||. (5.21)

To this end, first notice that by the property in (5.12) and the definition of J̄2, we have

〈J2, (φ− φh) · n〉e = 〈J2 − J̄2, (φ− φh) · n〉e.
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Now, it follows from Lemma 5.1, the Cauchy-Schwarz inequality, and the approximation
properties of ẽ, φ̃, and ψ̃, and the triangle inequality that

b(E, e; E, e)

=
∑
K∈Th

(
(r1, ẽ)K + (r2, φ̃)K + (r3, ψ̃)K

)
+
∑
e∈E

(
〈J1, ẽ〉e + 〈J2 − J̄2, φ̃ · n〉e + 〈J3, ψ̃〉e

)
≤

∑
K∈Th

(
‖h r1‖K ‖h−1ẽ‖K + ‖h r2‖K ‖h−1φ̃‖K + ‖h r3‖K ‖h−1ψ̃‖K

)
+

∑
e∈Eh

(
‖h1/2J1‖e ‖h−1/2ẽ‖e + ‖h1/2(J2 − J̄2)‖e ‖h−1/2φ̃ · n‖e + ‖h1/2J3‖e ‖h−1/2ψ̃‖e

)

≤ C

∑
i=1,3

(
‖h ri‖2Th + ‖h1/2Ji‖2Eh

)
+ ‖h r2‖2Th + ‖h1/2(J2 − J̄2)‖2Eh

1/2

|||(E, e)|||

≤ C (η + osc k(Th)) |||(E, e)|||,

which proves (5.21) and, hence, the theorem.

Theorem 5.3. (Local Efficiency Bound) For all K ∈ Th, the local error indicator ηK
defined in (5.10) is efficient; i.e., there exists a positive constant C such that

C ηK ≤ ‖σ − σh‖ωK + ‖u− uh‖ωK + osc k(ωK), (5.22)

where ωK is the union of elements in Th sharing an edge with K.

The proof of the local efficiency bound in Theorem 5.3 is standard; i.e., it is proved
by using local edge and element bubble functions, φe and φK (see [18] for their definitions
and properties). For simplicity, we only sketch the proof below.

Proof. For any (τ , v) ∈ HN (div; Ω)×H1
D(Ω), by the quasi-Helmholtz decomposition, we

have
τ = φ +∇⊥ψ ∈ HN (div; Ω),

where φ ∈ H1
N (Ω) and ψ ∈ H1

N (Ω). The same argument as the proof of Lemma 5.1 gives

b(E, e; τ , v) =
∑
K∈Th

{(r1, v)K + (r2,φ)K + (r3, ψ)K}+
∑
e∈Eh

{〈J1, v〉e + 〈J2,φ · n〉e + 〈J3, ψ〉e} ,

which, together with the definitions of σ and u, yields

b(E, e; τ , v) =
(
σ − σh, A

−1τ − (∇+A−1b) v
)
− (u− uh, ∇ · τ − a v).

Hence, ∑
K∈Th

((r1, v)K + (r2,φ)K + (r3, ψ)K ) +
∑
e∈Eh

(〈J1, v〉e + 〈J2,φ · n〉e + 〈J3, ψ〉e)

=
(
σ − σh, A

−1(φ +∇⊥ψ)− (∇+A−1b) v
)
− (u− uh, ∇ · φ− a v). (5.23)
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In (5.23), by choosing (1) φ = 0, ψ = 0, and v = r̄1 φK ; (2) φ = r̄2 φK , ψ = 0, and v = 0;
and (3) φ = 0, ψ = r̄3 φK , and v = 0 and by the standard argument, we can then establish
upper bounds for the element residuals, ‖h r̄1‖K , ‖h r̄2‖K , and ‖h r̄3‖K , respectively. In a
similar fashion, to bound the edge jumps ‖h J̄1‖e and ‖h J̄3‖e above, we choose (1) φ = 0,
ψ = 0, and v = J̄1 φe and (2) φ = 0, ψ = J̄3 φe, and v = 0 in (5.23), respectively.

6 Numerical Results

In this section, numerical results for a second order elliptic partial differential equation
are presented.

We begin with discretizations of a test problem on a sequence of uniform meshes to ver-
ify the a priori error estimation. The test problem is defined on Ω = (0, 1)2 with coefficients
A = I, b = (3, 2)t, and a = 2. The exact solution of this problem is u = sin(πx) sin(πy)
with homogeneous boundary condition on ∂Ω. Finite element spaces Σ0

h and V 1
h are used

to approximate τ and w, respectively. Table 6.1 shows that the convergence rates of the
errors for the original variables σ and u in L2-norms are optimal.

Table 1: Errors ‖σ − σh‖, ‖u− uh‖, ‖σ − σh‖+ ‖u− uh‖, and convergence rates

h ‖σ − σh‖ rate ‖u− uh‖ rate ‖σ − σh‖+ ‖u− uh‖ rate

1/8 5.859E-1 4.351E-2 6.294E-1

1/16 2.972E-1 1.971 1.601E-2 2.718 3.132E-1 2.010

1/32 1.492E-1 1.992 7.013E-3 2.283 1.562E-1 2.005

1/64 7.466E-2 1.998 3.367E-3 2.013 7.802E-2 2.002

1/128 3.734E-2 2.000 1.666E-3 2.201 3.900E-2 2.006

The next example is to test the a posteriori error estimator. The test problem is the
Laplace equation −∆u = 0 defined on an L-shaped domain Ω := (−1, 1)2\[0, 1)× (−1, 0]
with a reentrant corner at the origin. The Dirichlet boundary condition u|∂Ω = gD is
chosen such that the exact solution is u(r, θ) = r2/3 sin(2θ) in polar coordinates. Starting
with the coarsest triangulation T0 obtained from halving 12 uniform squares, a sequence
of meshes is generated by using the standard adaptive meshing algorithm that adopts the
bulk marking strategy with bulk marking parameter 0.5. Marked triangles are refined by
bisection.

Mesh generated by η is shown in Figure 6.1. The refinement is mainly around the
reentrant corner. Comparison of the true error and the η is shown in Figure 6.2. Moreover,
the slope of the log(dof)- log(error) for the η and the true error is −1/2, which indicates
the optimal decay of the error with respect to the number of unknowns.
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Figure 1: mesh generated by error estima-
tor
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