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6 NOVEL MULTILEVEL PRECONDITIONERS FOR THE SYSTEMS ARISING

FROM PLANE WAVE DISCRETIZATION OF HELMHOLTZ EQUATIONS
WITH LARGE WAVE NUMBERS

QIYA HU AND XUAN LI

Abstract. In this paper we are concerned with fast algorithms for the systems arising
from the plane wave discretizations for two-dimensional Helmholtz equations with large
wave numbers. We consider the plane wave weighted least squares (PWLS) method and
the plane wave discontinuous Galerkin (PWDG) method. The main goal of this paper is
to construct multilevel parallel preconditioners for solving the resulting Helmholtz sys-
tems. To this end, we first build a multilevel overlapping space decomposition for the
plane wave discretization space based on a multilevel overlapping domain decomposition
method. Then, corresponding to the space decomposition, weconstruct an additive multi-
level preconditioner for the underlying Helmholtz systems. Further, we design both addi-
tive and multiplicative multilevel preconditioners with smoothers, which are different from
the standard multigrid preconditioners. We apply the proposed multilevel preconditioners
with aconstantcoarsest mesh size to solve two dimensional Helmholtz systems generated
by PWLS method or PWDG method, and we find that the new preconditioners possess
nearly stable convergence, i.e., the iteration counts of the preconditioned iterative methods
(PCG or PGMRES) with the preconditioners increase very slowly when the wave number
increases (and the fine mesh size decreases).

Keywords: Helmholtz equation, large wave numbers, plane wave methods, multilevel
overlapping domain decomposition, multilevel overlapping preconditioner, smoothers
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1. introduction

The plane wave method, which falls into the class of Trefftz methods [38], differs from
the traditional finite element method and the boundary element method in the sense that
the basis functions are chosen as exact solutions of the governing differential equation
without boundary conditions. This type of numerical methodwas first introduced to solve
Helmholtz equations. Examples of this approach include theUltra Weak Variational For-
mulation (UWVF) (see [9, 15]), the weighted plane wave least-squares (PWLS) method
(see [23, 35]), the plane wave discontinuous Galerkin methods (PWDG) (see [17, 20]), the
plane wave Lagrangian multiplier (PWLM) method [14, 37] andthe Variational Theory of
Complex Rays (VTCR) introduced in [29, 28, 36]. This kind of method can generate higher
accuracy approximations than the other methods for Helmholtz equations with large wave
numbers. The plane wave discretization methods have been extended to discretization of
Maxwell’s equations recently (see [21, 24, 26]). The PWLS method has an advantage over
the other plane wave methods: the stiffness matrix associated with the PWLS method is
Hermitian positive definite, so the resulting system can be solved by the PCG method.
Like the other discretization methods, the Helmholtz systems arising from the plane wave

LSEC, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190,
China. (hqy@lsec.cc.ac.cn and lixuan@lsec.cc.ac.cn). This research was supported by the Natural Science Foun-
dation of China G11571352.

1

http://arxiv.org/abs/1607.04722v1
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discretization are also highly ill-conditioned when the wave number is large. Comparing
with many works on the plane wave discretizations, there areonly a few articles (refer to
[14, 23, 37]) to study fast solver for the resulting Helmholtz systems.

It is well known that multilevel methods are powerful algorithms for solving the sys-
tems generated by finite element discretization of elliptic-type partial differential equations
(see, for example, [1, 3, 4, 6, 7, 19]). However, the standardmultilevel methods (and do-
main decomposition methods) are ineffective for Helmholtz equations (and time-harmonic
Maxwell’s equations) with large wave numbers, unless the sizes of coarse meshes are cho-
sen asO(1/ω) (see, for example, [2, 8, 11, 13, 27, 16, 18, 30, 33, 39]), whereω denotes
the fixed wave number. It is clear that the restriction on the coarse mesh sizes is limiting
in applications. How to construct an effective parallel preconditioner for Helmholtz equa-
tions (and time-harmonic Maxwell’s equations) with large wave numbers seems an open
problem. The wave-ray multigrid method for Helmholtz equations was proposed in [5, 32]
(a further development of this method was made in [31]), in which the approximations of
oscillatory error components were transformed into the approximations of smooth ray en-
velope functions by using the exponential interpolations.The wave-ray multigrid method
can improve the performance of the standard multigrid methods for Helmholtz equations
with large wave numbers. Recently, a kind of successive preconditioner based on a decom-
position of the domain into strips was proposed in [10, 12] tosolve Helmholtz equations
with large wave numbers. The preconditioners can be viewed as physically-based approxi-
mations of direct solvers. It has been shown that such kind ofpreconditioner possesses the
optimal convergence independent of the mesh sizes [10], which is a very important result
in the solution method for Helmholtz equations with large wave numbers.

In the present paper, we consider the PWLS method and the PWDGmethod for the dis-
cretization of Helmholtz equations in two dimensions, and explore a new way to construct
multilevel preconditioners for the resulting Helmholtz systems. At first we design a multi-
level overlapping domain decomposition method to build a multilevel space decomposition
for the plane wave discretization space. Then, based on the space decomposition, we con-
struct an additive multilevel overlapping preconditionerfor the underlying Helmholtz sys-
tems. Finally, we replace the solvers in the previous preconditioner by block Jacobi-type
smoothers to get cheaper (both additive and multiplicative) multilevel overlapping precon-
ditioners. The multilevel overlapping preconditioners with smoothers are different from
the standard multigrid preconditioners, since the space decomposition defining such new
preconditioners has different overlapping structure from the one corresponding to the stan-
dard multigrid preconditioners. We apply the proposed preconditioners to solve Helmholtz
systems generated by PWLS method or PWDG method. Numerical results indicate that
the new preconditioners possess nearly stable convergence, i.e., the iteration counts of
the corresponding iterative methods (PCG or PGMRES) increase very slowly when the
wave number increases (and the mesh size decreases), without the limiting condition men-
tioned in the last paragraph. In particular, the multileveloverlapping preconditioners with
smoothers possess almost optimal convergence.

The paper is organized as follows: In Section 2, we recall thePWLS method and the
PWDG method for Helmholtz equations. In section 3, we designa multilevel space decom-
position of the solution space and describe the corresponding additive multilevel precon-
ditioner. An additive multilevel overlapping preconditioner with smoothers is introduced
in Section 4. In Section 5, we define several multiplicative variants of the additive mul-
tilevel overlapping preconditioner with smoothers. In Section 6, we apply the proposed
preconditioners to solve several Helmholtz systems and report some numerical results.
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2. Plane wave methods for Helmholtz equations

For convenience, we only consider the two-dimensional casein this paper. In this sec-
tion, we briefly review the plane wave methods for Helmholtz equations. At first the orig-
inal problem to be solved is defined. Then the variational formulations are given out in
detail.

2.1. The reference problem. Firstly, we present the mathematical model of Helmholtz
equations. LetΩ be a bounded and connected Lipschitz domain in two dimensions. We
consider Helmholtz equations with Robin boundary conditions.

{

−∆u− ω2u = 0 in Ω,

(∂n + iω)u = g on γ = ∂Ω,
(2.1)

where∂n andω denote the outer normal derivative and the angular frequency.
LetΩ be divided into a partition as follows:

Ω =

N
⋃

k=1

Ek, Ek ∩ E j = ∅ for k , j.

We assume that the subdomainsE1,E2, · · · ,EN are geometrical conforming, i.e., the inter-
section of any two adjoining subdomains is just the common vertex or the common edge of
them. Here, we do not require that the intersection of two adjoining elements is a straight
line segment. In practice, the partition is a mesh of domain,andE1, · · · ,EN are the ele-
ments. As usual, we assume that{Ek} is quasi-uniform and regular. LetTh denote the set
of the elementsE1, · · · ,EN, whereh is the size of the elements. Define

γk j = ∂Ek ∩ ∂E j (whenEk andE j are adjoining)

and
γk = ∂Ek ∩ ∂Ω (if Ek closes∂Ω).

Let V(Ek) denote the space of the functions which verify Helmholtz’shomogeneous
equation (2.1) on the elementEk:

V(Ek) = {vk ∈ H1(Ek); ∆vk + ω
2vk = 0}. (2.2)

Define

V(Th) =
N

∏

k=1

V(Ek),

with the natural scalar product

(u, v)V =

N
∑

k=1

∫

Ek

uk · vk dx, ∀u, v ∈ V(Th).

2.2. The PWLS method. In this subsection, we review the PWLS method introduced in
[35] and [23].

Set u|Ek = uk (k = 1, · · · ,N). Then the reference problem to be solved consists in
finding the local acoustic pressuresuk ∈ H1(Ek) such that

{

−∆uk − ω
2uk = 0 in Ek,

(∂n + iω)u = g on γk (i f γk , ∅),
(2.3)

and
{

uk − u j = 0 over γk j,

∂nkuk + ∂n j u j = 0 over γk j
(k , j; k, j = 1, 2, · · · ,N). (2.4)
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Let α andβ be two given positive real numbers to be specified later. Corresponding to
the boundary condition in (2.3) and the interface continuity condition (2.4), we define the
functional

J(v) =
N

∑

k=1

∫

γk

|(∂n + iω)vk − g|2ds

+
∑

j,k

(

α

∫

γk j

|vk − v j |
2ds+ β

∫

γk j

|∂nkvk + ∂n j v j |
2ds

)

, v ∈ V(Th).

(2.5)

It is clear thatJ(v) ≥ 0. Consider the minimization problem: findu ∈ V(Th) such that

J(u) = min
v∈V(Th)

J(v) (2.6)

If u is the solution of the problem (2.1), i.e.,u ∈ V(Th) satisfies the boundary condition
in (2.3) and the interface continuity condition (2.4), thenwe haveJ(u) = 0, which implies
thatu is also the solution of the minimization problem (2.6).

Define the sesquilinear forma(·, ·) by

a(u, v) =
N

∑

k=1

∫

γk

((∂n + iω)uk) · (∂n + iω)vkds

+
∑

j,k

(

α

∫

γk j

(uk − u j) · (vk − v j)ds

+β

∫

γk j

(∂nkuk + ∂n j u j) · (∂nkvk + ∂n j v j)ds
)

, ∀v ∈ V(Th), (2.7)

and define the functionalL(·) by

L(v) =
N

∑

k=1

∫

γk

g · (∂n + iω)vkds ∀v ∈ V(Th). (2.8)

The variational problem associated with the minimization problem (2.6) can be ex-
pressed as:

{

Find u ∈ V(Th), s.t.
a(u, v) = L(v), ∀v ∈ V(Th).

(2.9)

The reference problem (2.3) and (2.4) is equivalent to the new variational problem (2.9)
(see [23] Theorem 3.1). In applications, we usually choose the two parameters in (2.5) as
α = ω2 andβ = 1.

2.3. The PWDG method. In this subsection, we review the PWDG method introduced
in [20].

Let u andσ be a piecewise smooth function and vector field onTh respectively. Onγk j,
we define

the averages: {u} = 1
2(uk + u j), {σ} = 1

2(σk + σ j),

the jumps: [u] = uknk + u jn j , [σ] = σ · nk + σ · n j .

Set

F I
h =

⋃

k, j

γk j and F B
h =

N
⋃

k=1

γk.
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With these definitions, we can write the PWDG method as follows:
{

Find u ∈ V(Th), s.t.
a(u, v) = L(v), ∀v ∈ V(Th),

(2.10)

where (see [20])

a(u, v) =
∫

F I
h

(

{u}[∇v] −
β

iω
[∇u][∇v] − {∇u}[v] + α · iω[u][v]

)

ds

+

∫

F B
h

(

(1− δ)u∇v · n −
δ

iω
∇u · n∇v · n − δ∇u · nv+ (1− δ)iωuv

)

ds,
(2.11)

and

L(v) =
∫

F B
h

(

−
δ

iω
g∇v · n + (1− δ)gv

)

ds. (2.12)

Hereα, β andδ are given positive parameters. The simplest choice of the parameters in the
above two expressions isα = β = δ = 1

2.

2.4. Discretization of the variational formulations. Before building discrete variational
problems, we need to approximate the spaceV(Th) by a suitable finite dimensional sub-
space, which is spanned by some plane wave basis functions, i.e., solutions of homoge-
neous Helmholtz equation without boundary condition.

For convenience, we assume that the number of plane wave basis functions equals a
same positive integerp for every elementsΩk. Let yl be the wave shape functions, which
satisfy



















yl(x) = eiω(αl ·x), x ∈ Ω,
αl ·αl = 1,
l , s→ αl , αs,

(2.13)

whereαl (l = 1, · · · , p) are unit wave propagation directions to be specified later.The
plane wave basis functions can be defined as

φ
(k)
l (x) =

{

yl(x), x ∈ Ek,

0, x < Ek
(k = 1, · · · ,N; l = 1, · · · , p). (2.14)

Thus the spaceV(Th) is discretized by the subspace

Vp(Th) = span
{

φ
(k)
l : k = 1, · · · ,N; l = 1, · · · , p

}

. (2.15)

During numerical simulations, the directions of the wave vectors of these wave func-
tions, for two-dimensional problems, are uniformly distributed as follows:

αl =

(

(cos(2π(l − 1)/p)
sin(2π(l − 1)/p))

)

(l = 1, · · · , p).

Let Vp(Th) be the plane wave space defined above. Then the discrete variational prob-
lems associated with (2.10) and (2.9) can be described as follows:

{

Find uh ∈ Vp(Th), s.t.
a(uh, vh) = L(vh), ∀vh ∈ Vp(Th).

(2.16)

Let A : Vp(Th) → Vp(Th) be the discrete operator defined by the sesquilinear form
a(·, ·). The discrete variational problem (2.16) can be written inthe operator form

Auh = fh, uh ∈ Vp(Th). (2.17)

Let A be the stiffness matrix generated by the sesquilinear forma(·, ·) on the space
Vp(Th), and letb denote the vector associated withL(vh). Namely, the entries of the matrix
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A are computed byal,m
k, j = a(φ( j)

m , φ
(k)
l ); and the complements of the vectorb are defined as

bk,l = L(φ(k)
l ). The discretized problem (2.16) leads to the algebraic system below:

AX = b, (2.18)

whereX = (x11, x12, · · · , x1p, x21, · · · , x2p, · · · , xN1, · · · , xNp)t ∈ CpN is the unknown vec-
tor.

In general the system (2.16) is solved by an iterative method, for example, the precon-
ditioned GMRES method or the PCG method. In this paper, we solve the system arising
from the PWDG method by preconditioned GMRES method, and solve the system arising
from the PWLS method by PCG method since the system of the PWLSmethod is Her-
mitian positive definite. Notice that implementation of an iterative step in PCG method is
cheaper than that in the preconditioned GMRES method. We need to construct an efficient
preconditionerB for the matrixA, and solve the equivalent system

B−1AX = B−1b. (2.19)

The main goal of this paper is to construct efficient multilevel preconditionersB, espe-
cially multilevel preconditioners with overlapping smoothers. In order to make the ideas
easily understood, we first construct a basic preconditioner directly from multilevel over-
lapping domain decompositions, and then we define multilevel preconditioners with over-
lapping smoothers based on the basic preconditioner. For convenience, we shall describe
the preconditioners in operator forms, instead of matrix forms.

3. A preconditioner based on multilevel overlapping domain decomposition

In this section, we construct an additive multilevel preconditionerB for the operatorA
based on overlapping domain decompositions.

3.1. A multilevel overlapping space decomposition.Let N0 be a fixed positive integer,
which is independent ofω, h and p. For simplicity of exposition, we useD to denote a
generic domain that is the union of some elements inTh, whereD can be the domainΩ
itself or a subdomain ofΩ.

Let D be decomposed into the union of non-overlapping subdomainsD1,D2, · · · ,DN0

such that: (1) each subdomainDr is just the union of several elements inTh; (2) the sub-
domainsD1,D2, · · · ,DN0 are quasi-uniform, regular and geometrical conforming (refer to
Subsection 2.1). Here, we do not require that the intersection of two adjoining subdomains
is a straight line segment. ThenD1, · · · ,DN0 can be viewed as coarse elements ofD and
they constitute a (coarse) finite element partitionT D

d of D, whered denotes the size of
these elements.

Based on the partitionT D
d , we can define an overlapping domain decomposition ofD as

usual. For a constantθ0 ∈ [ 1
2 , 1], we enlarge each coarse elementDr by the thicknessθ0d,

and generate a larger domainD̃r satisfying: (1)Dr ⊂ D̃r ⊂ D; (2) D̃r is just the union of
some (fine) elements inTh; (3) the distance between the internal boundaries∂D̃r\∂D and
∂Dr\∂D is aboutθ0d. Then

D̄ =
N0
⋃

r=1

D̃r

constitutes an overlapping domain decomposition ofD with “large overlap”. For conve-
nience, we call the parameterθ0 as “overlapping degree”. Whenθ0 = 1 (rep. θ0 = 1

2),
each subdomaiñDr is the union ofDr itself and all the neighboring coarse elements (rep.
the half of every neighboring coarse elements) with it. Thus, the case withθ0 = 1 (rep.
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θ0 =
1
2) is called “complete overlap” (rep. “half overlap”). We point out that the case with

a smallθ0, i.e., small overlap (for example,θ0 = h
d ) is not considered in this paper, since

the numerical results for this case are not satisfactory (see Table 9 in Section 6).
For convenience, the above process to generate the coarse elements{Dr } and the over-

lapping subdomains{D̃r } from D is called a “decomposition operation” ofD. The subdo-
mainD̃r is called the “enlarged subdomain” ofDr .

When D is justΩ itself, we letTΩd0
denote the set of the resulting coarse elements

Ω1, · · · ,ΩN0, whered0 is the size of the elementsΩ1, · · · ,ΩN0. Moreover, we useS0 to
denote the set of the “enlarged subdomains”Ω̃1, Ω̃2, · · · , Ω̃N0.

For each subdomainD ∈ S0, let T D
d1

be the set of the coarse elementsD1, · · · ,DN0

defined by the “decomposition operation” ofD, whered1 denote the size ofD1, · · · ,DN0.
Let D̄ =

⋃N0
r=1 D̃r denote the overlapping domain decomposition ofD, whereD̃r is the

“enlarged subdomain” ofDr . With all the “enlarged subdomains” at 1th-level, define the
set

S1 = {D̃r : r = 1, · · · ,N0; for everyD ∈ S0}.

We can repeat the above process. LetJ ≥ 1. For an integerj satisfying 1≤ j ≤ J, we
assume that the setS j−1 consisting of overlapping subdomains ofΩ has been defined. For
each subdomainD ∈ S j−1, we useT D

dj
to denote the set of the coarse elementsD1, · · · ,DN0

defined by the “decomposition operation” ofD, with d j being the size of the subdomains
D1, · · · ,DN0. Let D̃r be the “enlarged subdomain” ofDr , and letD̄ =

⋃N0

r=1 D̃r denote the
resulting overlapping domain decomposition ofD. Define the set ofjth-level “enlarged
subdomains” as

S j = {D̃r : r = 1, · · · ,N0; for everyD ∈ S j−1} ( j = 1, · · · , J).

We would like to point out that the numbers of the coarse elements generated by “de-
composition operation” of two different subdomains may be different in applications, here
the choice of the same numberN0 of coarse elements is only to simplify the description.
When choosingN0 properly, we haved0 > d1 > · · · > dJ > h. Then the number offine
elements contained in eachK ∈ S j decreases rapidly whenj increases.

Corresponding to a “decomposition operation” of a subdomain, we can build a local
space decomposition on the subdomain.

As in Section 2, letyl(x) denote the plane wave shape functioneiω(αl ·x) (l = 1, · · · , p).
LetQp be the space consisting of thep plane wave shape functions, i.e.,

Qp = span{yl : l = 1, · · · , p}.

Define thecoarsestplane wave space onΩ as

Vp(TΩd0
) = {v ∈ L2(Ω) : v|K ∈ Qp for everyK ∈ TΩd0

}.

Similarly, for eachD ∈ S j−1 with j ≥ 1, define thecoarseplane wave space onD by

Vp(T D
dj

) = {v ∈ L2(Ω) : supp v⊂ D; v|K ∈ Qp for everyK ∈ T D
dj
} ( j = 1, · · · , J),

namely,Vp(T D
dj

) is the plane wave finite element space associated with the coarse partition

T D
dj

. Notice that the spacesVp(TΩd0
) andVp(T D

dj
) ( j = 1, · · · , J) have the dimensionN0p

and possess the same structure with the original plane wave finite element spaceVp(Th)
defined in Subsection 2.4.

For a subdomainK that is the union of some fine elements inTh, we always useT K
h

to denote the restriction of the original partitionTh on K, and define thefineplane wave
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space onK by
Vp(T K

h ) = {v ∈ Vp(Th) : supp v⊂ K}.

As in the standard overlapping domain decomposition method, we can obtain the ini-
tial space decomposition onΩ (here we can easily define weight functions satisfying the
partition of unity, since we do not require the continuity offunctions in the considered
spaces)

Vp(Th) = Vp(TΩd0
) +

N0
∑

r=1

Vp(T Ω̃r

h ) = Vp(TΩd0
) +

∑

D∈S0

Vp(T D
h ). (3.1)

Similarly, for eachD ∈ S j−1 with j ≥ 1, we can build the local space decomposition onD

Vp(T D
h ) = Vp(T D

dj
) +

N0
∑

r=1

Vp(T D̃r

h ). (3.2)

Set j = 1 in (3.2), and substituting the resulting decomposition into (3.1), yields

Vp(Th) = Vp(TΩd0
) +

∑

D∈S0

Vp(T D
d1

) +
∑

D∈S0

N0
∑

r=1

Vp(T D̃r

h )

= Vp(TΩd0
) +

∑

D∈S0

Vp(T D
d1

) +
∑

D∈S1

Vp(T D
h ).

Combining the above decomposition with (3.2) forj = 2, · · · , J, and using the relation

∑

D∈S j−1

N0
∑

r=1

Vp(T D̃r

h ) =
∑

D∈S j

Vp(T D
h ) ( j ≥ 2),

we recursively obtain the multilevel space decomposition

Vp(Th) = Vp(TΩd0
) +

J
∑

j=1

∑

D∈S j−1

Vp(T D
dj

) +
∑

K∈SJ

Vp(T K
h ). (3.3)

For ease of notation, we would like to give a terser expression of the above space de-
composition.

For convenience, we writeVp(TΩd0
) as Vp(Td0). For j = 1, · · · , J, define theset of

jth-levelcoarseelements

Tdj =
⋃

D∈S j−1

T D
dj

and jth-levelcoarsespace

Vp(Tdj ) =
∑

D∈S j−1

Vp(T D
dj

).

Notice that, forj ≥ 1, the setTdj does not constitute a (coarse) finite element partition ofΩ

since the elements inT D
dj

may be overlapping with the elements inT D′
dj

whenD is different
from D′.

Moreover, we define the set ofJth-levelfineelements

T̃ J
h =

⋃

K∈SJ

T K
h

andJth-levelfinespace

Vp(T̃ J
h ) =

∑

K∈SJ

Vp(T K
h ).
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Also, the setT̃ J
h is not a (fine) finite element partition ofΩ.

Therefore, the space decomposition (3.3) can be simplified as

Vp(Th) = Vp(T̃ J
h ) +

J
∑

j=0

Vp(Tdj ). (3.4)

In the rest of this paper, we construct several multilevel preconditioners forA based on
the above multilevel space decomposition.

3.2. A multilevel overlapping preconditioner. In this subsection, we construct a basic
preconditioner ofA by the multilevel space decomposition (3.4).

Let A0 : Vp(Td0)→ Vp(Td0) be the restriction of the discrete operatorA on the coarsest
spaceVp(Td0), namely,

(A0v0,w0) = a(v0,w0), v0 ∈ Vp(Td0), ∀w0 ∈ Vp(Td0).

As usual,A0 is called thecoarsestsolver.
Let j = 1, · · · , J. ForD ∈ S j−1, let Vp(T D

dj
) be the local coarse spaces defined in the last

subsection. Definejth-level local coarse solversAD
dj

: Vp(T D
dj

)→ Vp(T D
dj

) by

(AD
dj

v,w) = a(v,w), v ∈ Vp(T D
dj

), ∀w ∈ Vp(T D
dj

) (1 ≤ j ≤ J; D ∈ S j−1).

Then we defineinexactsolverB j : Vp(Tdj )→ Vp(Tdj ) at jth-level coarse space as:

B−1
j =

∑

D∈S j−1

(AD
dj

)−1QD
dj

( j = 1, · · · , J),

whereQD
dj

: Vp(Tdj ) → Vp(T D
dj

) denote theL2 projectors. Notice that the operatorB j can
be viewed as a “block-diagonal” preconditioner for the restriction of A on jth-level coarse
subspaceVp(Tdj ), where the order of each “block” equalsN0p.

Similarly, for eachK ∈ SJ, defineJth-levellocal solverÃK
J : Vp(T̃ K

h )→ Vp(T̃ K
h ) by

(ÃK
J v,w) = a(v,w), v ∈ Vp(T̃ K

h ), ∀w ∈ Vp(T̃ K
h ) (K ∈ SJ),

and defineJth-level fineinexactsolverB̃J : Vp(T̃ J
h )→ Vp(T̃ J

h ) as

B̃−1
J =

∑

K∈SJ

(ÃK
J )−1Q̃K

J ,

whereQ̃K
J : Vp(T̃ J

h ) → Vp(T̃ K
h ) denote theL2 projectors. It is clear that̃BJ is also a

“block-diagonal” preconditioner for the restriction ofA on the fine subspaceVp(T̃ J
h ).

Finally, corresponding to the multilevel space decomposition (3.4), an additive multi-
level preconditionerB : Vp(Th)→ Vp(Th) is naturally defined as

B−1 = A−1
0 Q0 +

J
∑

j=1

B−1
j Q j + B̃−1

J Q̃J, (3.5)

whereQ j ( j = 0, · · · , J) andQ̃J denote theL2 projectors intoVp(Tdj ) andVP(T̃ J
h ), respec-

tively.
The action ofB−1 can be described by the following algorithm.

Algorithm 3.1 . For ξ ∈ Vp(Th), the functionuξ = B−1ξ ∈ Vp(Th) can be obtained as
follows:

Step 1. Computingu0 ∈ Vp(Td0) by

(A0u0, v0) = (ξ, v0), ∀v0 ∈ Vp(Td0);
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Step 2. Forj = 1, · · · , J, computingudj ∈ Vp(Tdj ) in parallel by

(B judj , v) = (ξ, v), ∀v ∈ Vp(Tdj );

Step 3. Computing ˜uJ
h ∈ VP(T̃ J

h ) by

(B̃Jũ
J
h, vh) = (ξ, vh), ∀vh ∈ VP(T̃ J

h );

Set

uξ = u0 +

J
∑

j=1

udj + ũJ
h.

By the definitions of the solversB j ( j = 1, · · · , J) andB̃J, Step 2-Step 3 inAlgorithm
3.1can be implemented in smaller spaces (otherwise,Algorithm 3.1 has no significance).

The action ofB−1
j ( j = 1, · · · , J) appeared in Step 2 ofAlgorithm 3.1 can be described

by the following algorithm

Algorithm 3.2 . Forη ∈ Vp(Tdj ), the functionwη = B−1
j η ∈ Vp(Tdj ) can be obtained by

two steps:
Step 1. ForD ∈ S j−1, computingwD

dj
∈ Vp(T D

dj
) in parallel by

a(wD
dj
, v) = (η, v), ∀v ∈ Vp(T D

dj
);

Step 2. Set

wη =
∑

D∈S j−1

wD
dj
.

Similarly, the action ofB̃−1
J appeared in Step 3 ofAlgorithm 3.1 can be described by

the following algorithm

Algorithm 3.3 . Forη ∈ Vp(T̃ J
h ), the functionw̃η = B̃−1

J η ∈ Vp(T̃ J
h ) can be obtained by

two steps:
Step 1. ForK ∈ SJ, computingw̃K

h ∈ Vp(T̃ K
h ) in parallel by

a(w̃K
h , vh) = (η, v), ∀vh ∈ Vp(T̃ K

h );

Step 2. Set

w̃η =
∑

K∈SJ

w̃K
h .

In applications, the action ofB−1 is implemented in parallel by Step 1 inAlgorithm
3.1-Algorithm 3.3 .

Remark 3.1. Notice that the dimension of the coarsest spaceVp(Td0) and each local
“coarse” spaceVp(T D

dj
) equalsN0p. Moreover, the number of fine elements contained

in K ∈ SJ monotonically decreases whenJ increases (assume thatN0 is chosen in a suit-
able rule). Therefore, in order to guarantee that every local space has almost the same
dimension, we should chooseJ to be large enough such that each domainK ∈ SJ contains
almostN0 fine elements inTh. Then each subproblem needed to be solved in Step 1 of
Algorithm 3.2-Algorithm 3.3 has nearlyN0p unknowns only.
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3.3. Further discussions on the proposed multilevel method.In this subsection we first
give some comparisons between the proposed multilevel method and two existing multigrid
methods, and then investigate more details on the proposed preconditionerB.

• Comparisons with the standard multigrid method with overlapping Schwarz smoothers
The preconditionerB defined in the previous two subsection looks like the standard

multigrid preconditioner with overlapping Schwarz smoothers, but the two preconditioners
have essential differences. In order to explain the differences in details, we first describe
this standard preconditioner for the current situation.

As in Subsection 3.1, letΩ be decomposed into the union of several quasi-uniform and
regular coarse elements with the sizeh0, where each coarse element is just the union of
some fine elements inTh. Let Th0 denote the resulting partition, i.e., the set of all the
coarse elements. For every element inTh0, we continue such decomposition and obtain
several quasi-uniform and regular coarse elements with thesizeh1 < h0. The resulting
partition is denoted bŷTh1. As usual, we repeat the above decomposition process and we
can build refining finite element partitions:Th0, T̂h1, · · · , T̂hJ with the sizesh0, h1, · · · , hJ

satisfyingh < hJ < · · · < h1 < h0. For j = 1, · · · , J, let Vp(T̂hj ) denote the plane wave
finite element space associated with the finite element partitions T̂hj . Then we obtain the
multilevel space decomposition

Vp(Th) = Vp(Th0) +
J

∑

j=1

Vp(T̂hj ). (3.6)

In order to define overlapping Schwarz smoothers, we decompose the spaceVp(T̂hj )
( j ≥ 1) into the sum of smaller subspaces. For eachD ∈ T̂hj , we enlargeD with the
thickness of one (coarse) element to a larger domainD̃, i.e., D̃ is the union ofD and the
coarse elements adjoiningD, where the added elements belong toT̂hj . ThenD and the
added elements constitute a coarse finite element partitionof D̃ , which is denoted by
T̂ D̃

hj
. Let Vp(T̂ D̃

hj
) denote the plane wave finite element space associated with the finite

element partitionT̂ D̃
hj

, i.e., the restriction ofVp(T̂hj ) on the subdomaiñD. Then we have
the “overlapping” space decomposition of thejth-level coarse space

Vp(T̂hj ) =
∑

D∈T̂hj

Vp(T̂ D̃
hj

) ( j ≥ 1). (3.7)

Combing this decomposition with (3.6), gives the new multilevel decomposition of the
original space

Vp(Th) = Vp(Th0) +
J

∑

j=1

∑

D∈T̂hj

Vp(T̂ D̃
hj

). (3.8)

As in Subsection 3.2, letA0 be the coarsest solver associated withVp(Th0). We define
ÂD̃

hj
: Vp(T̂ D̃

hj
) :→ Vp(T̂ D̃

hj
) as the restriction ofA on Vp(T̂ D̃

hj
), and useQ̂D̃

hj
: Vp(T̂hj ) :→

Vp(T̂ D̃
hj

) to denote theL2 projector. Then we definejth-level solver

B̂−1
j =

∑

D∈T̂hj

(ÂD̃
hj

)−1Q̂D̃
hj

(1 ≤ j ≤ J)
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and the preconditioner

B̂−1 = A−1
0 Q0 +

J
∑

j=1

B̂−1
j Q j . (3.9)

For j ≥ 1, the operatorB̂−1
j is called the overlapping Schwarz smoother atjth-level,

and the preconditioner̂B is called the multigrid preconditioner with overlapping Schwarz
smoothers (MG-Schwarz). For each coarse elementD ∈ T̂hj , if we do not enlargeD

into the larger subdomaiñD and replace the subspaceVp(T̂ D̃
hj

) in (3.8) byVp(T̂ D
hj

) itself,

then the corresponding preconditionerB̂ is just the multigrid preconditioner with Jacobi
smoothers (MG-Jacobi). In applications, the action of the smootherB̂−1

j may be repeated
several times by Richardson iterations. Notice that we havenot considered the more gen-
eral situation, in which the subdomaiñD contains more elements for eachD ∈ T̂hj , since
the implementation of the resulting smoothers has greater cost.

Now we give some comparisons between the preconditionerB defined in (3.5) and the
preconditionerB̂ defined in (3.9). We need only to compare the two multilevel space
decompositions (3.3) and (3.8).
Similarity : for both multilevel space decompositions, the subspaces in each level (except
the coarsest level) are overlapping each other.
Differences:

(1) the two space decompositions are constructed in different ways. For the space de-
composition (3.8), we first have the multilevel decomposition (3.6), and then construct
independently the overlapping decomposition (3.7) for each level coarse space. However,
for the space decompositions (3.3), we first construct the overlapping decomposition (3.2)
on each “enlarged subdomain”, and then use all these local overlapping decompositions to
derive recursively the global multilevel space decomposition (3.3).

(2) the two space decompositions have different structures. The design of the overlap-
ping decomposition (3.7) only changes the structure ofjth-level space itself, but does not
improve the relation of the coarse spaces at different levels. This means that the structure
of the space decomposition (3.8) has no essential difference from that in the multilevel
preconditioner with Jacobi smoothers. From the construction of the space decomposition
(3.3), we know that the space decomposition (3.3) locally possesses the structure of the
space decomposition in the overlapping domain decomposition method, and so the over-
lapping subspacesVp(T D

dj
) at different levels have inherent connections. It is easy to see

that the space decomposition (3.3) is independent of the space decomposition in the stan-
dard multigrid preconditioners. Some comparison results for them will be given in Table
10 of Section 6.

• Comparisons with the wave-ray multigrid methods
The wave-ray multigrid methods (see [32] and [31]) were designed for solving Helmholtz

system generated by the discretization with finite difference or the nodal finite elements.
As in the first part of this subsection, leth j denote the size of the coarse elements at

j-th level. It is well known that, whenh j is relatively large comparing the value of 1/ω,
the oscillatory error components atj-th level can not be efficiently reduced by the standard
multigrid methods. The basic idea of the wave-ray multigridmethods is to approximate
such oscillatory error components atj-th level by the following functions

w j(x) =
L j
∑

l=1

a j
l (x)eiω(αl·x),



Novel multilevel preconditioners for the systems arising from plane wave discretization of Helmholtz equations 13

wherea j
l (x) are smooth functions, which are calledray envelope functionsin [32]; the wave

direction vectors{αl} may be different from that given in Subsection 2.4. The numberL j

of the wave directions increases when the valueωh j increases.
Since the original error components can not be directly expressed as the form of the

functionw j(x), some exponential interpolations need to be constructed (see [31]). These
exponential interpolations were defined by the Fourier components (ray elements, plane
wave functions)eiω(αl ·x), and were used to achieve a transformation between the original
error components and the ray envelope functions. In the wave-ray multigrid methods, the
approximation of oscillatory error components was transformed into the approximation of
smooth ray envelope functions by using the exponential interpolations. While the smooth
ray envelope functions can be approximated by the standard multigrid methods. Then the
oscillatory error components can be reduced on relatively coarse girds. The implementa-
tion of the wave-ray multigrid methods involves many technical details, for example, how
to choose suitable wave direction vectors{αl}. The cost in the wave-ray multigrid meth-
ods depends on the value of the wave numberL j and the calculation of the exponential
interpolations.

Notice that both the wave-ray multigrid method and the multilevel method introduced
in this paper are based on the plane wave functionseiω(αl ·x), in essence, use the “good”
approximate property of the plane wave functions for oscillatory solutions. However, the
roles of the plane wave functions are different in the two kinds of methods: the plane wave
functions are used to define discretization basis functionsin this paper; while, the plane
wave functions are only auxiliaryweight functions in the wave-ray multigrid methods.
As to the multilevel methods themselves, the multilevel method described in the previous
two subsections has no relation with the wave-ray multigridmethods, since the wave-ray
multigrid methods still use the standard multigrid framework to approximate the smooth
ray envelope functions.

• On the efficiency of the proposed multilevel method.
In Section 6, we will test several examples to illustrate theefficiency of the proposed

multilevel preconditioners (including some variants ofB, see Sections 4-5). Besides, we
will give numerical comparisons among the proposed multilevel preconditionerB, the
multigrid preconditioner̂B with overlapping Schwarz smoothers and the multigrid precon-
ditioner with Jacobi smoothers. As we will see, the multilevel preconditionerB designed
in the previous two subsections is robust even for largeω. However, the multilevel precon-
ditionerB̂ with overlapping Schwarz smoothers can only slightly improve the convergence
rate of the multilevel preconditioner with Jacobi smoothers. In this part,we try to give some
explanations to the effectiveness of the preconditionerB.

The first reason is that the plane wave functions can approximate the oscillatory solution
of the Helmholtz equation very well (which is just the motiveof the wave-ray multigrid
methods), but it is not the unique reason of the effectiveness. In fact, if we decrease the
thickness of the overlap to be one fine element in the overlapping space decomposition
(3.3), then the resulting multilevel preconditioner has almost the same convergence rate
with the multigrid preconditioner̂B with Schwarz smoothers (see the results reported in
Table 9 of Section 6). The second reason is that the space decomposition (3.3) possesses
“good” structure, as explained in the first part of this subsection. We would like to explain
this point more clearly. It is known that an overlapping domain decomposition precondi-
tioner with several subdomains only is always stable even for the Helmholtz equations with
large wave numbers (see the results listed in Table 8 of Section 6). Thus, since the number
N0 of overlapping subdomains is fixed and not large, the overlapping decomposition (3.2)
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(and (3.1)) is stable for eachD ∈ S j−1 even for largeω. This means that the global space
decomposition (3.3), which is defined by the local space decompositions (3.1) and (3.2),
should be also stable even for largeω. Notice that each local spaceVp(T D̃r

h ) has too high
dimension unlessj is large, so we have to make multilevel decomposition.

• Computational cost for the implementation of the proposed preconditionerB.
In applications, the action ofB−1 is implementedin parallel. Thus we should not inves-

tigate the computational complexity for the implementation of B−1 as successive algorithm.
But, for completeness, we still estimate the computationalcomplexity in the usual way.

As in Section 2, letN denote the number of the fine elements inTh. It is easy to see that
the numbers of different subproblems needed to be solved inAlgorithm 3.2 andAlgorithm
3.3are not greater thanmin{N j−1

0 , N} ( j = 1, · · · , J) andmin{NJ
0 , N}, respectively. If we

require that the number of the fine elements contained in eachK ∈ SJ almost equals
N0 (refer to Remark 3.1), we can verify that the level numberJ should bec0(logN0

N),
wherec0 is a positive constant depending onN0 andθ0. Notice that each subproblem to be
solved hasN0p unknowns, so its solution has the computational costO((N0p)3). Then the
computational complexity for the implementation ofB−1 can be estimated as follows

Ncost≤ C(N0p)3J min{NJ
0 ,N} ≤ CN3

0 p3(logN0
N)N = CN3

0 p2(logN0
N)(pN).

Then we have

Ncost ≤ CN3
0 p2(logN0

N)Ndo f ,

whereNdo f = pN denotes the dimension of the original fine grid system (2.18). Since
N0 is a constant, the computational cost is estimated byNcost = O(p2(logN0

N)Ndo f). This
means that, even if we implement the action ofB−1 in successivemanner, the resulting
computational complexity is almost the optimal. Since the solution of each subproblem
has very small costO((pN0)3), the preconditionerB implemented in parallel should be
much cheaper than the direct solvers.

4. A multilevel overlapping preconditioner with smoothers

In this section, we design an improvement of the preconditionerB to further reduce the
cost for implementing the solversB−1

j ( j = 1, · · · , J) andB̃−1
J described inAlgorithm 3.2

andAlgorithm 3.3 . The basic idea is to replace the solversB−1
j ( j = 1, · · · , J) andB̃−1

J by
Jacobi-type smoothers. To this end, we first give exact definitions of the smoothers.

For j = 1, · · · , J andD ∈ S j−1, let Vp(T D
dj

) denote the local coarse space defined in

Subsection 3.1. We want to further decompose each spaceVp(T D
dj

) into the sum of several

smaller spaces. Notice that the support set of the functionsin Vp(T D
dj

) is D, which is the

union ofN0 coarse elementsD1, · · · ,DN0 in T D
dj

. Thus we need only to define subspaces
on the coarse elements.

As in Subsection 3.1, letQp denote the space ofp plane wave shape functions. For a
coarse elementDr in T D

dj
, define

Vp(Dr ) = span{v ∈ L2(Ω) : v|Dr ∈ Qp; supp v⊂ Dr } = {v ∈ Vp(T D
dj

) : supp v⊂ Dr }.

( j = 1, · · · , J; D ∈ S j−1; r = 1, · · · ,N0)
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In other words,Vp(Dr) is the restriction space ofVp(T D
dj

) on Dr ⊂ D. It is clear that the

spaceVp(Dr ) has the dimensionp (but the dimension ofVp(T D
dj

) equalsN0p). Then

Vp(T D
dj

) =
N0
∑

r=1

Vp(Dr ),

and so

Vp(Tdj ) =
∑

D∈S j−1

N0
∑

r=1

Vp(Dr ).

Similarly, for eachfineelementE ∈ T̃ K
h , define

Vp(E) = {v ∈ Vp(T̃ K
h ) : supp v⊂ E} (K ∈ SJ; E ∈ T̃ K

h ).

It is clear that the dimension ofVp(E) equalsp and we have

Vp(T̃ K
h ) =

∑

E∈T̃ K
h

Vp(E).

Then
Vp(T̃ J

h ) =
∑

K∈SJ

∑

E∈T̃ K
h

Vp(E).

Based on the above space decompositions, we can define Jacobi-type smoothers in the
natural manner.

Let m0 be a given positive integer. The desired smoothersR(m0)
j ( j = 1, · · · , J) andR̃(m0)

J
are defined by the following algorithms.

Algorithm 4.1 . Forη ∈ Vp(Tdj ), the functionwη = (R(m0)
j )−1η ∈ Vp(Tdj ) can be obtained

as follows:
Step 1. Letw0 ∈ Vp(Tdj ) be an initial guess. Assume thatwl−1 (l = 1, · · · ,m0) has been

gotten. ForD ∈ S j−1 and elementsDr ∈ T
D
dj

, computingŵl
Dr
∈ Vp(Dr) in parallel by

a(ŵl
Dr
, v) = (η, v) − a(wl−1, v), ∀v ∈ Vp(Dr ),

and set

wl = wl−1 +
∑

D∈S j−1

N0
∑

r=1

ŵl
Dr

(l = 1, · · · ,m0);

Step 2. Definewη = wm0.

Algorithm 4.2 . Forη ∈ Vp(T̃ J
h ), the functionwη = (R̃(m0)

J )−1η ∈ Vp(T̃ J
h ) can be obtained

as follows:
Step 1. Letw0 ∈ Vp(T̃ J

h ) be an initial guess. Assume thatwl−1 (l = 1, · · · ,m0) has been
gotten. ForK ∈ SJ andfineelementsE ∈ T̃ K

h , computingŵl
E ∈ Vp(E) in parallel by

a(ŵl
E, v) = (η, v) − a(wl−1, v), ∀v ∈ Vp(E),

and set
wl = wl−1 +

∑

K∈SJ

∑

E∈T̃ K
h

ŵl
E (l = 1, · · · ,m0);

Step 2. Definewη = wm0.

Next we define a new multilevel preconditioner.
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Let m0 be a given positive integer, and let (R(m0)
j )−1 and (R̃(m0)

J )−1 denote the smoothers
defined byAlgorithm 4.1 andAlgorithm 4.2 , respectively. Define the additive precondi-
tioner

(B(m0)
s )−1 = A−1

0 Q0 +

J
∑

j=1

(R(m0)
j )−1Q j + (R̃(m0)

J )−1Q̃J.

In applications, we can choose the positive integerm0 as m0 = 2, 3. The action of
(B(m0)

s )−1 can be implemented as inAlgorithm 3.1 , provided that the solversB j ( j =
1, · · · , J) and B̃J are replaced withR(m0)

j ( j = 1, · · · , J) andR̃(m0)
J defined byAlgorithm

4.1 andAlgorithm 4.2 . Since the actions of (R(m0)
j )−1 ( j = 1, · · · , J) and (R̃(m0)

J )−1 are
implemented in smaller spaces, one of which is defined on an (coarse or fine) element
and has onlyp degree of freedoms, the preconditionerB(m0)

s is cheaper than the precondi-
tionerB. Numerical experiments in Section 6 will indicate that the new variant has faster
convergence than the preconditionerB.

Remark 4.1. According to the discussions in Subsection 3.3, the preconditioner B(m0)
s is

different from the standard multigrid preconditioners since the space decomposition defin-
ing B(m0)

s possesses different structure from the one corresponding to the standard multigrid
preconditioners. The differences betweenB(m0)

s and the multigrid preconditioner̂B with
overlapping Schwarz smoothers are more obvious: each subproblem (except the coarsest
problem) to be solved inB(m0)

s hasp unknowns only, but each subproblem to be solved in
B̂ hasnD̃ × p unknowns, wherenD̃ denotes the number of the (coarse) elements contained
in a subdomaiñD. The proposed method is not called as multigrid method, since the sets
Tdj and T̃ J

h defining the multilevel spaces do not constitute grids onΩ yet. For conve-

nience, we called the preconditionerB(m0)
s asmultilevel overlapping preconditioners with

smoothers(MOPS).

Remark 4.2. Notice that the dimension of the coarsest spaceVp(TΩd0
) equalsN0p, with

N0 being a constant independent ofω, h and p. Thus, it is cheap to realize the action of
A−1

0 appearing in the preconditionerB(m0)
s by the direct method (the values ofN0 andp are

not large). Of course, the action ofA−1
0 can be also replaced by implementing a cheaper

preconditioner ofA0. It is easy to construct such a cheaper preconditioner forA0 since the
spaceVp(TΩd0

) is defined onN0 coarsest elements with fixed sized0.

5. Multiplicative variants of the preconditioner B(m0)
s

In this section, we design several multiplicative multilevel preconditioners to accelerate
the convergence of the additive preconditionerB(m0)

s .

5.1. A basic multiplicative preconditioner. In this subsection, we introduce a simple
multiplicative preconditioner.

Define the operator

P0 = A−1
0 Q0A.

ThenP0 is the energy projector fromVp(Th) into the coarsest spaceVp(Td0). Let R(m0)
j

( j = 1, · · · , J) andR̃(m0)
J be the smoothers defined in the last section, and set

T(m0)
j = (R(m0)

j )−1Q j A ( j = 1, · · · , J) and T̃(m0)
J = (R̃(m0)

J )−1Q̃JA.
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Let I denote the identity operator onVp(Th). Associated with the space decomposition
(3.4), a multiplicative variant ofB(m0)

s is defined by

(M(m0)
1 )−1 =

(

I − (I − P0)(I − T(m0)
1 ) · · · (I − T(m0)

J )(I − T̃(m0)
J )

)

A−1.

The error propagation operator ofM(m0)
1 is

I − (M(m0)
1 )−1A = (I − P0)(I − T(m0)

1 ) · · · (I − T(m0)
J )(I − T̃(m0)

J ).

The action of (M(m0)
1 )−1 can be described by the following algorithm.

Algorithm 5.1 . Forξ ∈ Vp(Th), the functionuξ = (M(m0)
1 )−1ξ ∈ Vp(Th) can be obtained

as follows:
Step 1. Computing ˜uJ

h ∈ Vp(T̃ J
h ) by

(R̃(m0)
J ũJ

h, vh) = (ξ, vh), ∀vh ∈ Vp(T̃ J
h );

Step 2. ComputingudJ ∈ Vp(TdJ) by

(R(m0)
J udJ , v) = (ξ, v) − a(ũJ

h, v), ∀v ∈ Vp(TdJ),

and setuJ = ũJ
h + udJ ;

Step 3. Let j = J, · · · , 2. If we have obtainedu j ∈ Vp(Th), then computeudj−1 ∈

Vp(Tdj−1) by

(R(m0)
j−1 udj−1, v) = (ξ, v) − a(u j, v), ∀v ∈ Vp(Tdj−1),

and set
u j−1 = u j + udj−1 ( j = J, · · · , 2);

Step 4. Computingu0 ∈ Vp(Td0) by

(A0u0, v) = (ξ, v) − a(u1, v), ∀v ∈ Vp(Td0);

Step 5. Set
uξ = u1 + u0.

5.2. The standardly symmetrized multiplicative preconditioner. In this subsection we
consider the case of PWLS method. Then the operatorA is Hermitian positive definite
with respect to the inner product (A·, ·). Thus, we need to define a symmetrization of the
preconditionerM(m0)

1 .
The standardly symmetrized preconditioner ofM(m0)

1 is defined as

(M(m0)
2 )−1 =

(

I−(I−T̃(m0)
J )(I−T(m0)

J ) · · · (I−T(m0)
1 )(I−P0)(I−T(m0)

1 ) · · · (I−T(m0)
J )(I−T̃(m0)

J )
)

A−1.

The error propagation operator ofM(m0)
2 is

I −(M(m0)
2 )−1A = (I −T̃(m0)

J )(I −T(m0)
J ) · · · (I −T(m0)

1 )(I −P0)(I −T(m0)
1 ) · · · (I −T(m0)

J )(I −T̃(m0)
J ).

For the case of PWLS method, the operatorsT(m0)
j andT̃(m0)

J are Hermitian positive definite

with respect to the inner product (A·, ·). As a result, the operator (M(m0)
2 )−1 is also Hermitian

and positive definite with respect to the same inner product.
The action of (M(m0)

2 )−1 can be described by the following algorithm.

Algorithm 5.2 . Forξ ∈ Vp(Th), the functionuξ = (M(m0)
2 )−1ξ ∈ Vp(Th) can be obtained

as follows:
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Step 1. Computing ˜wJ
h ∈ Vp(T̃ J

h ) by

(R̃(m0)
J w̃J

h, vh) = (ξ, vh), ∀vh ∈ Vp(T̃ J
h );

Step 2. ComputingwdJ ∈ Vp(TdJ) by

(R(m0)
J wdJ , v) = (ξ, v) − a(w̃J

h, v), ∀v ∈ Vp(TdJ),

and setwJ = w̃J
h + wdJ ;

Step 3. Let j = J, · · · , 2. If we have obtainedw j ∈ Vp(Th), then computewdj−1 ∈

Vp(Tdj−1) by

(R(m0)
j−1 wdj−1 , v) = (ξ, v) − a(w j, v), ∀v ∈ Vp(Tdj−1),

and set
w j−1 = w j + wdj−1 ( j = J, · · · , 2);

Step 4. Computingud0 ∈ Vp(Td0) by

(A0ud0, v) = (ξ, v) − a(w1, v), ∀v ∈ Vp(Td0),

and setu0 = w1 + ud0;
Step 5. Letj = 1, · · · , J. If we have obtainedu j−1 ∈ Vp(Th), then computeudj ∈ Vp(Tdj )

by
(R(m0)

j udj , v) = (ξ, v) − a(u j−1, v), ∀v ∈ Vp(Tdj ),

and set
u j = u j−1 + udj ( j = 1, · · · , J).

Step 6. Computing ˜uJ
h ∈ Vp(T̃ J

h ) by

(R̃(m0)
J ũJ

h, vh) = (g, vh) − a(uJ, vh), ∀vh ∈ Vp(T̃ J
h );

Step 7. Set
uξ = uJ + ũJ

h.

5.3. A non-standard symmetrized multiplicative preconditioner. In this subsection,
we still consider the case of PWLS method. Define the operatorT(m0) : Vp(Th) → Vp(Th)
by

T(m0) = I − (I − T(m0)
1 ) · · · (I − T(m0)

J )(I − T̃(m0)
J )(I − T(m0)

J ) · · · (I − T(m0)
1 ).

ThenT(m0) is Hermitian positive definite with respect to the inner product (A·, ·). A non-
standard symmetrized preconditioner ofM(m0)

1 can be defined as (refer to [22])

(M(m0)
3 )−1 =

(

I − (I − P0)(I − T(m0))
)

A−1 (thePWLSmethod).

It can be verified that the restriction ofM(m0)
3 on (Vp(Td0))

⊥ is Hermitian positive definite
with respect to the inner product (A·, ·) (refer to [22]). The error propagation operator of
M(m0)

3 is

I − (M(m0))−1
3 A = (I − P0)(I − T).

The action of (M(m0)
3 )−1 can be described by the following algorithm.

Algorithm 5.3 . Forξ ∈ Vp(Th), the functionuξ = (M(m0)
3 )−1ξ ∈ Vp(Th) can be obtained

as follows:
Step 1. Computingw1 ∈ Vp(Td1) by

(R(m0)
1 w1, v) = (ξ, v), ∀v ∈ Vp(Td1);
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Step 2. Let j = 2, · · · , J. If we have obtainedw j−1 ∈ Vp(Th), then computewdj ∈

Vp(Tdj ) by

(R(m0)
j wdj , v) = (ξ, v) − a(w j−1, v), ∀v ∈ Vp(Tdj ),

and set
w j = w j−1 + wdj ( j = 2, · · · , J);

Step 3. Computing ˜wJ
h ∈ Vp(T̃ J

h ) by

(R̃(m0)
J w̃J

h, vh) = (ξ, vh) − a(wJ, vh), ∀vh ∈ Vp(T̃ J
h ),

and set ˜wJ = wJ + w̃J
h;

Step 4. ComputingudJ ∈ Vp(TdJ) by

(R(m0)
J udJ , v) = (ξ, v) − a(w̃J, v), ∀v ∈ Vp(TdJ),

and setuJ = w̃J + udJ ;
Step 5. Let j = J, · · · , 2. If we have obtainedu j ∈ Vp(Th), then computeudj−1 ∈

Vp(Tdj−1) by

(R(m0)
j−1 udj−1, v) = (ξ, v) − a(u j, v), ∀v ∈ Vp(Tdj−1),

and set
u j−1 = u j + udj−1 ( j = J, · · · , 2);

Step 6. Computingu0 ∈ Vp(Td0) by

(A0u0, v) = (ξ, v) − a(u1, v), ∀v ∈ Vp(Td0);

Step 7. Set
uξ = u1 + u0.

Remark 5.1. The actions of (R(m0)
j )−1 ( j = 1, · · · , J) and (R̃(m0)

J ) used inAlgorithm 5.1
-Algorithm 5.3 are implemented byAlgorithm 4.1 andAlgorithm 4.2 , respectively. No-
tice that the solver (̃R(m0)

J )−1 is implemented only one time inAlgorithm 5.3 (such solver

needs to be implemented for two times inAlgorithm 5.2), so the preconditionerM(m0)
3

is cheaper thanM(m0)
2 . It is interesting that the numerical results reported in Section 6

indicate thatM(m0)
3 has faster convergence thanM(m0)

2 (some explanations to the kind of
phenomenon have been given in [22]).

6. Numerical experiments

In this section we report numerical results to illustrate that the new preconditioners are
effective for solving Helmholtz equations with large wave numbers.

In the examples tested in this part, we chooseΩ as the rectangle [0, 2] × [0, 1], and
we adopt a uniform partitionTh for the domainΩ as follows: Ω is divided into some
small rectangles with the same size, whereh denotes the length of the longest edge of the
elements. Letnh denote the number of elements generated by the partitionTh, and letp
denote the number of plane wave basis functions in one element. Then the dimension of
the original fine grid system (2.18) isNdo f = nh × p.

We choose the mesh sizeh and the numberp of plane wave basis functions in one
element according to the following rule: when the wave numbers increase, the scale of
the discrete problem is increased (eitherh decreases orp increases) in a suitable manner
such that accepted relativeL2 errors of the approximation can be kept. In the numerical
experiments below, we chooseh ≈ 2/ω and slightly increasep whenω increases.
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We need to give a rule for the multilevel overlapping domain decomposition. For con-
venience, we consider only an easily implemented rule, i.e., the overlap degreeθ0 = 1,
for the main experiments. LetΩ be divided into 2n × 2n (n ≥ 3) rectangle elements with
the same size. We divideΩ into 4 parts in each direction (x-coordinate axis direction or
y-coordinate axis direction) to build the coarsest partition Td0, with d0 being a constant
independent of the wave numberω and the fine mesh sizeh. This means that the coarsest
partition contains 4× 4 (coarse) rectangular elements with the same size, and soN0 = 16.
Define the enlarged subdomain of each (coarse) element as theunion of the (coarse) el-
ement itself and its neighboring (coarse) elements, where the definition of the enlarged
subdomain was given in Subsection 3.1. We repeat the above process to decompose each
enlarged subdomain into 4× 4 rectangles, but the rectangles may have different sizes since
the number of the elements contained in a enlarged rectanglemay be not divisible by 16.
For this case, we still divide the enlarged rectangle into 4 parts in each direction such that
the number of elements in each part is almost the same. We continue the above process,
and the decomposition stops when the number of elements in each enlarged subdomain
associated with the current level is less than 5× 5.

Throughout this section, we always useB, B(m0)
s and M(m0)

l (l = 1, 2, 3) to denote the
proposed multilevel preconditioners with the above decomposition rule.

For the PWLS method, we setα = ω2 andβ = 1; for the PWDG method, we set
α = β = δ = 1

2. Since the stiffness matrix of PWLS method is Hermitian positive definite,
we can solve the system by PCG method. While the stiffness matrix of PWDG is not
Hermitian, we solve it by PGMRES method. For one iterative step, PCG method is cheaper
than PGMRES method. The stopping criterion in the iterativealgorithms is that the relative
L2-normǫ of the residual of the iterative approximation satisfiesǫ < 1.0e− 6 .

Let Niter represent the iteration count for solving the algebraic system. When the wave
numberω increases (and the mesh sizeh decreases), the iteration countNiter also increases.
In order to describe the growth rate of the iteration countNiter with respect to the wave
numberω, we introduce a new notationρ. Let ω1 andω2 be two wave numbers, and let
N(1)

iter andN(2)
iter denote the corresponding iteration counts, respectively.Then we define the

positive numberρ by

(
ω2

ω1
)ρ =

N(2)
iter

N(1)
iter

.

For example, whenρ = 1, the growth is linear; ifρ→ 0+, then the preconditioner possesses
the optimal convergence. For a preconditioner, the positive numberρ defined above is
called as “relative growth rate” of the iteration count. Of course, we hope that the relative
growth rateρ is sufficiently small. In particular, a preconditioner is almost the optimal if
the relative growth rateρ is much less than 1.

6.1. An example with known analytic solution. The first model problem is the problem
with the Robin boundary condition (refer to [25]):

∆u+ ω2u = 0 in Ω,

∂u
∂n
+ iωu = g on ∂Ω,

(6.1)

whereΩ = [0, 2] × [0, 1], andg = ( ∂
∂n + iω)uex.

The analytic solution of the problem can be given in the closed form as

uex(x, y) = cos(kπy)(A1e
−iωxx + A2eiωxx)
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whereωx =
√

ω2 − (kπ)2, and coefficientsA1 andA2 satisfy the equation
(

ωx −ωx

(ω − ωx)e−2iωx (ω + ωx)e2iωx

) (

A1

A2

)

=

(

−i
0

)

(6.2)

In applications, the parameterk may has different values. According to our numerical
experiments, different values ofk do not affect the efficiency of the preconditioners (refer
to Table 4 and Table 5 in [23]). Thus, in order to shorten the length of the paper, we only
choosek = 10 in the experiments for the example.

Let uh denote the approximate solution generated by an iterative method, we introduce
the following relative error:

err.=
||uex− uh||L2(Ω)

||uex||L2(Ω)
.

We use the above relativeL2 error to measure the accuracy of the approximate solutionuh.

6.1.1. Results on the PWDG method.In this part, we apply the PWDG method to the
discretzation of this example and solve the resulting algebraic system by PGMRES method,
with the preconditionersB, B(m0)

s andM(m0)
1 . In Table 1, Table 2 and Table 3, we list the

iteration counts and theL2 errors of the resulting approximations.

Table 1
PWDG discretization and PGMRES iteration

(with the preconditionerB)

ω p nh Niter ρ err.
20π 10 322 38 8.13e-4
40π 11 642 47 0.3067 7.69e-4
80π 12 1282 58 0.3034 6.57e-4
160π 15 2562 71 0.2918 6.02e-4
320π 16 5122 87 0.2932 5.98e-4

Table 2
PWDG discretization and PGMRES iteration

(with the preconditionerB(m0)
s )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 44 4.13e-4 42 4.23e-4
40π 11 642 53 0.2685 6.27e-4 50 0.2515 6.21e-4
80π 12 1282 64 0.2721 5.21e-4 59 0.2388 3.97e-4
160π 15 2562 77 0.2668 3.87e-4 69 0.2259 4.27e-4
320π 16 5122 92 0.2568 3.96e-4 80 0.2134 4.12e-4

Table 3
PWDG discretization and PGMRES iteration

(with the preconditionerM(m0)
1 )
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m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 39 6.52e-4 36 6.38e-4
40π 11 642 44 0.1740 5.87e-4 40 0.1520 5.06e-4
80π 12 1282 50 0.1844 6.28e-4 44 0.1375 5.39e-4
160π 15 2562 56 0.1635 6.14e-4 48 0.1255 5.22e-4
320π 16 5122 63 0.1699 6.29e-4 52 0.1155 7.81e-4

The results in the above tables indicate that the proposed preconditioners are robust
for Helmholtz equation with large wave numbers (some detailed comments will be given
later).

6.1.2. Results on the PWLS method.In this part, we apply the PWLS method to the dis-
cretzation of this example and solve the resulting systems by PCG method, with the pre-
conditionersB, B(m0)

s , M(m0)
2 andM(m0)

3 . We report the iteration counts and theL2 errors of
the resulting approximations in the following four tables.

Table 4
PWLS discretization and PCG iteration

(with the preconditionerB)

ω p nh Niter ρ err.
20π 10 322 41 9.25e-4
40π 11 642 51 0.3149 3.60e-3
80π 14 1282 63 0.3049 3.88e-4
160π 15 2562 78 0.3081 2.31e-4
320π 16 5122 96 0.2996 3.27e-4

Table 5
PWLS discretization and PCG iteration

(with the preconditionerB(m0)
s )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 47 3.64e-4 45 3.67e-4
40π 11 642 57 0.2783 1.79e-3 53 0.2361 1.78e-3
80π 14 1282 69 0.2756 2.63e-4 62 0.2263 3.89e-4
160π 15 2562 83 0.2665 3.91e-4 72 0.2157 2.67e-4
320π 16 5122 100 0.2688 4.37e-4 84 0.2224 4.63e-4

Table 6
PWLS discretization and PCG iteration

(with the preconditionerM(m0)
2 )
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m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 28 6.97e-4 26 6.23e-4
40π 11 642 32 0.1926 2.37e-3 29 0.1575 2.13e-3
80π 14 1282 36 0.1699 4.07e-4 32 0.1420 6.94e-4
160π 15 2562 41 0.1876 6.24e-4 35 0.1293 7.83e-4
320π 16 5122 46 0.1660 4.51e-4 38 0.1186 5.68e-4

Table 7
PWLS discretization and PCG iteration

(with the preconditionerM(m0)
3 )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 23 8.24e-4 22 8.29e-4
40π 11 642 26 0.1769 2.69e-3 24 0.1255 2.70e-3
80π 14 1282 29 0.1575 3.91e-4 26 0.1155 3.90e-4
160π 15 2562 33 0.1864 2.61e-4 28 0.1069 2.34e-4
320π 16 5122 37 0.1651 2.97e-4 30 0.0995 2.28e-4

It can be seen, from the above tables, that the proposed multilevel preconditioners for
Helmholtz equation with large wave numbers have relativelystable convergence. Namely,
the iteration counts of the corresponding iterative methods (PCG or PGMRES) increase
slowly when the wave number increases (and the mesh size decreases). In particular, for the
multiplicative multilevel overlapping preconditioners with smoothers, the relative growth
ratesρ of the iteration counts with respect to the wave numbers are very small. In fact, the
rates are about 0.1 when the smoothing stepm0 = 3. This means that the multiplicative
multilevel overlapping preconditioners with smoothers are almost optimal. We also notice
that, for the PWLS method, the non-standard symmetrized preconditionerM(m0)

3 is more
effective than the standardly symmetrized preconditionerM(m0)

2 . We would like to empha-
size that all the results are obtained without the limiting condition on the coarsest mesh
sized0 (see Section 1 for the details), which can be chosen as a constant independent ofω
and the mesh sizeh.

In the next part, we report some results to explain why the proposed preconditioners
are robust for the considered model, and illustrate the differences between the proposed
preconditioners and several existing preconditioners.

6.1.3. Results on some other related preconditioners.In this part, we only apply the PWLS
method to the discretzation of this example and solve the resulting systems by PCG method
with the considered preconditioners.

At first we consider the preconditioners generated by the non-overlapping domain de-
composition method, the domain decomposition method with one element overlap and the
domain decomposition method with complete overlap, respectively. Here we consider only
the usual one-level domain decomposition (i.e.,J = 1), in whichΩ is decomposed into 4×4
rectangles with the same size. The resulting preconditioners are denoted byMnon, Msmall

andMlarge. We give the iteration counts of the PCG methods with the three preconditioners
in Table 8.
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Table 8
PWLS discretization and PCG iteration

(with the preconditionersMnon, Msmall andMlarge)

Mnon Msmall Mlarge

ω p nh Niter ρ Niter ρ Niter ρ

20π 10 322 108 82 20
40π 11 642 139 0.3641 101 0.3007 21 0.0704
80π 14 1282 178 0.3568 125 0.3076 22 0.0671
160π 15 2562 229 0.3635 154 0.3010 23 0.0641

The above results indicate that, when we decomposeΩ into several subdomains only,
all the standard domain decomposition preconditioners have stable convergence (of course,
the preconditioner with large overlap converges more rapidly). But, for this one-level
decomposition, each subdomain still contains too many fine elements whenh is small
(i.e.,ω is large). Because of this, we have to design multilevel domain decomposition in
Section 3, such that each considered domain is decomposed into only several subdomains,
and every subdomain at the final level contains several fine elements. Then each local
space decomposition (3.2) is stable, and so the global spacedecomposition (3.3) should be
stable too. This can intuitively explains why the proposed multilevel preconditioners are
effective for Helmholtz equations with large wave numbers.

Then we investigate the influence of the overlapping degreeθ0 to the effectiveness of the
multilevel preconditioner defined by (3.5). When decreasing the thickness of the overlap
to be one fine element (i.e.,θ0 = h

d ), the resulting multilevel preconditioner is denoted by
Bsmall (the preconditioner with small overlap). LetBhal f denote the multilevel precondi-
tioner withθ0 = 1

2 (half overlap). In the table below, we list the iteration counts of the PCG
methods with the two preconditioners and the errors of the resulting approximations.

Table 9
PWLS discretization and PCG iteration

(with the preconditionersBsmall andBhal f )

Bsmall Bhal f

ω p nh Niter ρ err. Niter ρ err.
20π 10 322 71 3.86e-4 49 4.91e-4
40π 11 642 99 0.4796 5.34e-4 61 0.3160 6.35e-4
80π 14 1282 138 0.4792 2.74e-4 76 0.3172 2.71e-4
160π 15 2562 193 0.4839 1.67e-4 95 0.3219 1.66e-4

The above results tell us that the multilevel preconditioner with small overlap is not sat-
isfactory. Fortunately, the multilevel preconditioner with half overlap possesses almost the
same convergence rate as the multilevel preconditionerB with complete overlap (compar-
ing the results in Table 4). Notice that the overlap degree ofthe small overlap case depends
on h, but the overlap degree for the case of complete overlap or half overlap is indepen-
dent ofh. This means that the convergence rate of the proposed preconditioner is mainly
determined by the overlap degree, as in the standard overlapping domain decomposition
method for diffusion equations.

In the following we compare the proposed preconditionerB with two standard multi-
level preconditioners. Let̂B (MG-Schwarz) be the multilevel preconditioner defined by
(3.9), and let MG-Jacobi denote the multilevel preconditioner with Jacobi smoothers (see
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the first part in Subsection 3.3). For the comparison, we use 4× 4 refinement for all cases,
i.e., choosingN0 = 4× 4 in Subsection 3.1 and settingh j = h j−1/4 in Subsection 3.3. We
report the iteration counts of the PCG methods with the threepreconditioners in Table 10

Table 10
PWLS discretization and PCG iteration

(with the preconditioners MG-Jacobi, MG-Schwarz andB)

MG-Jacobi MG-Schwarz B
ω p nh Niter ρ Niter ρ Niter ρ

20π 10 322 78 62 41
40π 11 642 113 0.5348 86 0.4721 51 0.3124
80π 14 1282 163 0.5285 119 0.4686 63 0.3049
160π 15 2562 235 0.5278 164 0.4627 78 0.3081

The results given in the above table indicate that the proposed preconditionerB is essen-
tially different from the standard multilevel preconditioners and is obviously more effective
than the considered two preconditioners (see Subsection 3.3 for the detailed explanations).
We point out that, when settingh j = h j−1/2 in Subsection 3.3 or implementing more
smoothing steps of the smoothersB−1

j andB̂−1
j , this conclusion still holds.

Now we compare three preconditioners, in which each subproblem to be solved has
p unknowns. When settingh j = h j−1/2 and implementingm0 smoothing steps for the
Jacobi smoothers, the resulting multigrid preconditionerwith Jacobi smoothers is denoted
by MG-Jacobi(m0). If the smoothing stepm0 in the preconditionerB(m0)

s described in Section
4 is not fixed, but it is determined by Krylov method (see [11])with the control accuracy
η, the resulting preconditioner is denoted byBs,η. As an example, we choosem0 = 3 and
η = 1

5, for which the average time for implementing smoothers inBs,η is about 2.7. In table
11, we list the iteration counts of the PCG methods with the three preconditioners.

Table 11
PWLS discretization and PCG iteration

(with the preconditioners MG-Jacobi(m0), Bs,η andB(m0)
s , wherem0 = 3, η = 1/5)

MG-Jacobi(m0) Bs,η B(m0)
s

ω p nh Niter ρ Niter ρ Niter ρ

20π 10 322 61 48 45
40π 11 642 83 0.4443 58 0.2730 53 0.2361
80π 14 1282 112 0.4323 70 0.2713 62 0.2263
160π 15 2562 151 0.4310 84 0.2630 72 0.2157

It can be seen from the above results that the proposed preconditionerB(m0)
s is obviously

more effective than the multigrid preconditioner withm0 Jacobi smoothing steps, and it is
so effective as the preconditionerBs,η. As pointed out in [11], the use of Krylov methods
often plays an important role in other methods, but the conclusion is not true in the current
multilevel method.

Notice that we have not reported the errors of the approximations in Table 8, Table 10
and Table 11 because of the limitation of the space in these tables. In fact, all the errors are
less than 10−3 and have not large difference.
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6.2. An example whose analytic solution is unknown.The example tested in the last
subsection is too special. In this subsection, we consider the model with an arbitrary func-
tion g, which is not determined by an analytic solution. The example can be described
as

∆u+ ω2u = 0 in Ω,

∂u
∂n
+ iωu = g on ∂Ω,

(6.3)

whereΩ = [0, 2] × [0, 1], andg = x ∗ y.
In this example, since we do not know its analytic solution, we can only compute an

approximate solution for the comparison with the iterativesolution. Letûh be the approxi-
mate solution obtained by the direct method for the discretesystem, i.e.,

ûh = A−1 fh.

To measure the accuracy of the approximate solutionuh generated by an iterative method,
we introduce the following relative error:

err.=
||ûh − uh||L2(Ω)

||ûh||L2(Ω)
.

6.2.1. Results on the PWDG method.In this part we apply the PWDG method to the
discretzation of this example and solve the resulting algebraic system by PGMRES method,
with the preconditionersB, B(m0)

s andM(m0)
1 . In Table 12, Table 13 and Table 14, we report

the iteration counts and theL2 errors of the resulting approximations.

Table 12
PWDG discretization and PGMRES iteration

(with the preconditionerB)

ω p nh Niter ρ err.
20π 10 322 44 7.21e-4
40π 11 642 54 0.2955 7.39e-4
80π 12 1282 66 0.2895 6.33e-4
160π 15 2562 80 0.2775 6.19e-4
320π 16 5122 98 0.2928 5.63e-4

Table 13
PWDG discretization and PGMRES iteration

(with the preconditionerB(m0)
s )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 51 8.71e-4 48 6.22e-4
40π 11 642 61 0.2583 5.46e-4 57 0.2479 5.83e-4
80π 12 1282 73 0.2591 6.74e-4 67 0.2332 5.91e-4
160π 15 2562 87 0.2531 7.93e-4 78 0.2193 6.08e-4
320π 16 5122 104 0.2575 6.28e-4 91 0.2224 5.69e-4
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Table 14
PWDG discretization and PGMRES iteration

(with the preconditionerM(m0)
1 )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 47 7.08e-4 41 8.26e-4
40π 11 642 53 0.1733 6.13e-4 45 0.1343 7.93e-4
80π 12 1282 60 0.1790 6.29e-4 49 0.1229 6.15e-4
160π 15 2562 68 0.1806 6.37e-4 53 0.1132 7.04e-4
320π 16 5122 77 0.1793 7.24e-4 57 0.1050 6.87e-4

The above results indicate that the proposed preconditioners are also robust for this
example.

6.2.2. Results on the PWLS method.In this part we apply the PWLS method to the dis-
cretzation of this example and solve the resulting systems by PCG method, with the pre-
conditionersB, B(m0)

s , M(m0)
2 andM(m0)

3 . We list the iteration counts and theL2 errors of the
resulting approximations in the following four tables.

Table 15
PWLS discretization and PCG iteration

(with the preconditionerB)

ω p nh Niter ρ err.
20π 10 322 49 6.27e-4
40π 11 642 60 0.2922 9.19e-3
80π 14 1282 73 0.2829 4.70e-4
160π 15 2562 89 0.2859 3.08e-4
320π 16 5122 109 0.2925 5.81e-4

Table 16
PWLS discretization and PCG iteration

(with the preconditionerB(m0)
s )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 56 7.89e-4 53 7.61e-4
40π 11 642 67 0.2587 2.96e-3 63 0.2494 2.37e-3
80π 14 1282 80 0.2558 3.27e-4 74 0.2322 3.82e-4
160π 15 2562 96 0.2630 5.14e-4 86 0.2168 6.35e-4
320π 16 5122 115 0.2605 6.27e-4 100 0.2176 5.23e-4

Table 17
PWLS discretization and PCG iteration

(with the preconditionerM(m0)
2 )
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m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 35 5.81e-4 33 6.14e-4
40π 11 642 40 0.1926 3.19e-3 36 0.1651 3.25e-3
80π 14 1282 45 0.1699 6.34e-4 40 0.1520 5.12e-4
160π 15 2562 51 0.1806 4.88e-4 44 0.1375 3.09e-4
320π 16 5122 57 0.1605 5.33e-4 48 0.1225 5.87e-4

Table 18
PWLS discretization and PCG iteration

(with the preconditionerM(m0)
3 )

m0 = 2 m0 = 3
ω p nh Niter ρ err. Niter ρ err.

20π 10 322 31 4.76e-4 29 4.91e-4
40π 11 642 35 0.1751 8.68e-3 32 0.1420 9.01e-3
80π 14 1282 39 0.1561 4.71e-4 35 0.1293 4.70e-4
160π 15 2562 44 0.1740 3.92e-4 38 0.1186 3.91e-4
320π 16 5122 49 0.1553 6.13e-4 41 0.1096 6.19e-4

From the above results, we know that the proposed multilevelpreconditioners are also
very effective for the Helmholtz equation considered in this subsection.

7. Conclusion

In this paper we have constructed several multilevel preconditioners for the Helmholtz
systems generated by the plane wave discretization (PWLS orPWDG), based on a mul-
tilevel overlapping domain decomposition method. In particular, we have designed mul-
tilevel overlapping preconditioners with smoothers, which are almost the optimal. The
numerical results have illustrated that the proposed preconditioners possess nearly sta-
ble convergence for the two-dimensional Helmholtz equations with large wave numbers,
without the limiting condition on the coarse mesh size. In the next work we shall extend
the proposed methods (with some modifications) to solving three-dimensional Helmholtz
equations with large wave numbers.
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