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ON VISCOSITY SOLUTION OF HJB EQUATIONS WITH STATE

CONSTRAINTS AND REFLECTION CONTROL

ANUP BISWAS, HITOSHI ISHII, SUBHAMAY SAHA, AND LIN WANG

Abstract. Motivated by a control problem of a certain queueing network we consider a
control problem where the dynamics is constrained in the nonnegative orthant Rd

+ of the
d-dimensional Euclidean space and controlled by the reflections at the faces/boundaries.
We define a discounted value function associated to this problem and show that the value
function is a viscosity solution to a certain HJB equation in R

d
+ with nonlinear Neumann

type boundary condition. Under certain conditions, we also characterize this value function
as the unique solution to this HJB equation.
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1. Introduction

The chief goal of this article is to characterize the value function for discounted control
problem associated to certain constrained dynamics (see (2.1)) as a viscosity solution of
certain Hamilton-Jacobi-Bellman (HJB) equation with nonlinear Neumann type boundary
condition. The controlled diffusion takes values in R

d
+, non-negative orthant of the Euclidean

space R
d. The control process is matrix valued and represents the reflection vectors at

certain time. This problem is motived by queueing network problem where there are d
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classes of customers in the queueing system with d number of servers, for every server there
is a priority class of customers, and customers from a non-priority class may access the
server provided its priority class is empty at that instant (see Section 2.1 for more details).
One of the interesting features of this model is its control process which acts through
reflection. To the authors knowledge such model has not been studied before. For existence
and uniqueness results for such dynamics we follow [14]. The constrained dynamics in [14]
does not have any control component and in fact, the author assumes certain regularity
properties on the reflection matrix in the time variable. We show in Theorem A.1 that such
regularity is not needed to establish existence of a unique adapted solution.

The value function is defined to be the infimum of a certain discounted cost function
(see (2.4)) where the infimum is taken over all admissible controls. Admissible controls are
processes that do not predict the future. Discounted cost functions are quite common in
queueing theory (see [1] and references therein). The discounted cost considered here has
two components (see (2.3)), the running cost ℓ ∈ Cpol(Rd

+) and the cost hi ∈ C(Rd ⊗ R
d),

with i ∈ I := {1, . . . , d}, associated to the reflections . We show that the value function is
in Cpol(Rd

+) and is a viscosity solution to the following HJB equation (see (2.5))






LV − βV + ℓ = 0 in
(

R
d
+

)◦
,

Hi(DV (x)) = 0 for x ∈ ∂Rd
+, i ∈ I(x),

(1.1)

where

Hi(p) := min
M∈M

{p ·Mei + hi(M)} , i ∈ I,

M is a certain subset of R
d ⊗ R

d, and I(x) denotes the collection of indices i ∈ I for
which xi = 0. We refer [6] for more details on viscosity solutions. We note that the
boundary condition here is of nonlinear Neumann type. The major hurdles in obtaining
the uniqueness of viscosity solution are the non-smooth property of the boundary and
the nonlinear nature of the boundary condition. The authors of [2, 7, 8] study viscosity
solution in a non-smooth domain but with linear Neumann type boundary condition. In [5]
viscosity solution framework is used to characterize the value function of an ergodic control
problem with dynamics given by controlled constrained diffusions in a polyhedral domain.
Nonlinear Neumann boundary condition is studied in [3,9] (see also the references therein)
for domains with regular boundary (at least C1). The key idea in proving uniqueness of
viscosity solution is to construct a suitable test function. We could establish the uniqueness
under some assumptions on hi (see Theorem 2.1(b)). The construction of test function also
uses the structure of nonlinear boundary condition.

The organization of this article is as follows. Section 2 introduces the control problem
settings and the main results. Then in Section 3 we establish regularity properties of the
value function and prove that the value function is a viscosity solution to (1.1), while the
uniqueness of a viscosity solution to (1.1) is established in Section 4 under the assumption
of the existence of a right test function. Section 5 is devoted to establishing the existence
of a test function. Finally, some auxiliary results are proved in the Appendix.

Notations: By Rd we denote the d-dimensional Euclidean space equipped with the
Euclidean norm |·|. By {e1, . . . , ed} we denote the standard orthonormal basis in R

d. We
write I for the set {1, . . . , d} and set Rd

+ = {x = (x1, . . . , xn) ∈ R
d : xi ≥ 0 for all i ∈ I}.
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We denote 1 = (1, . . . , 1) ∈ R
d
+. We denote by R

d⊗R
d the set of all d×d real matrices and we

endow this space with the usual metric. For a, b ∈ R we denote the maximum (minimum) of
a and b as a∨b (a∧b, respectively). We define a+ = a∨0 and a− = −a∧0. Trace of a matrix
A ∈ R

d ⊗ R
d is denoted by TrA. For x ∈ R

d
+ we define Br(x) = {y ∈ R

d
+ : |y − x| < r} for

r > 0. Given a topological space X and B ⊂ X , the interior, complement and boundary of B
in X is denoted by B◦, Bc and ∂B, respectively. By B(X ) we denote the Borel σ-field of X .

Let C([0,∞) : X ) be the set of all continuous functions from [0,∞) to X . By C↑
0([0,∞) : Rd

+)
we denote the set of all continuous paths that are non-decreasing (component-wise) with
initial value 0. We define C2(Rd) as the set of all real valued twice continuously differentiable
functions on R

d. Cpol(Rd
+) denotes the set of all real valued continuous functions f with at

most polynomial growth i.e.,

lim sup
|x|→0

|f(x)|
|x|k = 0 for some k ≥ 0.

Infimum over empty set is regarded as +∞. C, κ1, κ2, . . . , are deterministic positive con-
stants whose values might change from line to line.

2. Setting and main result

We consider the problem in the domain R
d
+. Let (Ω,F ,P) be a complete probability

space on which a filtration {Ft}t≥0 satisfying the usual hypothesis is given. Let (Wt,Ft)
be a d-dimensional standard Wiener process (Brownian motion) on the above probability
space, i.e., the Wiener process Wt is adapted to Ft, t ≥ 0, and for every t, s ≥ 0, Wt+s−Wt

is independent of Ft. Let b : Rd
+ → R

d be a mapping and Σ be a d × d matrix satisfying
the following condition.

Condition 2.1. There exists a K ∈ (0,∞) such that
∣

∣b(x)− b(y)
∣

∣ ≤ K
∣

∣x− y
∣

∣ and |b(x)| ≤ K for all x, y ∈ R
d
+.

Also the matrix A = ΣΣT is non-singular.

We note that Condition 2.1 in particular, implies that Σ is non-singular. Let α ∈ [0, 1]d.
We define

M(α) := {M = [I− P ] ∈ R
d ⊗ R

d : Pii = 0, Pij ≥ 0 and
∑

j 6=i

Pji ≤ αi},

where I denotes the d × d identity matrix. We endow that set M(α) with the metric of
R
d ⊗ R

d and therefore M(α) forms a compact metric space. We assume that

Condition 2.2.

max
i

αi < 1.

In what follows, α is assumed to be fixed and now onwards we write M(α) as M. Given
x ∈ R

d
+ we consider the following reflected stochastic differential equation

X(t) = x+

∫ t

0
b(X(s)) ds +ΣW (t) +

∫ t

0
v(s) dY (s), t ≥ 0,

∫ t

0
Xi(s) dYi(s) = 0 for i ∈ I, X ≥ 0, Y ≥ 0, t ≥ 0 ,

(2.1)
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where the process v takes values in the compact metric space M, and v(s, ω) is jointly
measurable in (s, ω). We also assume that the control process v is {Ft} adapted. It
is easy to see that v is non-anticipative : For s < t, W (t) − W (s) is independent of
σ{W (r), v(r) : r ≤ s} as W (t) − W (s) is independent of Fs. We call the control v
an admissible control and the set of all admissible controls is denoted by M. We show in
Theorem A.1 in Appendix that if Conditions 2.1 and 2.2 hold then for every v ∈ M, (2.1) has

a unique adapted strong solution (X,Y ) taking values in C([0,∞) : Rd
+)× C↑

0([0,∞) : Rd
+).

It is well known that for every non-decreasing continuous function φ : R+ → R+, we can
define a σ-finite measure dφ on ([0,∞),B([0,∞))) where dφ((a, b]) = φ(b)−φ(a) for 0 ≤ a ≤
b <∞. For any f ∈ L1([0,∞),B([0,∞)), dφ) we denote

∫

[0,t] f(s)dφ(s) =
∫ t
0 f(s)dφ(s). Let

ℓ be a non-negative continuous function with polynomial growth, i.e., there exists m, cℓ ∈
[0,∞) such that

0 ≤ ℓ(x) ≤ cℓ (1 + |x|m), x ∈ R
d
+. (2.2)

Let hi : M → R, i ∈ I, be continuous. Since M is compact, hi, i ∈ I, are bounded. Note
that hi can as well be negative. Then for any initial data x ∈ R

d
+ and control v ∈ M, our

cost function is given by

J(x, v) := Ex

[

∫ ∞

0
e−βs

(

ℓ(X(s)) ds +
∑

i∈I

hi(v(s)) dYi(s)
)

]

, (2.3)

where β > 0, and (X,Y ) is the unique adapted solution to (2.1). We define the value
function as

V (x) := inf
v∈M

J(x, v). (2.4)

It is shown in Lemma 3.1 below that V (x) is finite for all x ∈ R
d
+. The goal of this article is

to characterize the value function V as a viscosity solution of a suitable Hamilton-Jacobi-
Bellman (HJB) equation. To define the HJB equation let us first introduce the following
notations,

L :=
1

2
Tr(AD2) + b ·D ,

where A = ΣΣT and D and D2 are the gradient and Hessian operators, respectively. Define
for p ∈ R

d,
Hi(p) := min

M∈M
{p ·Mei + hi(M)} , i ∈ I.

For x ∈ R
d
+ we define I(x) := {i ∈ I : xi = 0}. Therefore I(x) denotes the indices of

faces Fi := {x ∈ R
d
+ : xi = 0} where x lies. Note that I(x) can also be empty. Indeed, for

x ∈ R
d
+,

I(x)

{

= ∅ if x ∈
(

R
d
+

)◦
,

6= ∅ if x ∈ ∂Rd
+.

The HJB equation we are interested in is given as follows






LV − βV + ℓ = 0 in
(

R
d
+

)◦
,

Hi(DV (x)) = 0 for x ∈ ∂Rd
+, i ∈ I(x),

(2.5)

The solution of (2.5) is defined in the viscosity sense ([6–8]) as follows:
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Definition 2.1 (Viscosity solution). Let V : R
d
+ → R be a continuous function. Then V

is said to be a sub (super) solution of (2.5), whenever ϕ ∈ C2(Rd) and V − ϕ has a local
maximum (minimum) at x ∈ R

d
+, the following hold:

(Lϕ(x)− βV (x) + ℓ(x)) ∨ max
i∈I(x)

Hi(Dϕ(x)) ≥ 0 ,

(

(Lϕ(x)− βV (x) + ℓ(x)) ∧ min
i∈I(x)

Hi(Dϕ(x)) ≤ 0, respectively
)

.

We will impose the following condition on hi.

Condition 2.3. For any p ∈ R
d and x ∈ ∂Rd

+ if we have maxi∈I(x)Hi(p) < η for some
η ∈ (−∞, 0) then

∩i∈I(x){M ∈ M : p ·Mei + hi(M) < η/2} 6= ∅.
Remark 2.1. Condition 2.3 is assumed purely for technical reasons. This condition will be
used to show that V in (2.4) is a subsolution to (2.5). It is easy to see that Condition 2.3
is satisfied if hi(M) ≡ hi(M1i, . . . ,Mdi).

Our main result characterizes the value function V given by (2.4) as the viscosity solution
of (2.5). Recall that Cpol(Rd

+) denotes the set of all continuous functions, defined on R
d
+,

with polynomial growth. Our main result is the following.

Theorem 2.1. Let Conditions 2.1, 2.2 and 2.3 hold. Then the following holds.

(a) The value function V given by (2.4) is a viscosity solution to the HJB given by (2.5);
(b) Assume that hi(M) = c ·Mei for some constant vector c = (c1, . . . , cd). Then V is

the unique viscosity solution to (2.5) in the class of Cpol(Rd
+).

Proof of Theorem 2.1(a) is done in Lemma 3.1, Lemma 3.2 and Theorem 3.1. These
results are proved in Section 3. Let us mention again that the uniqueness of viscosity
solution does not follow from existing literature. We construct an appropriate test function,
as stated in Theorem 4.2, in Section 5, which leads us to the uniqueness result.

2.1. Motivation from queueing network. The motivation of the above mentioned prob-
lem comes from a control problem in multi-class queueing network. Consider a queueing
system with d customer classes where the arrivals of the customers are given by d inde-
pendent Poisson processes {E1, . . . , Ed}. There are d servers and every customer class has
service priority in one of the servers. Therefore we can label the servers from 1 to d so that
customer of class i has priority for service in server i for i ∈ I. A customer of class j, j 6= i,
may access the server i if there are no customers of class i present in the system. We assume
that the network is working under a preemptive scheduling, i.e., service of a non-priority
class customer is preempted by a priority class customer. Such queueing systems might be
referred to as queueing networks with help. Similar type queueing network is studied in [4]
for a M/M/N+M queueing network with ergodic type costs. The service time distributions
of the customers at different servers are assumed to be exponential. If we denote by Xi

t ,
the number of class i customers in the system at time t, then we have the following balance
equation

Xi
t = Xi

0 + Ei
t − Si(µi

∫ t

0
Bi

s ds)−
∑

j:j 6=i

Sij(µij
∫ t

0
Bij

s dI
j
s ), i ∈ I. (2.6)
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In (2.6), {Si, Sij , i, j ∈ I} are independent standard Poisson process, µij (µi) denotes the

service rate of the class i (class i) customers at the server j, j 6= i (i, respectively). Bij
s (Bi

s)
is an adapted process which denotes the status of service of class i customers at server j
( i, respectively) at time s. Bij = 0 implies that class i customer is not receiving service
from server j whereas Bij ∈ (0, 1] implies that the class i customer is being served at server
j with fraction of effort Bij. Therefore we have

0 ≤
∑

i:i 6=j

Bij
s ≤ 1.

Due to priority it is easy to see that Bi ∈ {0, 1}. Ii denote the cumulative time when there
were no customers of class i present in the system, i.e.,

Iit :=

∫ t

0
(1−Bi

s) ds, i ∈ I.

Therefore Ii is an increasing process and integrations in (2.6) make sense. We assume that
every class is in heavy traffic in the sense that the arrival rate of class i customers is equal

to µi. Then we would have
Iint

n → 0 as n → ∞, and t ≥ 0. We define the diffusion scaling
as follows.

Êi
t :=

1√
n
(Ei

nt − µi nt), Ŝi(t) :=
1√
n
(Si(nt)− nt), Ŝij(t) :=

1√
n
(Sij(nt)− nt),

X̂i
t :=

1√
n
Xi

nt, Îit :=
1√
n
Iint, Īit :=

1

n
Iint.

Hence using (2.6) and a simple calculation we obtain

X̂i
t = X̂i

0 + Êi
t − Ŝi(µi

∫ t

o
Bi

ns ds)−
∑

j:j 6=i

Ŝij(µij
∫ t

0
Bij

ns dĪ
j
s )

+ µiÎit −
∑

j:j 6=i

µij
∫ t

0
Bij

ns dÎ
j
s , (2.7)

for i ∈ I. We also have
∫ t

0
X̂i

s dÎ
i
s = 0 for all i ∈ I, t ≥ 0.

Now formally letting n→ ∞, in (2.7) we have: (X̂, Î) → (Z, Ẑ) and

Zi
t = Zi

0 +W i,1
t −W i,2 + µiẐi −

∑

j:j 6=i

µij
∫ t

0
vij(s) dẐ

j
s ,

∫ t

0
Zi
s dẐ

i
s = 0, ∀ t ≥ 0,

(2.8)

where {W i,1,W i,2, i ≥ 1} are collection of independent Brownian motion with suitable
variance. The relation between (2.7) and (2.8) is quite formal, in fact, the convergence
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might not hold for any choice of control Bij
n . However, this relation can be justified for a

reasonable class of controls. Now if we redefine Ẑi as µiẐi then from (2.8) we get

Zi
t = Zi

0 +W i + Ẑi −
∑

j:j 6=i

∫ t

0

µij

µj
vij(s) dẐ

j
s ,

∫ ·

0
Zi
s dẐ

i
s = 0, ∀ t ≥ 0,

(2.9)

for some Brownian motion (W 1, . . . ,W d) with suitable covariance matrix and v takes values

in M(1). Assume that µij

µj < 1 for all i, j. Then it is easy to see that (2.9) is a particular

case of (2.1) and Condition 2.2 is also satisfied.
We can associate the following cost structure to the above queueing system.

V (X̂0) := inf E
[

∫ ∞

0
e−βs

(

ℓ(X̂s) ds+
∑

i∈I

ci dÎ
i
s

)

]

,

for some non-negative constants ci, i ∈ I, where the infimum is taken over all adapted
process B. We note that if we let n → ∞ formally then the above cost structure is a
particular form of (2.4). Cost structure of above type has been used to find optimal control
for various queueing networks (see for example [1] and references therein). The importance
of such control problems comes from well studied Generalized Processor Sharing (GPS)
networks [12,13]. In a single server network working under GPS scheduling in heavy-traffic,
the server spends a positive fraction of effort (corresponding to their traffic intensities)
to serve each customer class when all classes have backlog of work, otherwise the service
capacity is split among the existing classes in a certain proportion. It is easy to see that
our model considers a full-fledged optimal control version of the GPS models.

Remark 2.2. The above relation between the queuing control problem and the value function
defined in (2.4) is bit formal. We neither study the convergence of the value functions
corresponding to the queuing model, nor try to find any asymptotic optimality result. These
are topics of further study. The main goal of this article is to characterize the value function
(2.4) in terms of the solution of HJB (2.5). However, in the many server settings above
questions are addressed in [4]. The limiting HJB in [4] has a classical solution which is used
to obtain an optimal control for the limiting problem. This optimal control is then used
to obtain convergence result of the value functions for the queuing model and asymptotic
optimality. It should be noted that the solution of (2.5) is obtained in viscosity sense which
gives additional difficulty in establishing convergence results of value functions.

3. Proof of Theorem 2.1(a)

Conditions 2.1 and 2.2 will be in full effect in the remaining part of the article. We start
by proving the growth estimate of V given by (2.4).

Lemma 3.1. Let V be given by (2.4). Then there exist c1 ∈ (0,∞) such that

|V (x)| ≤ c1(1 + |x|m), x ∈ R
d
+.
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Proof. Fix x ∈ R
d
+ and v ∈ M. Let (X,Y ) be the solution of (2.1) given the control v and

initial data x. Then we have

Xi(t) = xi +

∫ t

0
bi(X(s)) ds +

d
∑

j=1

ΣijWj(t) +

∫ t

0

d
∑

j=1

vij(s) dYj(s), t ≥ 0. (3.1)

Therefore summing over i we have from (3.1) that

∑

i∈I

Xi(t) =
∑

i∈I

xi +

∫ t

0

∑

i∈I

bi(X(s)) ds +

d
∑

j=1

(

∑

i∈I

Σij

)

Wj(t) +

d
∑

j=1

[

∫ t

0

∑

i∈I

vij(s) dYj(s)
]

(3.2)
Since v takes values in M we have

∑

i vij ≤ 1, thus using Condition 2.1 and (3.2) we get a
constant κ2 > 0 such that

∑

i∈I

Xi(t) ≤
∑

i∈I

xi + κ2

[

t+
∑

i∈I

(

|Wi(t)|+ Yi(t)
)

]

.

Now use (A.3) to obtain
∑

i∈I

Xi(t) ≤
∑

i∈I

xi + κ3

(

t+
∑

i∈I

sup
0≤s≤t

|Wi(s)|
)

, (3.3)

for some constant κ3. Recall that for any ai ≥ 0, i = 1, . . . , d+ 2, and m ∈ [0,∞) we have

(

d+2
∑

i=1

ai

)m
≤ (d+ 2)(m−1)+

d+2
∑

i=1

ami .

Since X ≥ 0 we have from (2.2) and (3.3) that

ℓ(X(t)) ≤ cℓ + cℓ

[√
d|x|+ κ3

(

t+
∑

i∈I

sup
0≤s≤t

|Wi(s)|
)

]m

≤ cℓ + cℓ(d+ 2)(m−1)+dm/2|x|m + cℓ(d+ 2)(m−1)+κ3

(

tm +
∑

i∈I

sup
0≤s≤t

|Wi(s)|m
)

≤ cℓ(d+ 2)(m−1)+dm/2(1 + |x|m) + cℓ(d+ 2)(m−1)+κ3

(

tm +
∑

i∈I

sup
0≤s≤t

|Wi(s)|m
)

.

(3.4)

Now we can find constants κi, i = 4, 5, 6, depending only on m, so that

Ex

[

∫ ∞

0
e−βt(tm +

∑

i∈I

sup
0≤s≤t

|Wi(s)|m)dt
]

≤ κ4

(

1 +

∫ ∞

0
e−βt

E
[

sup
0≤s≤t

|W1(s)|m
]

)

ds

≤ κ5

(

1 +

∫ ∞

0
e−βttm/2

)

ds

≤ κ6,

where in the second inequality we use Burkholder-Davis-Gundy inequality [10]. Therefore
combining the above display with (3.4) we obtain

E

[

∫ ∞

0
e−βtℓ(X(t))dt

]

≤ κ7(1 + |x|m), (3.5)
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for some positive constant κ7. Let |hi|∞ := supM∈M |hi(M)| and |b|1 =
∑

i supx∈Rd
+
|bi(x)|.

Then for each i ∈ {1, . . . , d},
∣

∣

∣
Ex

[

∫ ∞

0
e−βthi(v(t))dYi(t)

]
∣

∣

∣
≤ |hi|∞

∣

∣

∣
Ex

[

∫ ∞

0
e−βtdYi(t)

]
∣

∣

∣

= |hi|∞
∣

∣

∣
Ex

[

∫ ∞

0
βe−βtYi(t)dt

]
∣

∣

∣

≤ κ8
|hi|∞

1−maxi αi

∣

∣

∣
E

[

∫ ∞

0
βe−βt(|b|1t+

∑

i∈I

sup
0≤s≤t

|Wi(s)|)dt
]
∣

∣

∣

≤ κ9, (3.6)

for some constants κ8, κ9, where the second equality is obtained by a use of a integration-
by-parts formula (this is justified by (A.3) and Law of Iterated Logarithm which confirms
that maximum of a standard Brownian motion has polynomial growth almost surely), in the
third inequality we use (A.3), and last inequality can be obtained following similar estimate
as above (display above (3.5)). We also note that the constants above do not depend on i
and v ∈ M. Therefore we complete the proof combining (3.5) and (3.6). �

Next lemma establishes continuity of the value function V .

Lemma 3.2. The value function V given by (2.4) is continuous in R
d
+. In particular,

V ∈ Cpol(Rd
+).

Proof. To show the continuity we prove the following: for any sequence {vn} ∈ M and
xn → x ∈ R

d
+, as n→ ∞, we have

|J(xn, vn)− J(x, vn)| → 0, as n→ ∞, (3.7)

where J is given by (2.3). From the proof of Lemma 3.1 it is clear that

lim sup
T→∞

sup
v∈M

Ex

[

∫ ∞

T
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
]

= 0.

Therefore to prove (3.7) it is enough to show that for any T > 0,

Ex

[

∫ T

0
e−βs

(

ℓ(Xn(s))ds +
∑

i∈I

hi(v
n(s))dY n

i (s)
]

− Ex

[

∫ T

0
e−βs

(

ℓ(X̃n(s))ds +
∑

i∈I

hi(v
n(s))dỸ n

i (s)
]

→ 0, (3.8)

as n→ ∞ where (Xn, Y n), (X̃n, Ỹ n) are the solutions of (2.1) with the control vn and the

initial data xn, x, respectively. It should be noted that both the solutions (Xn, Y n), (X̃n, Ỹ n)
are governed by the control vn for all n. Also from (3.4) and the calculations in (3.6) we
see that dominated convergence theorem can be applied to establish (3.8) if we can show
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the following hold,
∣

∣

∣

∫ T

0
e−βs

(

ℓ(Xn(s))ds −
∫ T

0
e−βs

(

ℓ(X̃n(s))ds
∣

∣

∣
→ 0 a.s.,

∣

∣

∣

∫ T

0
e−βs

∑

i∈I

hi(v
n(s))dY n

i (s)−
∫ T

0

∑

i∈I

e−βshi(v
n(s))dỸ n

i (s)
∣

∣

∣
→ 0 a.s.

(3.9)

We recall the maps (T ,S) from Theorem A.1. We have

Y n
i (t) = Ti(Xn, Y n)(t) = sup

0≤s≤t
max{0,−Ui(X

n, Y n)(s)},

Xn
i (t) = Si(X

n, Y n)(t) = Ui(X
n, Y n)(t) + Ti(Xn, Y n)(t),

where Ui(X
n, Y n)(t) = (xn)i +

∫ t

0
bi(X

n(s))ds + (ΣW )i(t) +
∑

j 6=i

∫ t

0
vnij(s)dY

n
j (s).

The above relation also holds if we replace (Xn, Y n), xn by (X̃n, Ỹ n) and x, respectively.
Let [[·]]st denote the bounded variation norm on the interval [s, t]. Then using the result
from [16, pp. 171] we have for all i ∈ I,

[[Y n
i − Ỹ n

i ]]st ≤
∣

∣Y n
i (s)− Ỹ n

i (s)
∣

∣+
∣

∣Ui(X
n, Y n)(s)− Ui(X̃

n, Ỹ n)(s)
∣

∣

+ [[Ui(X
n, Y n)− Ui(X̃

n, Ỹ n)]]st.

Now one can follow similar calculation as in (A.4) to obtain

[[Y n − Ỹ n ]]st ≤
∑

i∈I

∣

∣Y n
i (s)− Ỹ n

i (s)
∣

∣+ sKd‖Xn − X̃n‖s +Kd(t− s) sup
r∈[s,t]

‖Xn(r)− X̃n(r)‖

+max
i
αi [[Y

n − Ỹ n ]]st,

which gives

[[Y n−Ỹ n ]]st ≤
1

1−maxi αi

(

∑

i∈I

∣

∣Y n
i (s)−Ỹ n

i (s)
∣

∣+Kds‖Xn−X̃n‖s+Kd(t−s) sup
r∈[s,t]

‖Xn(r)−X̃n(r)‖
)

.

(3.10)
Similarly, we get

sup
r∈[s,t]

‖Xn(r)− X̃n(r)‖ ≤ ‖Xn(s)− X̃n(s)‖+Kd(t− s) sup
r∈[s,t]

‖Xn(r)− X̃n(r)‖

+(1 + max
i
αi)[[Y

n − Ỹ n ]]st +
∑

i∈I

∣

∣Y n
i (s)− Ỹ n

i (s)
∣

∣

and using (3.10) we have

sup
r∈[s,t]

‖Xn(r)− X̃n(r)‖ ≤
(

1 +
2 ∨ (2Kds)

1−maxi αi

)

(‖Xn(s)− X̃n(s)‖+
∑

i∈I

∣

∣Y n
i (s)− Ỹ n

i (s)
∣

∣)

+Kd(t− s)(1 +
2

1−maxi αi
) sup
r∈[s,t]

‖Xn(r)− X̃n(r)‖. (3.11)

Now we choose θ > 0 so that Kdθ(1 + 2
1−maxi αi

) < 1. Since xn → x, we obtain from (3.10)

and (3.11) that ‖Xn − X̃n‖θ, [[Y n − Ỹ n ]]θ tends to 0 as n → ∞. Similar convergence can
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be extended on interval [0, kθ], k is a positive integer, by an iterative procedure and using
(3.10) and (3.11). This proves (3.9). �

Now we prove the dynamic programming principle for V . Recall that Br(x) denotes the
ball of radius r around x in R

d
+. Let (X,Y ) be a solution of (2.1) with initial data x. Denote

σr := inf{t ≥ 0 : X(t) /∈ Br(x)}. (3.12)

That is, σr denotes the exit time of X from the ball Br(x).

Proposition 3.1 (Dynamic programming principle). Let σ = σr be as above. Then for any
t > 0 we have

V (x) = inf
v∈M

Ex

[

∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

+ e−β σ∧tV (X(σ ∧ t))
]

. (3.13)

Proof. Using the Markov property of Brownian motion one gets that for any v ∈ M,

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi)
∣

∣

∣
Fσ∧t

]

≥ e−β σ∧tV (X(σ ∧ t)). (3.14)

See for example [17, Lemma 3.2]. For ε > 0, we have v ∈ M such that

V (x) ≥ J(x, v) − ε

= E

[

∫ σ∧t

0
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi)+

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi)
∣

∣

∣
Fσ∧t

]]

− ε

≥ Ex

[

∫ σ∧t

0
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi) + e−β σ∧tV (X(σ ∧ t))
]

− ǫ,

where in the last inequality we use (3.14). Since ε is arbitrary, we get

V (x) ≥ inf
v∈M

Ex

[

∫ σ∧t

0
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi) + e−β σ∧tV (X(σ ∧ t))
]

. (3.15)

To prove the other direction we use Lemma A.1 from Appendix which says that for given
ε > 0, v ∈ M, there exist control ṽ ∈ M such that

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(ṽ)dYi)
∣

∣

∣
Fσ∧t

]

≤ e−β σ∧tV (X(σ ∧ t)) + 3ε,

and
v(s) = ṽ(s) for all s ≤ σ ∧ t.

Then

V (x) ≤ Ex

[

∫ σ∧t

0
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi)+

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(ṽ)dYi)
∣

∣

∣
Fσ∧t

]]



12 ANUP BISWAS, HITOSHI ISHII, SUBHAMAY SAHA, AND LIN WANG

≤ Ex

[

∫ σ∧t

0
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(v)dYi) + e−β σ∧tV (X(σ ∧ t))
]

+ 3ε.

Now we take the infimum over v to get the other side inequality. Hence (3.13) follows using
(3.15) and the above display. �

Lemma 3.3. Given r, ε ∈ (0, 1) there exists t ∈ (0, 1) such that

sup
v∈M

Px(σr ≤ t) < ε for all x ∈ R
d
+,

where σr is given by (3.12).

Proof. Fix x ∈ R
d and v ∈ M. Let (X,Y ) be the solution of (2.1) given the control v and

initial data x. Then for i ∈ I we have

Xi(t) = xi +

∫ t

0
bi(X(s))ds + (ΣW (t))i +

d
∑

j=1

∫ t

0
vij(s)dYj(s), t ≥ 0. (3.16)

Then summing over i we get from (3.16) that
∑

i∈I

|Xi(t)− xi| ≤ t
∑

i∈I

sup
x∈Rd

+

|bi(x)|+
∑

i∈I

∣

∣(ΣW (t))i
∣

∣+ (1 + max
i
αi)
∑

i∈I

Yj(t)

≤ κ1

(

t sup
x∈Rd

+

|b(x)|+
∑

i∈I

sup
s≤t

|Wi(s)|
)

, (3.17)

for some constant κ1, depending on Σ, α, where in the last inequality we use (A.3). Now if
|X(t)− x| ≥ r and t κ1 supx∈Rd

+
|b(x)| < r/2 then using (3.17) we obtain

r/2 < κ1
∑

i∈I

sup
s≤t

|Wi(s)|.

Thus we have for the above choice t that

sup
v∈M

Px

(

sup
s≤t

|X(s)− x| ≥ r
)

≤ P

(

∑

i∈I

sup
s≤t

|Wi(s)| >
r

2κ1

)

≤ 4d2κ21
r2

E
[

sup
s≤t

|W1(s)|2
]

≤ 16d2κ21
r2

t,

where in the last line we use Doob’s martingale inequality. Thus we can further restrict t,
depending on ε, so that the rhs of above display is smaller that ε. This completes the proof
observing that Px(σr ≤ t) ≤ Px(sups≤t|X(s) − x| ≥ r). �

Now we are ready to show that the value function V , given by (2.4), is a viscosity solution.
This clearly concludes the proof of Theorem 2.1 (a).

Theorem 3.1. Assume that Conditions 2.1–2.3 hold. The value function V is a viscosity
solution of the HJB given by (2.5).
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Proof. First we show that V is a super-solution. Let ϕ ∈ C2(Rd
+) be such that V −ϕ attends

its local minimum at x ∈ R
d
+. We can also assume that V (x) = ϕ(x), otherwise we have to

translate ϕ. Therefore we need to show that

(Lϕ(x)− βϕ(x) + ℓ(x)) ∧ min
x∈I(x)

Hi(Dϕ(x)) ≤ 0. (3.18)

Let us assume that (3.18) does not hold and we have a θ > 0 such that

(Lϕ(x) − βϕ(x) + ℓ(x)) ∧ min
x∈I(x)

Hi(Dϕ(x)) ≥ 2θ.

Using the continuity property we can find r > 0 such that the following holds

Lϕ(y)− βϕ(y) + ℓ(y) ≥ θ for all y ∈ Br(x), V − ϕ ≥ 0 on Br(x),

Hi(Dϕ(y)) ≥ θ for y ∈ Br(x), and I(y) ⊂ I(x) for y ∈ Br(x).
(3.19)

From (3.19) we get

Dϕ(y) ·Mei + hi(M) ≥ θ for all M ∈ M, i ∈ I(y), y ∈ Br(x). (3.20)

Let v ∈ M and (X,Y ) be the corresponding solution to (2.1) with initial data x. Define
σ = σr = inf{t ≥ 0 : X(t) /∈ Br(x)}. Apply Itô formula [10] to obtain

V (x) = ϕ(x) = Ex[e
−β σ∧tϕ(X(σ ∧ t))]

− Ex

[

∫ σ∧t

0
e−βs

(

Lϕ(X(s))ds − βϕ(X(s))ds +Dϕ(s) · v(s)dY (s)
)

]

≤ Ex[e
−β σ∧tV (X(σ ∧ t))]

+ Ex

[

∫ σ∧t

0
e−βs

(

ℓ(X(s))ds − θds−Dϕ(s) · v(s)dY (s)
)

]

,

where in the last line we use (3.19). Again using (3.20) we see that
∫ σ∧t

0
e−β sDϕ(X(s)) · v(s)dY (s) =

∑

i∈I

∫ σ∧t

0
e−β sDϕ(X(s)) · v(s)ei dYi(s)

≥
∑

i∈I

∫ σ∧t

0
e−β s

(

θ − hi(v(s))
)

dYi(s),

where we use the fact that
∫ σ∧t
0

∑

i/∈I(X(s)) dYi(s) = 0. Thus combining above two displays

we obtain that for any v ∈ M,

V (x) ≤ Ex

[

e−β σ∧tV (X(σ ∧ t)) +
∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

]

− Ex

[

∫ σ∧t

0
e−βs

(

θds+ θ
∑

i∈I

dYi(s)
)

]

.

Since v ∈ M is arbitrary we have from above that

V (x) ≤ inf
v∈M

Ex

[

e−β σ∧tV (X(σ ∧ t)) +
∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

]

− α(t),

(3.21)
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where

α(t) = inf
v∈M

Ex

[

∫ σ∧t

0
e−βs

(

θds+ θ
∑

i∈I

dYi(s)
)

]

.

In view Lemma 3.3 we can find t so that α(t) > 0 which will give us from (3.21)

V (x) < inf
v∈M

Ex

[

e−β σ∧tV (X(σ ∧ t)) +
∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

]

,

but this is contradicting to Proposition 3.1. This establishes (3.18).
Now we show that V is also a subsolution. Let ϕ ∈ C2(Rd) be such that V − ϕ attends

a local maximum at the point x ∈ R
d
+. Also assume that V (x) = ϕ(x). We have to show

that

(Lϕ(x)− βϕ(x) + ℓ(x)) ∨ max
i∈I(x)

Hi(Dϕ(x)) ≥ 0. (3.22)

If not, then we can find θ > 0 such that

(Lϕ(x)− βϕ(x) + ℓ(x)) ∨ max
i∈I(x)

Hi(Dϕ(x)) ≤ −2θ. (3.23)

By Condition 2.3 there exists M ∈ M such that

max
i∈I(x)

{Dϕ(x) ·Mei + hi(M)} < −θ.

Therefore using (3.23) we can find r > 0 such that V (y)− ϕ(y) ≤ 0 for y ∈ Br(x) and the
following hold:

Lϕ(y)− βϕ(y) + ℓ(y) < −θ/2 for y ∈ Br(x),

{Dϕ(y) ·Mei + hi(M)} < −θ/2 for i ∈ I(y), I(y) ⊂ I(x), and y ∈ Br(x).
(3.24)

Now we take the control v ≡M and follow the same calculations as above, and using (3.24),
to arrive at

V (x) ≥ Ex

[

e−β σ∧tV (X(σ ∧ t)) +
∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

]

+ Ex

[

∫ σ∧t

0
e−βs

(

θ/2ds+ θ/2
∑

i∈I

dYi(s)
)

]

.

Now using Lemma 3.3 we know that the last term on rhs of above display is strictly positive
for a suitably chosen t and therefore we obtain

V (x) > Ex

[

e−β σ∧tV (X(σ ∧ t)) +
∫ σ∧t

0
e−βs

(

ℓ(X(s))ds +
∑

i∈I

hi(v(s))dYi(s)
)

]

,

but this is contradicting to Proposition 3.1. This proves (3.22). Hence V is a viscosity
solution to (2.5). �
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4. Proof of Theorem 2.1(b)

In this section we show the uniqueness property of the viscosity solutions of (2.5). Indeed,
we prove the following theorem.

Theorem 4.1. Let Conditions 2.1 and 2.2 hold. Assume that there exists a vector c =
(c1, . . . , cd) ∈ R

d such that hi(M) = c ·Mei for all i ∈ I. If u ∈ Cpol(Rd
+) and v ∈ Cpol(Rd

+)
are, respectively, a viscosity subsolution and a viscosity supersolution to (2.5), then u ≤ v
on R

d
+.

Theorem 2.1 (b) follows immediately from the theorem above.

Proof of Theorem 2.1 (b). According to Theorem 2.1 (a) (or Theorem 3.1) and Lemma 3.1
assure that the value function V given by (2.4) is a viscosity solution to (2.5) in the class
Cpol(Rd

+). Theorem 4.1 then guarantees that V is the unique viscosity solution to (2.5) in

Cpol(Rd
+). �

To establish the comparison theorem above, it is crucial to find a test function having a
few of properties, stated in the next theorem.

Theorem 4.2. Assume that hi(M) ≡ 0 for all i ∈ I. Then there exists a globally C1,1

function ϕ on R
d having the properties:

ϕ(y) > 0 for all y ∈ R
d \ {0},

ϕ(λy) = λ2ϕ(y) for all y ∈ R
d and λ ≥ 0,

and for each i ∈ I,

Hi(Dϕ(x))

{

≥ 0 if xi ≥ 0,

≤ 0 if xi ≤ 0.

We note that if d > 1 and hi = 0 for some i ∈ I, then
Hi(p) = min

M∈M(α)
p ·Mei = pi − αi max

j∈I\{i}
p+j ,

while if d = 1 and h1 = 0, then

H1(p) = p.

The proof of the theorem above is given in the next section.

Proof of Theorem 4.1. Let u ∈ Cpol(Rd
+) and v ∈ Cpol(Rd

+) be, respectively, a viscosity
subsolution and a viscosity supersolution to (2.5).

First of all, we note that it can be assumed that c = 0 and β = 1. Indeed, setting
u1(x) = u(x) + c · x and v1(x) = v(x) + c · x, observing that w := u1 (resp., w := v1) is a
viscosity subsolution (resp., supersolution) to the HJB







Lw − βw + ℓ(x) + c · (−b(x) + βx) = 0 in (Rd
+)

◦,

min
M∈M(α)

Dw ·Mei = 0 for x ∈ ∂Rd
+, i ∈ I(x).
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This boundary value problem can be rewritten as






β−1Lw − w + β−1
(

ℓ(x)− c · b(x)
)

+ c · x = 0 in (Rd
+)

◦,

min
M∈M(α)

Dw ·Mei = 0 for x ∈ ∂Rd
+, i ∈ I(x).

Thus, replacing u, v, A, b and ℓ by u1, v1, β
−1A, β−1b and β−1(ℓ− c · b)+ c ·x, if necessary,

we may assume that c = 0 and β = 1.
Henceforth we assume that c = 0 and β = 1. In particular, we have hi = 0 for all i ∈ I.

Since u, v ∈ Cpol(Rd
+), there are constants m ∈ N and κ > 0 such that

|u(x)| ∨ |v(x)| ≤ κ(1 + |x|)m for all x ∈ R
d
+.

Let ε > 0 and set for x ∈ R
d
+,

ψ(x) = (m+ 1)−1(xm+1
1 + · · · + xm+1

d ) + 1 · x,
uε(x) = u(x)− ε(C + ψ(x)) and vε(x) = v(x) + ε(C + ψ(x)),

where C is a constant to be fixed soon.
Note that ψ ∈ C2(Rd

+),

lim
|x|→∞

uε(x) = −∞ and lim
|x|→∞

vε(x) = ∞, (4.1)

and observe that for some constants Ci > 0, with i = 1, 2, 3, and for all x ∈ R
d
+,

|Dψ(x)| ≤ C1|x|m, |Lψ(x)| ≤ C2(1 + |x|)m and |Lψ(x)| ≤ C3 + ψ(x),

where we have used the fact that b is bounded on R
d
+.

Now, we fix C = C3. Let x ∈ R
d
+ and (p,X) ∈ J2,+uε(x). See [6] for the definition of

semi-jets J2,±. Setting (q, Y ) := (p,X) + ε(Dψ(x),D2ψ(x)) ∈ J2,+u(x), we compute that

TrAX + b(x) · p− uε(x) + ℓ(x)

≥ TrAY + b(x) · q − u(x) + ℓ(x)− ε|Lψ(x)| + ε(C + ψ(x))

≥ TrAY + b(x) · q − u(x) + ℓ(x).

(4.2)

Recalling that

Hi(p) = pi − αi max
j 6=i

p+j for all i ∈ I,

and noting that for any i ∈ I,
Diψ(x) = xmi − 1 for all x ∈ R

d
+,

where Di = ∂/∂xi, we see that if xi = 0, then

Hi(p) = qi + ε− αimax
j 6=i

(

qj + ε(−xmj + 1)
)+

≥ qi + ε(1 − αi)− αi max
j 6=i

q+j = Hi(q) + ε(1− αi).

We thus deduce that w := uε is a viscosity subsolution to
{

Lw − w + ℓ = 0 in (Rd
+)

◦,

H−
i (Dw(x)) = 0 if x ∈ ∂Rd

+, i ∈ I(x),
(4.3)
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where H−
i (p) := Hi(p)− ε(1− αi).

Similarly, we see that w := vε is a viscosity supersolution to
{

Lw − w + ℓ = 0 in (Rd
+)

◦,

H+
i (Dw(x)) = 0 if x ∈ ∂Rd

+, i ∈ I(x),
(4.4)

where H+
i (p) := Hi(p) + ε(1− αi).

It is enough to show that for any ε > 0, we have uε ≤ vε on R
d
+.

To do this, we fix ε > 0 and suppose to the contrary that sup (uε − vε) > 0. Let
ϕ ∈ C1,1(Rd) be the test function given by Theorem 4.2. For any k ∈ N, consider the
function

Φ(x, y) = uε(x)− vε(y)− kϕ(x− y) on (x, y) ∈
(

R
d
+

)2
,

and let (xk, yk) be a maximum point of this function Φ. Note that the existence of such a
maximum point is ensured by (4.1).

Since ϕ ≥ 0 is globally C1,1 on R
d, we find that for all (x, y) ∈

(

R
d
+

)2
and some constant

C > 0,

ϕ(x− y) ≤ ϕ(xk − yk) +Dϕ(xk − yk) · (x− y − (xk − yk)) + C|x− y − (xk − yk)|2.
It is standard to see (see [6] for instance) that

lim
k→∞

kϕ(xk − yk) = 0 (4.5)

and that there are symmetric matrices Xk, Yk ∈ R
d ⊗R

d such that
(

Xk 0
0 −Yk

)

≤ 6Ck

(

I −I

−I I

)

, (4.6)

and

(pk,Xk) ∈ J̄2,+uε(xk) and (pk, Yk) ∈ J̄2,−vε(yk), (4.7)

where pk = kDϕ(xk − yk) and J̄2,± denotes the “closure” (see [6]) of the semi-jets J2,±.
The inequality above implies that Xk ≤ Yk.

Let xk = (xk1, . . . , xkd) and yk = (yk1, . . . , ykd). If xki = 0 for some i ∈ I, then xki−yki ≤
0 and hence

H−
i (pk) = kHi(Dϕ(xk − yk))− ε(1− αi) ≤ −ε(1− αi) < 0.

Thus, by the viscosity property of uε, we see that

TrAXk + b(xk) · pk − uε(xk) + ℓ(xk) ≥ 0.

Similarly, we obtain

TrAYk + b(yk) · pk − vε(yk) + ℓ(yk) ≤ 0.

Combining these two, we get

uε(xk)− vε(yk) ≤ TrA(Xk − Yk) + (b(xk)− b(yk)) · pk + ℓ(xk)− ℓ(yk)

≤ K|xk − yk||pk|+ ℓ(xk)− ℓ(yk),
(4.8)
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whereK is a Lipschitz bound of the function b. Furthermore, observe that {xk, yk} ⊂
(

R
d
+

)2

is a bounded sequence by (4.1) and in view of the homogeneity of ϕ that for all z ∈ R
d and

for some constant C4 > 0,
|z||Dϕ(z)| ≤ C4ϕ(z),

and, consequently,
|xk − yk||pk| ≤ C4kϕ(xk − yk).

Thus, from (4.8) and (4.5), we infer that

0 < sup
Rd
+

(uε − vε) ≤ uε(xk)− vε(yk)− kϕ(xk − yk)

≤ K|xk − yk||pk|+ ℓ(xk)− ℓ(yk) → 0 as k → ∞,

which is a contradiction, and conclude that uε ≤ vε on R
d
+. �

Remark 4.1. The above proof also works if we replace the operator LV −βV +ℓ by a general
nonlinear operator satisfying some standard condition. One may look at [6, Conditions
(0.1)-(0.3)], [7, Condition (1.3)], [8, Condition (1.4)] for general form of such operators.

5. Construction of a test function

We now give the proof of Theorem 4.2. That is, we construct a test function in the class
C1,1(Rd), which is a main step in establishing the comparison principle.

When d = 1, the function ϕ(x) = x2 obviously has the properties of test function stated
in Theorem 4.2. We may thus assume in this section that d > 1.

5.1. A convex body. We set

Ξd := {ξ = (ξ1, . . . , ξd) : ξi = 1 or αi for all i ∈ I}.
For ξ = (ξ1, . . . , ξd) ∈ Ξd, we set

ξ# = #{i ∈ I : ξi = 1},
where #A indicates the cardinality of the set A, and, for k ∈ {0, 1, . . . , d},

Ξd
k := {ξ ∈ Ξd : ξ# = k}.

We set
Ξd
∗ :=

⋃

k∈I

Ξd
k = Ξd \ {(α1, . . . , αd)},

and note

#Ξd
k =

(

d

k

)

, #Ξd
∗ = 2d − 1.

Let
1 = θ1 < · · · < θd,

and assume that

θ1 >
d− 1 + maxi∈I αi

d
θd. (5.1)

Note that using Condition 2.2 we have

θ1 >
d− 1 + maxi∈I αi

d
θd >

dmaxi∈I αi

d
θd = max

i∈I
αi θd. (5.2)
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For ξ ∈ Ξd
k, we define

H(ξ) := {x ∈ R
d : ξ · x ≤ θk},

and, for δ > 0, set

H−
δ := {x ∈ R

n : xi ≥ −δ for all 1 ≤ i ≤ d},

S :=
⋂

ξ∈Ξd
∗

H(ξ),

and

Sδ := S ∩H−
δ .

Note that

∂H(ξ) = {x ∈ R
d : ξ · x = θk} for ξ ∈ Ξd

k.

Lemma 5.1. The set Sδ is a compact convex subset of Rd and is a neighborhood of the
origin.

Proof. It is clear that Sδ is a closed convex subset of Rd. Observe that

Sδ ⊂ H−
δ ∩H(1),

and H−
δ ∩H(1) is bounded in R

d. Hence, Sδ is a compact subset of Rd.
The distance from the origin to the hyperplane

∂H(ξ) = {x ∈ R
d : ξ · x = θk},

with ξ ∈ Ξd
k, is given by

θk/|ξ|.
Hence, setting

ρ := δ ∧min{θk/|ξ| : ξ ∈ Ξd
k, k ∈ I} (≤ δ),

we find that

Bρ(0) ⊂ Sδ.

Thus, Sδ is a neighborhood of the origin. �

Let z ∈ ∂Sδ and let N(z,Sδ) denote the normal cone of Sδ at z, that is,

N(z,Sδ) := {p ∈ R
d : p · (x− z) ≤ 0 for all x ∈ Sδ}. (5.3)

Set

Jz := {i ∈ I : zi = −δ},
and

Ξz := {ξ ∈ Ξd
∗ : z ∈ ∂H(ξ)}.

According to [15, Corollary 23.8.1], we have

Lemma 5.2. We have

N(z,Sδ) = conical hull
(

Ξz ∪ {−ej : j ∈ Jz}
)

=
∑

j∈Jz

R+(−ej) + R+ co Ξz,

where co Ξz denotes the convex hull of Ξz.
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For the time being we examine the normal cone N(z,S) at z for z ∈ ∂S ∩ ∂Rd
+. Note

that

∂Rd
+ =

⋃

i∈I

Fi,

where Fi := {x ∈ R
d
+ : xi = 0}, and therefore

N(z,S) = R+ co Ξz.

Lemma 5.3. Assume that z ∈ Fi ∩ ∂S. For any ξ ∈ co Ξz, we have

ξi = αi and max
j∈I

ξj = 1.

Proof. For notational convenience, we treat only the case when i = d. Let ξ ∈ co Ξz. In
order to show that ξd = αd, we suppose to the contrary that ξd 6= αd. This implies that
there exists ξ̄ ∈ Ξz such that ξ̄d = 1. We select k ∈ I so that ξ̄ ∈ Ξd

k. Set

ξ̂ = (ξ̄1, . . . , ξ̄d−1, αd).

First we consider the case when k > 1. Note that ξ̂ ∈ Ξd
k−1 and that

ξ̂ · z ≤ θk−1 and ξ̄ · z = θk.

The last two relations are contradicting, since θk−1 < θk and

ξ̂ · z = ξ̂ · (z1, . . . , zn−1, 0) = ξ̄ · (z1, . . . , zn−1, 0) = ξ̄ · z.
Next consider the case when k = 1. Note that

ξ̂ = (α1, . . . , αd)

and

θ1 = ξ̄ · z = ξ̂ · z ≤ max
i∈I

αi 1 · z ≤ max
i∈I

αi θd,

which contradicts (5.2).
Next we show that

max
i∈I

ξi = 1.

We argue by contradiction, and suppose that

max
i∈I

ξi < 1.

Since ξ ∈ co Ξz, there exist ξ1, . . . , ξN ∈ Ξz and λi ≥ 0, with

N
∑

i=1

λi = 1 such that ξ =

N
∑

i=1

λiξ
i,

where we may assume that N ≥ d.
Writing

ξi = (ξi1, . . . , ξ
i
d) for i ∈ {1, . . . , N},

by the supposition that

max
i∈I

ξi < 1,
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we find that for each i ∈ I, there exists ji ∈ {1, . . . , N} such that

ξjii = αi.

We can rearrange (ξ1, λ1), . . . , (ξ
N , λN ) in such a way that N ≥ d and ji ≤ d for all i ∈ I.

For i ∈ I, let ki ∈ I be such that ξi ∈ Ξd
ki
. Observe that for any i ∈ I,

ξi · z = θki ,

and hence
1

d

∑

i∈I

ξi · z = 1

d

∑

i∈I

θki ≥ θ1.

Since z ∈ S ∩ Fd ⊂ H(1) ∩ Fd, we have

1

d

∑

i∈I

ξi · z ≤ (d− 1) + maxαi

d
1 · z ≤ (d− 1) + maxαi

d
θd.

Thus combining above two displays, we get

θ1 ≤
(d− 1) + maxαi

d
θd.

This contradicts (5.1). �

Lemma 5.4. The multi-valued map z 7→ Ξz is upper semicontinuous on ∂S. That is, for
each z ∈ ∂S there exists ε > 0 such that

Ξx ⊂ Ξz for all x ∈ Bε(z) ∩ ∂S.
Proof. Take z ∈ ∂S and put

Ξc
z := Ξ∗ \ Ξz.

Since

z 6∈ ∂H(ξ) for any ξ ∈ Ξc
z

and #Ξc
z <∞, there is ε > 0 such that

dist(z, ∂H(ξ)) > ε for all ξ ∈ Ξc
z.

That is, we have

Bε(z) ∩ ∂H(ξ) = ∅ for all ξ ∈ Ξc
z,

and, consequently,

Ξx ⊂ Ξz for all x ∈ Bε(z) ∩ ∂S.
�

Lemma 5.5. There exists δ > 0 such that for each i ∈ I,
ξi = αi and max

j∈I
ξj = 1 for all ξ ∈ co Ξz and z ∈ ∂S ∩ Fi,δ,

where Fi,δ = {x ∈ R
d : xj ≥ −δ for all j ∈ I, |xi| ≤ δ}.
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Proof. Let z ∈ ∂S ∩ Fd. By Lemma 5.4, there exists ε := εz > 0 such that

Ξx ⊂ Ξz for all x ∈ Bε(z) ∩ ∂S.
This yields

co Ξx ⊂ co Ξz for all x ∈ Bε(z) ∩ ∂S.
The family {Bε(z)} is an open covering of the compact set ∂S ∩ Fd. Hence, there exists
δd > 0 such that for any x ∈ ∂S ∩ Fd,δd , there is z ∈ ∂S ∩ Fd such that

co Ξx ⊂ co Ξz,

which implies that

ξd = αd and max
i∈I

ξi = 1 for all ξ ∈ co Ξx.

Similarly, we may choose δi > 0 for each i ∈ I such that for any x ∈ ∂S ∩ Fi,δi ,

ξi = αi and max
j∈I

ξj = 1 for all ξ ∈ co Ξx.

Thus, setting δ := mini∈I δi, we conclude that for any i ∈ I and x ∈ ∂S ∩ Fi,δ,

ξi = αi and max
j∈I

ξj = 1 for all ξ ∈ co Ξx.

�

5.2. Sign of Hi. Let us recall that for i ∈ I,
Hi(p) = pi − αimax

j 6=i
p+j .

Set

Ei,δ = {x ∈ R
d : |xi| ≤ δ} for i ∈ I.

Lemma 5.6. Let δ > 0 be the constant from Lemma 5.5. Let i ∈ I and x ∈ ∂Sδ ∩ Ei,δ.
Then

Hi(γ) ≤ 0 for all γ ∈ N(x,Sδ),

where N(x,Sδ) is given by (5.3).

Proof. We set J := {j ∈ I : xj = −δ}. Note that J or Ξx may be empty set. We note that

N(x,Sδ) =
∑

j∈J

−R+ej + R+ co Ξx.

Let γ ∈ N(x,Sδ). We choose λj ≥ 0, λ ≥ 0, and ξ = (ξ1, . . . , ξd) ∈ co Ξx so that

γ =
∑

j∈J

−λjej + λξ.

By Lemma 5.5, we have

ξj = αj for all j ∈ J,

and

ξi = αi and max
j∈I

ξj = 1.



HJB WITH CONTROLLED REFLECTIONS 23

In particular, we have ξk = 1 for some k 6∈ J ∪ {i}. Thus, we have

γ =
∑

j∈J

(λαj − λj)ej + λek +
∑

l∈I\(J∪{k})

λξlel.

Now, if i ∈ J , then

Hi(γ) = λαi − λi − αiλ = −λi ≤ 0,

and, if i 6∈ J , then

Hi(γ) = λαi − αiλ = 0.

�

Set

Gi = {x ∈ R
d : xi > −δ}.

Lemma 5.7. Let δ > 0 be as before. Let i ∈ I and x ∈ ∂Sδ ∩Gi. Then

Hi(γ) ≥ 0 for all γ ∈ N(x,Sδ).

Proof. Set J := {j ∈ I : xj = −δ}. Note that J may be an empty set and that, since
x ∈ Gi, we have i 6∈ J . Let γ ∈ N(x,Sδ), and recall that

N(x,Sδ) =
∑

j∈J

R+(−ej) + R+ co Ξx.

Choose λj ≥ 0, λ ≥ 0, and ξ ∈ co Ξx so that

γ =
∑

j∈J

−λjej + λξ,

and observe that

γ =
∑

j∈J

(λξj − λj)ej +
∑

k∈I\J

λξkek

and that

αk ≤ ξk ≤ 1 for all k ∈ I.
Hence,

Hi(γ) = γi − αi max
k 6=i

γ+k ≥ λξi − αimax
k 6=i

λξk ≥ λαi − αiλmax
k 6=i

ξk ≥ 0.

�

Remark 5.1. Combining Lemmas 5.6 and 5.7, we see that for any x ∈ ∂Sδ, if |xi| < δ for
some i, then

Hi(γ) = 0 for all γ ∈ N(x,Sδ).
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5.3. Construction of ϕ(x). For 0 < ε < δ, let

Sε
δ :=

{

x ∈ R
d : dist (x,Sδ) ≤ ε

}

,

where δ is the constant from Lemma 5.5. It is clear that Sε
δ satisfies the uniform interior

sphere condition. Thus we have the following lemma.

Lemma 5.8. The boundary ∂Sε
δ is locally represented as the graph of a C1,1 function.

Proof. Fix any z ∈ ∂Sε
δ . We show that ∂Sε

δ can be represented as the graph of a C1,1

function in a neighborhood of z. Making an orthogonal change of variables, we assume that
z = |z|ed = (0, . . . , 0, |z|).

Let B′
R(x

′) denote the open ball in R
d−1 of radius R > 0 and center at x′ ∈ R

d−1

and let B′
R := B′

R(0). We choose r > 0 so that B̄′
3r × {0} ⊂

(

Sε
δ

)◦
Recall that Sε

δ is a

convex, compact, neighborhood of the origin of Rd, note that, if x′ ∈ B′
3r, then the set

{xd : (x′, xd) ∈ Sε
δ} is a closed, finite interval containing the origin of R, and set

g(x′) = max{xd : (x′, xd) ∈ Sε
δ}.

Note that 0 < g(x′) ≤M for all x′ ∈ B′
3r and some constant M > 0.

We show that g ∈ C1,1(B′
r). Since Sε

δ is convex, g is concave on B′
3r. This together with

the boundedness of g implies that g is Lipschitz continuous on B′
2r. Let L > 0 be a Lipschitz

bound of g on B′
2r.

Fix any x′ ∈ B′
r. By the definition of Sε

δ and the convexity of Sδ, there exists a unique
y ∈ Sδ such that

B̄ε(x
′, g(x′)) ∩ Sδ = {y}.

On the other hand, since y ∈ Sδ, we have

Bε(y) ⊂ Sε
δ . (5.4)

Now, using a simple geometry and the Lipschitz property of g, we deduce that

g(x′) > yd and
|x′ − y′|
g(x′)− yd

≤ L.

Indeed, the second estimate above can be obtained as follows: due to the continuity of
x′ 7→ (x′, g(x′)) 7→ y, it is enough to establish the above relation at point x′ where ∇g
exists. Convexity of Sδ and Sε

δ implies that (x′ − y′, g(x′) − yd) ∈ N((x′, g(x′)),Sε
δ ) and

N((x′, g(x′)),Sε
δ ) = {λ(−∇g(x′), 1): λ ∈ R+}. Thus for some λ > 0 we have (x′−y′, g(x′)−

yd) = λ(−∇g(x′), 1). Now it is easy to see that the second estimate above holds. Further-
more, we get

ε2 = |x′ − y′|2 + (g(x′)− yd)
2 ≥ (1 + L−2)|x′ − y′|2.

Thus, setting θ := L/
√
1 + L2 ∈ (0, 1), we have

|x′ − y′| ≤ θε, (5.5)

Note that V := B′
r ∩B′

ε(y
′) is a neighborhood of x′. Let z′ ∈ V and observe by (5.4) that

|(z′, g(z′))− y| ≥ ε = |(x′, g(x′))− y|.
From this, noting that g(z′) > yd, we get

g(z′) ≥ g(x′) +
√

ε2 − |z′ − y′|2 −
√

ε2 − |x′ − y′|2. (5.6)
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Next setting h(z′) =
√

ε2 − |z′ − y′|2 for z′ ∈ V and using (5.5), we calculate

D2h(x′) = − 1

ε2 − |x′ − y′|2

(

I
′ +

(x′ − y′)⊗ (x′ − y′)
√

ε2 − |x′ − y′|2

)

,

where I
′ denotes the (d− 1)× (d− 1) identity matrix, and moreover,

D2h(x′) ≥ − 1

ε2(1− θ2)

(

1 +
εθ2√
1− θ2

)

I
′.

This and (5.6) show that g is semi-convex on B′
r, which together with the concavity of g

ensures that g ∈ C1,1(B′
r). �

Let ρ : Rd → [0,+∞) be the gauge function of Sε
δ , defined by

ρ(x) := inf{λ > 0 : x ∈ λSε
δ}, (5.7)

where

λSε
δ := {λξ : ξ ∈ Sε

δ}.
It is well known that ρ(·) is a positively homogeneous, of degree one, convex function. In
particular, we have ρ(0) = 0. It is clear to see that ρ(y) > 0 at y 6= 0.

Lemma 5.9. The function ρ is locally C1,1 on R
d \ {0} and for y ∈ R

d \ {0}, Dρ(y) ∈
N(y/ρ(y),Sε

δ ), where N(y/ρ(y),Sε
δ ) denotes the normal cone at y/ρ(y) ∈ ∂Sε

δ .

Proof. It follows from the definition of ρ that for any y ∈ R
d \ {0} and λ > 0, we have

λ = ρ(y) if and only if y/λ ∈ ∂Sε
δ . (5.8)

Fix any z ∈ R
d \ {0} and show that ρ is a C1,1 function near z. Up to an orthogonal

change of variables, one can assume that z = |z|ed. It follows from Lemma 5.8 that there
exists a neighborhood V of the origin in R

d−1 and a function g ∈ C1,1(V ) such that for any
x′ ∈ V and xd > 0,

(x′, xd) ∈ ∂Sε
δ if and only if xd = g(x′). (5.9)

Set λz = ρ(z). By (5.8) and (5.9), we have

zd/λz = g(z′/λz) = g(0).

Set I = (λz/2, 2λz) and W = ( 2
λz
)V × (0, ∞), and note that W × I is a neighborhood of

(z, λz) ∈ R
d+1. For any y = (y′, yd) ∈W , in view of (5.8), we intend to find λ ∈ I such that

y/λ ∈ ∂Sε
δ .

Since y′/λ ∈ V , the above inclusion reads

yd/λ = g(y′/λ).

We define the function F : W × I → R by

f(y, λ) = yd/λ− g(y′/λ),

note that f(z, λz) = 0, and calculate that

∂f

∂λ
(z, λz) = − zd

λ2z
< 0.
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By the implicit function theorem, there are a neighborhood U ⊂W of z and a C1,1 function
Λ : U → I such that f(y,Λ(y)) = 0 for all y ∈ U . In view of (5.8) and (5.9), we see that
ρ(y) = Λ(y) for all y ∈ U , which completes the proof.

Now, let y ∈ R
d \ {0} and p = Dρ(y). Note that y/ρ(y) ∈ ∂Sε

δ and p = Dρ(y/ρ(y)) and
that for any x ∈ Sε

δ ,

1 ≥ ρ(x) ≥ ρ(y/ρ(y)) + p · (x− y/ρ(y)) = 1 + p · (x− y/ρ(y)),

that is, we have

p · (x− y/ρ(y)) ≤ 0 for all x ∈ Sε
δ .

This shows that

Dρ(y) = p ∈ N(y/ρ(y),Sε
δ ). �

Lemma 5.10. Let x ∈ ∂Sε
δ and i ∈ I. For any γ ∈ N(x,Sε

δ ),

Hi(γ)

{

≤ 0 if xi < δ − ε,

≥ 0 if xi > −(δ − ε).

Proof. Fix any x ∈ ∂Sε
δ .

Since ρ(x) = 1, ρ(z) ≤ 1 for all z ∈ Sε
δ , and ρ is convex, we have

1 ≥ ρ(z) ≥ ρ(x) +Dρ(x) · (z − x) for all z ∈ Sε
δ ,

which implies that Dρ(x) ∈ N(x,Sε
δ ). Since ρ is differentiable at x and Dρ(x) 6= 0, it is

easily seen that

N(x,Sε
δ ) = R+Dρ(x). (5.10)

Set y := x− εDρ(x)/|Dρ(x)| and observe that

B̄ε(x) ∩ ∂Sδ = {y}, (5.11)

which implies that B̄ε(x) ∩ Sδ = {y}, and therefore

Dρ(x) ∈ N(y,Sδ). (5.12)

Indeed, it is clear that

B̄ε(x) ∩ ∂Sδ 6= ∅.
Note moreover that if z ∈ B̄ε(x) ∩ ∂Sδ, then Bε(z) ⊂ Sε

δ and, according to (5.10),

Dρ(x) · (w − x) ≤ 0 for all w ∈ Bε(z).

This last inequality readily yields

z − x = −εDρ(x)/|Dρ(x)|,
that is, z = y, and we conclude that (5.11) holds.

Fix any γ ∈ N(x,Sε
δ ) and i ∈ I. By (5.10) and (5.12), we have

γ = (|γ|/|Dρ(x)|)Dρ(x) ∈ N(y,Sδ).

Thus, noting that

yi

{

≤ xi + |x− y| < δ if xi < δ − ε,

≥ xi − |x− y| > −δ if xi > −(δ − ε),
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we may apply Lemmas 5.6 and 5.7, to get

Hi(γ)

{

≤ 0 if xi < δ − ε,

≥ 0 if xi > −(δ − ε),

which completes the proof. �

Proof of Theorem 4.2. As noted before, we know that when d = 1, the function ϕ(x) := x2

has all the required properties.
In what follows we assume that d > 1, and we define

ϕ(x) := ρ2(x) for x ∈ R
d,

where ρ is the function given by (5.7). It is clear that ϕ(x) > 0 for all x ∈ R
d \ {0} and ϕ

is positively homogeneous of degree two.
Next we show that ϕ is globally C1,1 on R

d. Since ρ is locally C1,1 on R
d\{0}, the function

ϕ is also locally C1,1 on R
d\{0}. Let x, y ∈ R

d\{0} and in view of the homogeneity property
of ϕ we obtain that

Dϕ(x)−Dϕ(y) = |x|Dϕ(x/|x|) − |y|Dϕ(y/|y|)
= |x|

(

Dϕ(x/|x|) −Dϕ(y/|y|)
)

+ (|x| − |y|)Dϕ(y/|y|).
We choose a constant C > 0 so that

|Dϕ(p)| ≤ C and |Dϕ(p)−Dϕ(q)| ≤ C|p− q| for all p, q ∈ ∂B1.

Combining these yields

|Dϕ(x)−Dϕ(y)| ≤ |x| |Dϕ(x/|x|) −Dϕ(y/|y|)| +
∣

∣(|x| − |y|)Dϕ(y/|y|)
∣

∣

≤ C|x|
∣

∣x/|x| − y/|y|
∣

∣+ C|x− y|
≤ 2C|x− y|+ C|x− y| = 3C|x− y|.

This shows that for any x, y ∈ R
d,

|Dϕ(x)−Dϕ(y)| ≤ 3C|x− y|.
Accordingly, the function ϕ is globally C1,1 on R

d.
Let x ∈ R

d \ {0} and i ∈ I, and assume that xi ≥ 0. By Lemma 5.9, we have

Dϕ(x) = 2ρ(x)Dρ(x) ∈ N(x/ρ(x),Sε
δ ).

Noting that x/ρ(x) ∈ ∂Sε
δ , we see from Lemma 5.10 that

Hi(Dϕ(x)) ≥ 0.

Thus, noting that Dϕ(0) = 0 and, hence, Hi(Dϕ(0) = 0 for all i ∈ I, we may conclude that
for any x ∈ R

d and i ∈ I,
Hi(Dϕ(x)) ≥ 0 if xi ≥ 0.

An argument similar to the above shows that for any x ∈ R
d and i ∈ I,

Hi(Dϕ(x)) ≤ 0 if xi ≤ 0.

This completes the proof. �
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Remark 5.2. The C1,1 regularity of test functions is sufficient to achieve the comparison
theorem as is shown in the proof of Theorem 4.1. Alternatively, one can build smooth test
functions by using the mollification techniques.

Appendix A.

Let us first recall the Skorokhod problem which will be used in the analysis below.

Definition A.1 (Skorokhod Problem). Given ψ ∈ C([0,∞) : R) with ψ(0) ≥ 0, a pair

(φ, η) ∈
(

C([0,∞) : R+)
)2

is said to solve the Skorokhod Problem (SP) for ψ on the domain
[0,∞), if

(1) φ(t) = ψ(t) + η(t), t ≥ 0,
(2) φ(0) = ψ(0), t ≥ 0,

(3) η is non-negative, non-decreasing and
∫ t
0 φ(s)dη(s) = 0, ∀ t ≥ 0.

In fact, there is always a unique pair (φ, η) solving the Skorokhod Problem for a given
ψ, given by

η(t) = sup
s∈[0,t]

(−ψ(s))+, φ(t) = ψ(t) + η(t), t ≥ 0.

Recall that for α = (α1, . . . , αd) ∈ R
d
+ with maxi αi < 1, we have

M(α) = {M = [I− P ] ∈ R
d ⊗ R

d : Pii = 0, Pij ≥ 0 and
∑

j:j 6=i

Pji ≤ αi}.

In this section we show that for any v ∈ M and given x ∈ R
d
+, the following reflected

diffusion has a unique adapted strong solution (X,Y ) ∈ C([0,∞) : Rd
+)× C↑

0([0,∞) : Rd
+),

X(t) = x+

∫ t

0
b(X(s))ds +ΣW (t) +

∫

[0,t]
v(s)dY (s), t ≥ 0, a.s., (A.1)

∫

[0,∞)
Xi(s)dYi(s) = 0 for all i ∈ I,

whereW is a standard d-dimensional Brownian motion on a given filtered probability space
(Ω,F , {Ft},P). Here M denotes the set of all admissible controls v where v takes values in
M(α). Before we state the result let us define the following quantity,

βi(t) = sup
0≤s≤t

max{0, (−ΣW (s))i}. (A.2)

The following result is a modified version of the results obtained in [14].

Theorem A.1. For any v ∈ M, (A.1) has a unique adapted strong solution (X,Y ) taking

values in C([0,∞) : Rd
+)× C↑

0([0,∞) : Rd
+) and

∑

i∈I

Yi(t) ≤
1

1−maxi αi

(

|b|1t+
∑

i∈I

βi(t)
)

for all t ≥ 0, a.s., (A.3)

where β is given by (A.2) and |b|1 =
∑

i∈I supx∈Rd
+
|bi(x)|.

We refer, for instance, to [11] for general results for reflected diffusion processes on smooth
domains.
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Proof. The key ideas of this proof are borrowed from [14]. Fix T > 0. To show the
existence of a unique adapted strong solution it enough to show the existence of a unique
adapted strong solution on the the interval [0, T ]. Thus we consider the space C([0, T ] :
R
d)× C↑

0([0, T ] : R
d
+). For (x, y) ∈ C([0, T ] : Rd

+)× C↑
0([0, T ] : R

d
+), we define

∥

∥x
∥

∥

T
=
∑

i∈I

sup
s∈[0,T ]

|xi(s)|,

[[y]]T =
∑

i∈I

[[yi ]]T ,

where we recall that [[·]]s denotes the bounded variation norm on the interval [0, s]. For

positive γ1, γ2, we endow the space C([0, T ] : Rd
+)× C↑

0([0, T ] : R
d
+) with the metric

d((x, y), (x̄, ȳ)) = γ1
∥

∥x− x̄
∥

∥

T
+ γ2[[y − ȳ]]T ,

where (x, y), (x̄, ȳ) ∈ C([0, T ] : Rd
+)×C↑

0([0, T ] : R
d
+). It is easy to check that for any positive

γi, i = 1, 2, C([0, T ] : Rd
+)×C↑

0([0, T ] : R
d
+) forms a complete metric space with the metric d.

For (x, y) ∈ C([0, T ] : Rd
+)×C↑

0([0, T ] : R
d
+) we define two maps T : C([0, T ] : Rd

+)×C↑
0([0, T ] :

R
d
+) → C↑

0([0, T ] : R
d) and S : C([0, T ] : Rd

+)× C↑
0([0, T ] : R

d
+) → C([0, T ] : Rd

+) as follows:

Ti(x, y)(t) = sup
0≤s≤t

max{0,−Ui(x, y)(s)},

Si(x, y)(t) = Ui(x, y)(t) + Ti(x, y)(t),

where Ui(x, y)(t) = xi +

∫ t

0
bi(x(s))ds + (ΣW )i(t) +

∑

j 6=i

∫ t

0
vij(s)dyj(s).

From the property of 1-dimensional Skorokhod problem we note that any fixed point of
(S,T ) solves (A.1). The idea of the proof is choose suitable γi, T0 so that the map (S,T ) :

C([0, T0] : Rd
+) × C↑

0([0, T0] : R
d
+) → C([0, T0] : Rd) × C↑

0([0, T0] : R
d
+) becomes a contraction

almost surely. Once we have uniqueness on the interval [0, T0] one can extend the result
on [0, T ] be standard time shifting argument. Now we fix a sample point in (Ω,F ,P).
Then we view X0,W as deterministic elements. Let K be the Lipschitz constant of b. Let

(x, y), (x̄, ȳ) ∈ C([0, T ] : Rd) × C↑
0([0, T ] : R

d
+). Using the lemma of Shashiasvili [16, pp.

170-175] concerning variational distance between maximal functions, we get

[[Ti(x, y)− Ti(x̄, ȳ)]]T ≤ [[Ui(x, y)− Ui(x̄, ȳ)]]T

≤
∫ T

0
|bi(x(s))− bi(x̄(s))|ds +

∑

j 6=i

∫ T

0
(−vij(s))|dyj − dȳj|(s),

where we have used the property that vij ≤ 0. We sum over i to obtain

[[T (x, y)− T (x̄, ȳ)]]T ≤ KdT
∥

∥x− x̄
∥

∥

T
+

d
∑

j=1

∫ T

0

∑

i 6=j

(−vij(s))|dyj − dȳj|(s)

≤ KdT
∥

∥x− x̄
∥

∥

T
+max

i
αi

d
∑

j=1

∫ T

0
|dyj − dȳj |(s)
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= KdT
∥

∥x− x̄
∥

∥

T
+max

i
αi [[y − ȳ]]T . (A.4)

Similarly,
∥

∥S(x, y)− S(x̄, ȳ)
∥

∥

∞
≤ 2KdT

∥

∥x− x̄
∥

∥

T
+ 2 max

i
αi [[y − ȳ]]T . (A.5)

Therefore combining (A.4) and (A.5) we obtain

d((S(x, y),T (x, y)), ((S(x̄, ȳ),T (x̄, ȳ)))

≤ KdT
(2γ1 + γ2)

γ1
γ1
∥

∥x− x̄
∥

∥

T
+max

i
αi

(2γ1 + γ2)

γ2
γ2[[y − ȳ]]T .

≤ max{KdT (2γ1 + γ2)

γ1
,max

i
αi

(2γ1 + γ2)

γ2
}d((x, y), (x̄, ȳ)).

Now we first choose γ1, γ2 to satisfy maxi αi
(2γ1+γ2)

γ2
< 1 (use the fact that maxi αi < 1)

and the choose T small enough to satisfy KdT (2γ1+γ2)
γ1

< 1. Hence we have

d((S(x, y),T (x, y)), ((S(x̄, ȳ),T (x̄, ȳ))) < ̺d((x, y), (x̄, ȳ)) for some ̺ < 1.

Therefore one can use contraction mapping theorem to get the unique fixed point in

C([0, T0] : Rd)× C↑
0([0, T0] : R

d) that solves (A.1).

Now we prove (A.3). Let (X,Y ) ∈ C([0,∞) : Rd
+) × C↑

0([0,∞) : Rd
+) be the solution of

(A.1). Then

Yi(t) = sup
0≤s≤t

max{0,−Ui(X,Y )(s)} for all i ∈ I,

where

Ui(X,Y )(t) = xi +

∫ t

0
bi(Xs)ds+ (ΣW )i +

∑

j 6=i

∫ t

0
vij(s)dYj(s).

Since x ∈ R
d
+ we have from (A.2)

−Ui(X,Y )(t) ≤ t sup
x∈Rd

+

|bi(x)|+ βi(t)−
∑

j 6=i

∫ t

0
vij(s)dYj(s).

Thus using the fact vij ≤ 0 for i 6= j we obtain

Yi(t) ≤ t sup
x∈Rd

+

|bi(x)|+ βi(t)−
∑

j 6=i

∫ t

0
vij(s)dYj(s)

Summing over i and using the property that v(s) ∈ M(α) we have
∑

i∈I

Yi(t) ≤ t |b|1 +
∑

i

βi(t) + max
i
αi

∑

i∈I

Yi(t),

and this proves (A.3). �

Recall J and V from (2.3) and (2.4). Also recall σ from Proposition 3.1.
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Lemma A.1. Let ε > 0 and x ∈ R
d. Then for every v ∈ M, there exists a control ṽ ∈ M

such that

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(ṽ)dYi)
∣

∣

∣
Fσ∧t

]

≤ e−β σ∧tV (X(σ ∧ t)) + ε a.s.

Proof. Recall the σr is the exit time from the open ball Br(x). Now using the continuity
property of V (Lemma 3.2) and (3.7) we can find δ > 0 so that

sup
v∈M

∣

∣J(y, v) − J(ȳ, v)
∣

∣ + |V (y)− V (ȳ| < ε for all y, ȳ ∈ B̄r(x), (A.6)

and |y−ȳ| ≤ δ. Now consider a finite Borel partition {Dk}k≥1 of B̄r(x) such that diam(Dj) <

δ. Choose yk ∈ Dk. Then by definition we have vk ∈ M satisfying

J(yk, v
k) ≤ V (yk) + ε.

Combining with (A.6) we see that for any y ∈ Dk, we have

J(y, vk) ≤ J(yk, v
k) + ε ≤ V (yk) + 2ε ≤ V (y) + 3ε. (A.7)

Since vk is adapted to {Ft} we have a progressively measurable map Ψj : [0,∞)×C([0,∞) :

R
d) → M such that

vk(t) = Ψk(t,W (· ∧ t)), a.s. ∀t ≥ 0.

Now for any v ∈ M and the corresponding solution (X,Y ) define

ṽ(s) =

{

v(s) if s ≤ σ ∧ t,
Ψk(s− σ ∧ t,W (· ∧ s)−W (σ ∧ t)) if s > σ ∧ t, and X(σ ∧ t) ∈ Dk.

By strong uniqueness we see that σ ∧ t does not change with the new control ṽ. Then
denoting Ȳ = Y (σ ∧ t+ ·)− Y (σ ∧ t), we obtain

Ex

[

∫ ∞

σ∧t
e−β s(ℓ(X(s))ds +

∑

i∈I

hi(ṽ)dYi)
∣

∣

∣
Fσ∧t

]

= e−β σ∧t
E

[

∫ ∞

0
e−β s

(

ℓ(X(σ ∧ t+ s))ds+
∑

i∈I

hi(ṽ(σ ∧ t+ s))dȲi
)

∣

∣

∣
Fσ∧t

]

= e−β σ∧t J(X(σ ∧ t), ṽ(σ ∧ t+ ·))
≤ e−β σ∧t V (X(σ ∧ t)) + 3ε,

where in the last inequality we use (A.7). �
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