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#### Abstract

We present and analyze a discontinuous Petrov-Galerkin method with optimal test functions for a reactiondominated diffusion problem in two and three space dimensions. We start with an ultra-weak formulation that comprises parameters $\alpha, \beta$ to allow for general $\varepsilon$-dependent weightings of three field variables ( $\varepsilon$ being the small diffusion parameter). Specific values of $\alpha$ and $\beta$ imply robustness of the method, that is, a quasi-optimal error estimate with a constant that is independent of $\varepsilon$. Moreover, these values lead to a norm for the field variables that is known to be balanced in $\varepsilon$ for model problems with typical boundary layers. Several numerical examples underline our theoretical estimates and reveal stability of approximations even for very small $\varepsilon$.
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1. Introduction. In this paper we analyze the discontinuous Petrov-Galerkin (DPG) method with optimal test functions for the following singularly perturbed problem of reaction-dominated diffusion,

$$
\begin{align*}
-\varepsilon \Delta u+u=f & \text { in } \Omega  \tag{1.1a}\\
u=0 & \text { on } \Gamma . \tag{1.1b}
\end{align*}
$$

Here, $\Omega \subset \mathbb{R}^{d}(d=2,3)$ is a bounded, simply connected Lipschitz polygonal/polyhedral domain with boundary $\Gamma:=\partial \Omega$. Throughout, we assume that $0<\varepsilon \leq 1$ and $f$ will be taken from $L_{2}(\Omega)$. Such problems appear in applications, e.g., when solving nonlinear reaction-diffusion problems by the Newton method and in implicit time-discretizations with small time steps of parabolic reaction-diffusion problems.

The objective of this paper is to push DPG techniques to the limit: For this academic model problem, how can we design a DPG method that robustly controls the solution in a norm as strong as possible? We will answer this question without using a particular knowledge of the solution (like the existence of boundary layers) and without using specific meshes. In this way we hope that our study gives new insight into DPG techniques that will be useful for practical problems beyond this academic model case. To be clear, we will not be able to beat approximation properties of a specifically designed method (square domain and finite elements or finite differences on Shishkin meshes). In contrast, our method gives robust control in a stronger norm and in general situations.

The numerical approximation of (1.1) is notoriously difficult due to the presence of boundary layers in the solution and due to the deteriorating $H^{1}(\Omega)$-ellipticity (of its Dirichlet bilinear form) when $\varepsilon \rightarrow 0$. For an overview of methods for singularly perturbed problems we refer to [21], and to [15] for specific constructions of layer-adapted meshes. Whereas there is plenty of literature on convection-dominated diffusion problems, the treatment of reaction-dominated problems is more scarce. Most authors consider very specific domains (like intervals or squares), specific meshes (e.g., Shishkin meshes) and/or provide an error analysis in $L_{2^{-}}$or standard energy norms, cf., e.g., [1, 12, 13, 23].

For small $\varepsilon$, typical solutions $u_{\varepsilon}$ of (1.1) contain boundary layers of the type $\exp (-\alpha \operatorname{dist}(x, \partial \Omega) / \sqrt{\varepsilon})$, cf. [17, Thm. 2.3.4]. Considering the standard energy norm (induced by a standard weak form of (1.1)),

[^0]$\|\cdot\|_{\varepsilon}^{2}=\|\cdot\|_{L_{2}(\Omega)}^{2}+\varepsilon\|\nabla \cdot\|_{L_{2}(\Omega)}^{2}$, it turns out that both contributions to the norm are not equilibrated: $\left\|u_{\varepsilon}\right\|_{L_{2}(\Omega)}^{2}=O(1)$ but $\varepsilon\left\|\nabla u_{\varepsilon}\right\|_{L_{2}(\Omega)}^{2}=o(1)$ when $\varepsilon \rightarrow 0$. Hence, for small $\varepsilon$, the standard energy norm controls essentially the $L_{2}(\Omega)$ norm and not the gradient.

Relatively recently, Lin and Stynes [14] proposed to use a balanced norm (which is stronger than the standard energy norm) where the concentration $u$ (the original unknown), the flux $\sigma \sim \nabla u$, and $\rho \sim \Delta u$ are weighted by appropriate powers of the diffusion coefficient $\varepsilon$ (assuming the reaction coefficient to be fixed or bounded) so that their $L_{2}$-norms are of the same magnitude when $\varepsilon \rightarrow 0$ (which is not the case for the standard energy norm). They give a variational formulation and discrete method that allows for a robust, quasi-optimal error estimate in this balanced norm. Later, Roos and Schopf 20 provided an analysis for a standard Galerkin method where they proved a quasi-optimal error estimate in the balanced norm, however, restricted to a square domain with precise characterization of boundary layers and using Shishkin meshes. In [18, Melenk and Xenophontos analyzed the $h p$-version of the finite element method with appropriate mesh refinement at boundary layers. They also consider the balanced norm and prove robust exponential convergence, again making use of the specific knowledge of boundary layers and restricted to one and two space dimensions.

In this paper we systematically develop a DPG scheme with optimal test functions for the approximation of problem (1.1). Main objective is robustness of the scheme. This means that an $L_{2}$-type norm of field variables is controlled by the so-called energy norm of the DPG formulation with a constant that is independent of $\varepsilon$. The energy norm of the DPG error can be calculated (when using truly optimal test functions) and thus gives robust a posteriori error control of the field variables. The DPG method is usually based on an (ultra-weak) variational formulation of a first-order system and uses a discontinuous Galerkin (DG) setting. Such a DG approach allows for the efficient generation of optimal test functions that guarantee discrete stability. In this combination, the method has been developed by Demkowicz and Gopalakrishnan, see, e.g., [6, 7. Recently, DPG technology has been extended by several authors, and in slightly different forms, to convection-dominated diffusion problems 3, 4, 5, 10. Here, the central idea is to find a DPG setting (bilinear form, test and ansatz Hilbert spaces with corresponding norms) so that the employment of optimal test functions (whose definition is automatically given by the setting) produces discrete inf-sup numbers that are bounded from below by a constant that is independent both of the discrete ansatz space and perturbation parameters.

Despite of its simpler appearance, reaction-dominated diffusion without convection is harder to approximate robustly than convection-dominated diffusion. In the latter case, the convective term allows to control part of the flux $(\boldsymbol{\sigma} \sim \nabla u)$ and this is essential to control the concentration $\left(u\right.$ in $\left.L_{2}\right)$, see [10] for details. In [9], Demkowicz and Harari present attempts to establish a robust DPG setting for reaction-dominated diffusion. However, similar strategies as in [10] (but without ultra-weak formulation) lead to conflicts to either weight the ansatz space or the test space (their norms) with higher powers of $\varepsilon$. Playing with different $\varepsilon$-weightings leads to simple re-scalings of norms and does not result in a robust setting where optimal test functions can be calculated with acceptable cost. In this paper, we reconsider the approach to design a robust DPG scheme for reaction-dominated problems.

Considering reaction-diffusion problems with small diffusion, a natural way to control (parts of) the flux in a variational setting is to test with second-order derivatives (e.g., the Laplacian) of test functions. This strategy has been pursued in [14] and is also the basis of our variational setting. When trying to use a "standard" ultra-weak formulation where one tests one equation with test functions as well as with their piecewise Laplacian, it turns out that such a formulation is not well posed: the existence of a solution is not guaranteed. To circumvent this problem, we introduce an additional unknown. Not surprisingly, having tested with the Laplacian of test functions, an appropriate unknown is the Laplacian of the original unknown. Our DPG approach therefore leads to three field variables: the concentration $u$, the flux $\sigma \sim \nabla u$, and $\rho \sim \Delta u$. Without further analysis it is unclear how the weighting (with respect
to the diffusion parameter $\varepsilon$ ) of the three variables and involved norms should be. We will therefore introduce two parameters $\alpha, \beta \geq 0$ that serve as powers of $\varepsilon$ in the weighting of Sobolev norms and several estimates. We initially start with unspecified non-negative parameters. The quest for robustness will later fix their values at $\beta=2 \alpha=1 / 2$, cf. Remark 2.9 in 2.5 below. Specifically, our method controls the field variables robustly in the norms $\|u\|,\|\boldsymbol{\sigma}\|$ with $\boldsymbol{\sigma}=\varepsilon^{1 / 4} \nabla u$, and $\|\rho\|$ with $\rho=\varepsilon^{3 / 4} \Delta u$ (though we actually define $\rho=\operatorname{div} \sigma$ and control $\left.\varepsilon^{1 / 2}\|\rho\|\right)$. This corresponds to the very norm proposed by Lin and Stynes in [14] and which they show to be balanced when $\varepsilon \rightarrow 0$. In particular, on a unit square and with Shishkin meshes, they prove a uniform (in $\varepsilon$ ) best approximation error estimate in this balanced norm.

To resume, the requirement of robustness of our DPG ansatz leads to a setting in a norm whose components for the field variables are known to be balanced for typical boundary layers. This analysis applies to two and three dimensions and is independent of the specific domain. In particular, we do not need any knowledge of possible boundary layers or the solution itself and we do not use specific meshes. In this general setting, we are able to prove a robust error estimate for the error in the balanced norm, bounded quasi-uniformly by the best approximation in the energy norm given by the variational formulation (not to be confused with the standard energy norm).

There is a small catch we have not resolved so far. Bounding the energy norm by the balanced norm, e.g., to establish convergence orders, this leads to a sub-optimality in one of the trace variables whose approximation error is multiplied by $\varepsilon^{-1 / 4}$. We do not study best approximation convergence orders in the balanced norm for typical boundary layers. The best approximation of field variables (in two dimensions on a square) has been analyzed in [14, and an analysis of the trace variables is an open problem. For a detailed discussion of the sub-optimality we refer to Remark 2.6 in 2.4

In practice, optimal test functions have to be approximated. For fixed polynomial degrees and nonperturbed problems, this practical DPG method has been analyzed by Gopalakrishnan and Qiu [11, with explicit results for the Poisson equation and linear elasticity. Our analysis considers the ideal DPG method with optimal test functions. We do not analyze the influence of approximating optimal test functions. This is an open problem. However, in practice, the "crime" of approximating optimal test functions of reaction-dominated diffusion is self correcting through adaptivity. Let us underline this statement with the following heuristical argument. Error estimation (that is error calculation when exactly resolving optimal test functions) is an integral part of the DPG method [8]. Using this estimation to steer adaptivity, boundary layers of the unknown solution are resolved and in this way, optimal test functions are also well approximated. Indeed, the optimal test functions needed to ensure the discrete inf-sup property (they solve adjoint problems) and the solution of the original problem have boundary layers at the same locations. This is due to the selfadjointness of the problem. In comparison, solutions to convection-diffusion problems typically have layers at the outflow boundary whereas their adjoint problems have boundary layers at the inflow (of the original problem). Then, adaptivity aiming at the original problem does not produce meshes that approximate well optimal test functions. In contrast, adaptivity for reaction-dominated diffusion automatically aims at robustness (by approximating the test functions increasingly well) and good approximation properties (boundary layers of unknown functions are detected) at the same time. Our numerical experiments confirm this interpretation in the sense that robustness is always obtained and efficiency is achieved when adaptivity eventually resolves boundary layers. We also note that our numerical results show robustness of the numerical solutions for extremely small $\varepsilon$, that is, approximations do not oscillate at boundary layers.

Let us conclude this section with collecting the main results of this paper and remaining open problems.

- Our search for a variational formulation whose energy norm can robustly control field variables ( $u$ and $\nabla u$ ) in $L_{2}$ led us to a three-field scheme (also containing $\Delta u$ as an unknown). We stress
that it might be possible to obtain a two-field scheme (having unknowns $u$ and $\nabla u$ ) by imposing more regularity on the test space.
- Control of the field variables by the (DPG) energy norm is proved by an abstract stability analysis (of the adjoint problem). The condition of robust control leads to the balanced norm of the field variables. This is a general outcome in two and three space dimensions without assuming the presence of boundary layers or the use of specific meshes.
- By design of the DPG method with optimal test functions, the error in the energy norm can be calculated elementwise. We thus have a robust a posteriori error control of the field variables in the balanced norm.
- In practice, optimal test functions have to be approximated. An analysis of the effect of this approximation for singularly perturbed problems is ongoing research.
- We prove a best approximation property of our DPG scheme in a norm that is balanced in the field variables and contains scaled trace norms of skeleton variables. Approximation results for this very norm have yet to be produced.
The remainder of the paper is as follows. In Section 2 we develop and analyze our DPG method. Sobolev spaces are introduced in Subsection 2.2 and in Subsection 2.3 we present an ultra-weak formulation, the discrete scheme and the main result (Theorem 2.3). This theorem provides a robust estimate for the balanced norm by the energy norm. We also give an upper bound of the energy norm in terms of the balanced norm. In the subsequent subsections we analyze the bilinear form of the variational formulation and show stability of solutions to the adjoint problem. This stability implies robustness of the error estimate from Theorem 2.3. Finally, in Section 3, we present several numerical results.

Throughout the paper, $a \lesssim b$ means that $a \leq c b$ with a generic constant $c>0$ that is independent of involved parameters, functions and the underlying mesh. Similarly, we use the notation $a \simeq b$.

## 2. Presentation and analysis of the DPG method.

2.1. Introduction to the DPG method. We briefly recall the framework and results of the DPG method with optimal test functions, cf. 6]. Given a Banach space $U$, a Hilbert space $V$, and a bilinear form $b: U \times V \rightarrow \mathbb{R}$, we consider the following three conditions:

$$
\begin{array}{r}
b(\boldsymbol{u}, \mathbf{v})=0 \text { for all } \mathbf{v} \in V \Longrightarrow \boldsymbol{u}=0 ; \\
C_{\text {infsup }}\|\mathbf{v}\|_{V} \leq \sup _{\boldsymbol{u} \in U} \frac{b(\boldsymbol{u}, \mathbf{v})}{\|\boldsymbol{u}\|_{U}} \quad \text { for all } \mathbf{v} \in V \\
b(\boldsymbol{u}, \mathbf{v}) \leq C_{\mathrm{b}}\|\boldsymbol{u}\|_{U}\left\|_{\mathbf{v}}\right\|_{V} \quad \text { for all } \boldsymbol{u} \in U, \mathbf{v} \in V . \tag{2.1c}
\end{array}
$$

Here, $C_{\text {infsup }}$ and $C_{\mathrm{b}}$ are positive constants. Define the so-called trial-to-test operator $\Theta: U \rightarrow V$ by

$$
\begin{equation*}
\langle\Theta \boldsymbol{u}, \mathbf{v}\rangle_{V}=b(\boldsymbol{u}, \mathbf{v}) \quad \text { for all } \mathbf{v} \in V, \tag{2.2}
\end{equation*}
$$

or, equivalently, by

$$
\begin{equation*}
\Theta=J^{-1} B \tag{2.3}
\end{equation*}
$$

where $B: U \rightarrow V^{\prime}$ is the operator corresponding to the bilinear form $b$ and $J: V \rightarrow V^{\prime}$ is the Riesz operator. The following result is central to the DPG method and is, in the end, consequence of the Babuška-Brezzi theory and related references given in the introduction.

Theorem 2.1. Suppose that (2.1a) -(2.1c) hold for a Banach space $U$, a Hilbert space $V$, and a bilinear form $b: U \times V \rightarrow \mathbb{R}$. Then, an equivalent norm on $U$ is given by

$$
\begin{equation*}
\|\boldsymbol{u}\|_{E}:=\sup _{\mathbf{v} \in V} \frac{b(\boldsymbol{u}, \mathbf{v})}{\|\mathbf{v}\|_{V}}, \quad \text { with } \quad C_{\text {infsup }}\|\boldsymbol{u}\|_{U} \leq\|\boldsymbol{u}\|_{E} \leq C_{\mathrm{b}}\|\boldsymbol{u}\|_{U} \quad \forall \boldsymbol{u} \in U \tag{2.4}
\end{equation*}
$$

Furthermore, for any $L \in V^{\prime}$, the problem

$$
\begin{equation*}
\text { find } \boldsymbol{u} \in U \text { such that } \quad b(\boldsymbol{u}, \mathbf{v})=L(\mathbf{v}) \quad \text { for all } \mathbf{v} \in V \tag{2.5}
\end{equation*}
$$

has a unique solution, and

$$
\begin{equation*}
\|\boldsymbol{u}\|_{E}=\|L\|_{V^{\prime}} \tag{2.6}
\end{equation*}
$$

In addition, if $U_{\mathrm{hp}} \subset U$ is a finite-dimensional subspace, then the problem

$$
\begin{equation*}
\text { find } \boldsymbol{u}_{\mathrm{hp}} \in U_{\mathrm{hp}} \text { such that } \quad b\left(\boldsymbol{u}_{\mathrm{hp}}, \mathbf{v}_{\mathrm{hp}}\right)=L\left(\mathbf{v}_{\mathrm{hp}}\right) \quad \text { for all } \mathbf{v}_{\mathrm{hp}} \in \Theta\left(U_{\mathrm{hp}}\right) \tag{2.7}
\end{equation*}
$$

has a unique solution, and

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}=\inf _{\boldsymbol{u}_{\mathrm{hp}}^{\prime} \in U_{\mathrm{hp}}}\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}^{\prime}\right\|_{E} \tag{2.8}
\end{equation*}
$$

Integral part of the computation of the numerical approximation $\boldsymbol{u}_{\mathrm{hp}}$ in (2.7) is the generation of $\Theta\left(U_{\mathrm{hp}}\right)$ defined via (2.2). Unless this can be done analytically, (2.2) has to be discretized. This gives the socalled practical DPG method, cf. [11]. For an efficient discretization, the space $V$ and its norm $\|\cdot\|_{V}$ and associated inner product $\langle\cdot, \cdot\rangle_{V}$ have to be chosen in a broken form, i.e., local with respect to elements of some mesh $\mathcal{T}: V=\prod_{T \in \mathcal{T}} V(T)$, and $\langle\cdot, \cdot\rangle_{V}=\sum_{T \in \mathcal{T}}\langle\cdot, \cdot\rangle_{V(T)}$. Then, a discretization of (2.2) amounts to a block-diagonal matrix, with blocks associated to elements $T$. The supremum on the right-hand side of the inf-sup condition (2.1b) is usually called the optimal test norm

$$
\begin{equation*}
\|\mathbf{v}\|_{V, \text { opt }}:=\sup _{\boldsymbol{u} \in U} \frac{b(\boldsymbol{u}, \mathbf{v})}{\|\boldsymbol{u}\|_{U}} \quad \text { for all } \mathbf{v} \in V \tag{2.9}
\end{equation*}
$$

and the inf-sup condition (2.1b) then renders like

$$
\begin{equation*}
\|\mathbf{v}\|_{V} \lesssim\|\mathbf{v}\|_{V, \mathrm{opt}} \tag{2.10}
\end{equation*}
$$

In view of the definition (2.9), the bound (2.10) amounts to the stability of the adjoint problem, which is hence a major part in DPG analysis. A feature of the DPG method is that it provides local error indicators. From (2.2) and (2.4) it follows

$$
\begin{equation*}
C_{\mathrm{infsup}}\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{U} \leq\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}=\left\|\Theta\left(\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right)\right\|_{V}=\left\|J^{-1}\left(L-B \boldsymbol{u}_{\mathrm{hp}}\right)\right\|_{V} \tag{2.11}
\end{equation*}
$$

There are two implications of these relations. First, the residual in the $V^{\prime}$-norm is the error in energy norm and thus, controls it robustly. Second, if $C_{\text {infsup }}$ is a constant independent of possible perturbation parameters then the residual is a reliable and efficient estimator for the error in the $U$-norm. In this paper, we control the error of the field variables in the balanced norm (see Theorem 2.3 below), but not the skeleton variables.

If the norm in $V$ is broken with respect to the mesh $\mathcal{T}$, then the right-hand side in (2.11) provides a local a posteriori error estimate. It should be mentioned that convergence of adaptive algorithms based on this estimator has not been analyzed even for the Poisson problem.
2.2. Sobolev spaces. Let us first introduce some notation. For a set $\omega \subset \mathbb{R}^{d}, L_{2}(\omega), H^{1}(\omega), H_{0}^{1}(\omega)$, $\mathbf{H}(\operatorname{div}, \omega)$, and $\mathbf{H}(\mathbf{c u r l}, \omega)$ are the standard Sobolev spaces with usual norms. The norm in $L_{2}(\Omega)$ will be denoted by $\|\cdot\|$. The dual space of $H_{0}^{1}(\Omega)$ is denoted by $H^{-1}(\Omega)$ with norm $\|\cdot\|_{-1}$. Throughout, spaces with bold face symbols, e.g. $\mathbf{H}($ div,$\omega)$, refer to spaces of vector-valued functions. The $L_{2}(\Omega)$ and
$\mathbf{L}_{2}(\Omega)$ inner products and their extensions by duality are denoted by $(\cdot, \cdot)$. For $\omega \subset \mathbb{R}^{d},\langle\cdot, \cdot\rangle_{\partial \omega}$ refers to this duality on the boundary of $\omega$. We will also need the spaces

$$
\begin{aligned}
H^{1}(\Delta, \Omega) & :=\left\{w \in H^{1}(\Omega) ; \Delta w \in L_{2}(\Omega)\right\} \\
H_{0}^{1}(\Delta, \Omega) & :=H^{1}(\Delta, \Omega) \cap H_{0}^{1}(\Omega)
\end{aligned}
$$

The setting of our continuous and discrete formulations is based on broken spaces, related to partitions $\mathcal{T}$ of $\Omega$. Let $\mathcal{T}$ denote such a partition (or mesh) that is compatible with the geometry, i.e., $\mathcal{T}$ is a finite set, and the elements $T \in \mathcal{T}$ are mutually disjoint, open sets with $\bigcup_{T \in \mathcal{T}} \bar{T}=\bar{\Omega}$. Related to $\mathcal{T}$, we introduce broken Sobolev spaces

$$
\begin{aligned}
\mathbf{H}(\operatorname{div}, \mathcal{T}) & :=\left\{\boldsymbol{q} \in \mathbf{L}_{2}(\Omega) ;\left.\boldsymbol{q}\right|_{T} \in \mathbf{H}(\operatorname{div}, T) \forall T \in \mathcal{T}\right\} \\
H^{1}(\mathcal{T}) & :=\left\{w \in L_{2}(\Omega) ;\left.w\right|_{T} \in H^{1}(T) \forall T \in \mathcal{T}\right\} \\
H^{1}(\Delta, \mathcal{T}) & :=\left\{w \in H^{1}(\mathcal{T}) ;\left.\Delta w\right|_{T} \in L_{2}(T) \forall T \in \mathcal{T}\right\}
\end{aligned}
$$

and corresponding broken operators $\operatorname{div}_{\mathcal{T}}, \nabla_{\mathcal{T}}, \Delta_{\mathcal{T}}$ which are defined piecewise with respect to elements. We also define trace spaces on the skeleton $\mathcal{S}$ of the mesh. It is convenient to consider $\mathcal{S}$ as the collection of boundaries of elements, $\mathcal{S}:=\{\partial T ; T \in \mathcal{T}\}$, rather than a single geometric object, and to define spaces on $\mathcal{S}$ as product spaces (of components which are not independent). Correspondingly, the "normal vector" $\boldsymbol{n}$ on $\mathcal{S}$ consists of components $\boldsymbol{n}_{T}$ which are the exterior normal vectors of unit length on $\partial T(T \in \mathcal{T})$.

The space $H_{00}^{1 / 2}(\mathcal{S})$ consists of elements $\widehat{u}=\Pi_{T \in \mathcal{T}} \widehat{u}_{T}$ whose components are traces of $H_{0}^{1}(\Omega)$ functions. It is equipped with the norm

$$
\begin{equation*}
\|\widehat{u}\|_{1 / 2, \mathcal{S}}:=\inf \left\{\left(\|w\|^{2}+\varepsilon^{2 \alpha}\|\nabla w\|^{2}\right)^{1 / 2} ; w \in H_{0}^{1}(\Omega),\left.w\right|_{\partial T}=\widehat{u}_{T} \forall T \in \mathcal{T}\right\} \tag{2.12}
\end{equation*}
$$

The space $H^{-1 / 2}(\mathcal{S})$ consists of elements $\widehat{\sigma}=\Pi_{T \in \mathcal{T}} \widehat{\sigma}_{T}$ whose components are normal components of $\mathbf{H}(\operatorname{div}, \Omega)$ functions, equipped with the norm

$$
\begin{equation*}
\|\widehat{\sigma}\|_{-1 / 2, \mathcal{S}}:=\inf \left\{\left(\|\boldsymbol{q}\|^{2}+\varepsilon^{2 \beta}\|\operatorname{div} \boldsymbol{q}\|^{2}\right)^{1 / 2} ; \boldsymbol{q} \in \mathbf{H}(\operatorname{div}, \Omega),\left.\boldsymbol{q} \cdot \boldsymbol{n}_{T}\right|_{\partial T}=\widehat{\sigma}_{T} \forall T \in \mathcal{T}\right\} \tag{2.13}
\end{equation*}
$$

For $v \in H^{1}(\mathcal{T})$ and $\boldsymbol{\tau} \in \mathbf{H}(\operatorname{div}, \mathcal{T})$, corresponding dual norms of their jumps are denoted by

$$
\begin{aligned}
& \|[v]\|_{1 / 2, \mathcal{S}^{\prime}}:=\sup _{\varphi \in H^{-1 / 2}(\mathcal{S})} \frac{\langle v, \varphi\rangle}{\|\varphi\|_{-1 / 2, \mathcal{S}}} \text { with }\langle v, \varphi\rangle:=\sum_{T \in \mathcal{T}}\left\langle v, \varphi_{T}\right\rangle_{\partial T}, \\
& \|[\boldsymbol{\tau} \cdot \boldsymbol{n}]\|_{-1 / 2, \mathcal{S}^{\prime}}:=\sup _{\varphi \in H_{00}^{1 / 2}(\mathcal{S})} \frac{\langle\boldsymbol{\tau} \cdot \boldsymbol{n}, \varphi\rangle}{\|\varphi\|_{1 / 2, \mathcal{S}}} \quad \text { with } \quad\langle\boldsymbol{\tau} \cdot \boldsymbol{n}, \varphi\rangle:=\sum_{T \in \mathcal{T}}\left\langle\boldsymbol{\tau} \cdot \boldsymbol{n}_{T}, \varphi_{T}\right\rangle_{\partial T} .
\end{aligned}
$$

Here and in the following, suprema are taken over non-zero elements of spaces.
2.3. Variational formulation, DPG scheme and main result. Let us develop a variational formulation of our model problem. We write (1.1a) as the first-order system

$$
\begin{equation*}
\varepsilon^{-\alpha} \boldsymbol{\sigma}-\nabla u=0, \quad \rho-\operatorname{div} \boldsymbol{\sigma}=0, \quad-\varepsilon^{1-\alpha} \rho+u=f \tag{2.14}
\end{equation*}
$$

and define

$$
U:=L_{2}(\Omega) \times \mathbf{L}_{2}(\Omega) \times L_{2}(\Omega) \times H_{00}^{1 / 2}(\mathcal{S}) \times H_{00}^{1 / 2}(\mathcal{S}) \times H^{-1 / 2}(\mathcal{S}) \times H^{-1 / 2}(\mathcal{S})
$$

Now, let $\mathcal{T}$ be a mesh (as defined previously) and let $\boldsymbol{\tau}, \mu$, and $v$ be $\mathcal{T}$-piecewise smooth functions. We multiply the first, second and third relations in (2.14), respectively, by $\tau, \mu$, and $v-\varepsilon^{\beta} \Delta_{\mathcal{T}} v$, and integrate piecewise by parts. Then, we obtain the following variational formulation. Find $\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right) \in$ $U$ such that

$$
\begin{align*}
& \varepsilon^{-\alpha}(\boldsymbol{\sigma}, \boldsymbol{\tau})+\left(u, \operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}\right)-\left\langle\widehat{u}^{a}, \boldsymbol{\tau} \cdot \boldsymbol{n}\right\rangle=0  \tag{2.15a}\\
& (\rho, \mu)+\left(\boldsymbol{\sigma}, \nabla_{\mathcal{T}} \mu\right)-\left\langle\widehat{\sigma}^{a}, \mu\right\rangle=0  \tag{2.15b}\\
& \left.\begin{array}{r}
\varepsilon^{1-\alpha}\left(\boldsymbol{\sigma}, \nabla_{\mathcal{T} v}\right)-\varepsilon^{1-\alpha}\left\langle\widehat{\sigma}^{b}, v\right\rangle+(u, v) \\
+\varepsilon^{1-\alpha+\beta}\left(\rho, \Delta_{\mathcal{T} v}\right)+\varepsilon^{\beta-\alpha}\left(\boldsymbol{\sigma}, \nabla_{\mathcal{T} v} v\right)-\varepsilon^{\beta}\left\langle\widehat{u}^{b}, \nabla_{\mathcal{T} v} \cdot \boldsymbol{n}\right\rangle
\end{array}\right\}=\left(f, v-\varepsilon^{\beta} \Delta_{\mathcal{T} v}\right) \tag{2.15c}
\end{align*}
$$

for all $(\boldsymbol{\tau}, \mu, v) \in V:=\mathbf{H}(\operatorname{div}, \mathcal{T}) \times H^{1}(\mathcal{T}) \times H^{1}(\Delta, \mathcal{T})$. The left-hand side of (2.15) defines our bilinear form

$$
\begin{aligned}
b(\boldsymbol{u}, \mathbf{v}):= & \left(u, \operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}+v\right)+\left(\boldsymbol{\sigma}, \varepsilon^{-\alpha} \boldsymbol{\tau}+\nabla_{\mathcal{T}} \mu+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla_{\mathcal{T}} v\right)+\left(\rho, \mu+\varepsilon^{1-\alpha+\beta} \Delta_{\mathcal{T} v}\right) \\
& -\left\langle\widehat{u}^{a}, \boldsymbol{\tau} \cdot \boldsymbol{n}\right\rangle-\varepsilon^{\beta}\left\langle\widehat{u}^{b}, \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right\rangle-\left\langle\widehat{\sigma}^{a}, \mu\right\rangle-\left\langle\widehat{\sigma}^{b}, \varepsilon^{1-\alpha} v\right\rangle
\end{aligned}
$$

for $\boldsymbol{u}=\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right)$ and $\mathbf{v}=(\boldsymbol{\tau}, \mu, v)$. The right-hand side of (2.15) is abbreviated by $L(\mathbf{v}):=$ $\left(f, v-\varepsilon^{\beta} \Delta_{\mathcal{T}} v\right)$ with $\mathbf{v}$ as before.

In $U$ and $V$ we introduce, respectively, the norms

$$
\begin{align*}
\left\|\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right)\right\|_{U}^{2}:= & \|u\|^{2}+\|\boldsymbol{\sigma}\|^{2}+\varepsilon^{2 \beta}\|\rho\|^{2} \\
& +\left\|\widehat{u}^{a}\right\|_{1 / 2, \mathcal{S}}^{2}+\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}^{2}+\left\|\widehat{\sigma}^{a}\right\|_{-1 / 2, \mathcal{S}}^{2}+\left\|\widehat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}}^{2},  \tag{2.16}\\
\|(\boldsymbol{\tau}, \mu, v)\|_{V}^{2}: & =\varepsilon^{-2 \alpha}\|\boldsymbol{\tau}\|^{2}+\left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}\right\|^{2}+\varepsilon^{-2 \beta}\|\mu\|^{2}+\left\|\nabla_{\mathcal{T}} \mu\right\|^{2} \\
& +\|v\|^{2}+\varepsilon^{2(\beta-\alpha)}\left\|\nabla_{\mathcal{T} v}\right\|^{2}+\varepsilon^{2(1-\alpha)}\left\|\Delta_{\mathcal{T} v}\right\|^{2} .
\end{align*}
$$

The norm in $V$ is induced by the inner product $\langle\cdot, \cdot\rangle_{V}$. Note that in accordance with Section 2.1, the space $V$ and its inner product are of the broken type. The optimal test norm (2.9) in $V$ is

$$
\begin{align*}
& \|(\boldsymbol{\tau}, \mu, v)\|_{V, \text { opt }}^{2} \\
& =\left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}+v\right\|^{2}+\left\|\varepsilon^{-\alpha} \boldsymbol{\tau}+\nabla_{\mathcal{T}} \mu+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla_{\mathcal{T} v}\right\|^{2}+\varepsilon^{-2 \beta}\left\|\mu+\varepsilon^{1-\alpha+\beta} \Delta_{\mathcal{T} v}\right\|^{2} \\
& \quad+\|[\boldsymbol{\tau} \cdot \boldsymbol{n}]\|_{-1 / 2, \mathcal{S}^{\prime}}^{2}+\left\|\left[\varepsilon^{\beta} \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}^{2}+\|[\mu]\|_{1 / 2, \mathcal{S}^{\prime}}^{2}+\left\|\left[\varepsilon^{1-\alpha} v\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}^{2} . \tag{2.17}
\end{align*}
$$

Remark 2.2. We note that the optimal test norm is not of broken type due to the appearance of norms of jumps of test functions. The related inner product is therefore not appropriate for the calculation of optimal test functions, cf. (2.2). The corresponding problems would not be local. However, there are advocates of using the so-called quasi-optimal test norm which consists in replacing the jump terms by (scaled) $L_{2}$-norms of test functions. In our case it (its squared value) would be

$$
\begin{aligned}
& \left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}+v\right\|^{2}+\left\|\varepsilon^{-\alpha} \boldsymbol{\tau}+\nabla_{\mathcal{T}} \mu+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla_{\mathcal{T}} v\right\|^{2}+\varepsilon^{-2 \beta}\left\|\mu+\varepsilon^{1-\alpha+\beta} \Delta_{\mathcal{T} v}\right\|^{2} \\
& \quad+c_{1}\|\boldsymbol{\tau}\|^{2}+c_{2}\|\mu\|^{2}+c_{3}\|v\|^{2}
\end{aligned}
$$

with appropriate numbers $c_{1}, c_{2}, c_{2} \geq 0$. Using this norm to define test functions would simplify the stability analysis required for (2.10) in the sense that it suffices to bound the $L_{2}$-norm of test functions. This is a path analyzed in [19] for convection-dominated diffusion, see also [3].

In any case, aiming at robustness for singularly perturbed problems, the calculation of optimal test functions with respect to any appropriate inner product will lead to singularly perturbed problems. The advantage of using broken spaces is that these are local problems on elements. In the case of optimal or quasi-optimal test norms, test functions are coupled so that local problems are more complicated and harder to solve. Additionally, in these cases the singularly perturbed problems are not of standard type so that it is not straightforward to design and analyze efficient approximation schemes for optimal test functions. In [19], Niemi, Collier and Calo deal with this very problem in the case of convection-dominated problems.

In our case with three test functions, it is non-trivial to analyze and solve the coupled singularlyperturbed problems stemming from a quasi-optimal test norm. Instead, we prefer to simplify these problems by separating functions. Calculating test functions with respect to our test norm $\|\cdot\|_{V}$ leads to solving (on elements) three separate problems with bilinear forms

$$
\begin{aligned}
& \varepsilon^{-2 \alpha}(\cdot, \cdot)+(\operatorname{div} \cdot, \operatorname{div} \cdot) \quad \text { for } \boldsymbol{\tau}, \quad \varepsilon^{-2 \beta}(\cdot, \cdot)+(\nabla \cdot, \nabla \cdot) \quad \text { for } \mu \text {, } \\
& \text { and } \quad(\cdot, \cdot)+\varepsilon^{2(\beta-\alpha)}(\nabla \cdot, \nabla \cdot)+\varepsilon^{2(1-\alpha)}(\Delta \cdot, \Delta \cdot) \quad \text { for } v,
\end{aligned}
$$

with $(\cdot, \cdot)$ denoting the $L_{2}$-bilinear form on an individual element. Though singularly perturbed, these are standard elliptic problems so that an analysis of the influence of approximating optimal test functions appears more accessible. As previously mentioned, our analysis is based on using exact optimal test functions.

Our main result is the following norm equivalence in $U$. It induces corresponding error estimates for the DPG method, recalled by Corollary 2.4 .

Theorem 2.3. Choose $\alpha=1 / 4$ and $\beta=1 / 2$. For the setting introduced in this section, (2.1a) -(2.1c) hold with numbers $C_{\mathrm{infsup}}$ and $C_{\mathrm{b}}$ that depend on $\varepsilon$. More specifically, we have robust control of the field variables in the sense that

$$
\begin{aligned}
\|u\| & +\|\boldsymbol{\sigma}\|+\varepsilon^{1 / 2}\|\rho\| \\
& +\varepsilon^{3 / 4}\left\|\widehat{u}^{a}\right\|_{1 / 2, \mathcal{S}}+\varepsilon^{1 / 2}\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}+\varepsilon^{3 / 4}\left\|\widehat{\sigma}^{a}\right\|_{-1 / 2, \mathcal{S}}+\varepsilon^{5 / 4}\left\|\widehat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}} \lesssim\|\boldsymbol{u}\|_{E}
\end{aligned}
$$

and

$$
\begin{align*}
\|\boldsymbol{u}\|_{E} \lesssim & \|u\|+\|\boldsymbol{\sigma}\|+\varepsilon^{1 / 2}\|\rho\|+\left\|\widehat{u}^{a}\right\|_{1 / 2, \mathcal{S}} \\
& +\varepsilon^{-1 / 4}\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}+\left\|\widehat{\sigma}^{a}\right\|_{-1 / 2, \mathcal{S}}+\varepsilon^{1 / 4}\left\|\hat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}} \tag{2.18}
\end{align*}
$$

for any $\boldsymbol{u}=\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right) \in U$. The constants appearing in both estimates are independent of $\mathcal{T}$ and $\varepsilon>0$.

Proof. Technical details of the proof are given in the remainder of this paper. More precisely, condition (2.1a) is shown in Lemma 2.7. The inf-sup condition (2.1b) or, equivalently, (2.10) is shown in Corollary 2.12 (the right-hand side involves different scalings of $\varepsilon$ for the skeleton terms). The condition (2.1c) is shown in Lemma 2.5. Hence, the first bound follows from Theorem 2.1. The second bound follows directly from Lemma 2.5.

Corollary 2.4. Select $\alpha=1 / 4, \beta=1 / 2$. Then, there exist solutions $\boldsymbol{u}=\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right) \in$ $U$ and $\boldsymbol{u}_{\mathrm{hp}}=\left(u_{\mathrm{hp}}, \boldsymbol{\sigma}_{\mathrm{hp}}, \rho_{\mathrm{hp}}, \widehat{u}_{\mathrm{hp}}^{a}, \widehat{u}_{\mathrm{hp}}^{b}, \widehat{\sigma}_{\mathrm{hp}}^{a}, \widehat{\sigma}_{\mathrm{hp}}^{b}\right) \in U_{\mathrm{hp}}$ of (2.5) and (2.7), respectively. We have the robust error estimate

$$
\begin{aligned}
& \left\|u-u_{\mathrm{hp}}\right\|+\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{\mathrm{hp}}\right\|+\varepsilon^{1 / 2}\left\|\rho-\rho_{\mathrm{hp}}\right\|+\varepsilon^{3 / 4}\left\|\widehat{u}^{a}-\widehat{u}_{\mathrm{hp}}^{a}\right\|_{1 / 2, \mathcal{S}}+\varepsilon^{1 / 2}\left\|\widehat{u}^{b}-\widehat{u}_{\mathrm{hp}}^{b}\right\|_{1 / 2, \mathcal{S}} \\
& +\varepsilon^{3 / 4}\left\|\widehat{\sigma}^{a}-\widehat{\sigma}_{\mathrm{hp}}^{a}\right\|_{-1 / 2, \mathcal{S}}+\varepsilon^{5 / 4}\left\|\widehat{\sigma}^{b}-\widehat{\sigma}_{\mathrm{hp}}^{b}\right\|_{-1 / 2, \mathcal{S}} \lesssim \inf \left\{\|\boldsymbol{u}-\mathbf{w}\|_{E} ; \mathbf{w} \in U_{\mathrm{hp}}\right\} .
\end{aligned}
$$

The hidden constant is independent of $\mathcal{T}, U_{\mathrm{hp}}$ and $\varepsilon>0$. The best approximation in the energy norm can be bounded from above, as in (2.18).

Proof. In Theorem 2.3 we showed that our setting fulfills the assumptions from Theorem 2.1] This shows that the continuous and discrete solutions exist uniquely. Additionally, the method delivers the best approximation in the energy norm, cf. (2.8). Therefore, the norm estimates from Theorem 2.3 prove the statements.

### 2.4. Boundedness and definiteness of the bilinear form.

Lemma 2.5. For $\alpha, \beta \in[0,1]$ with $\alpha+\beta \leq 1$ and $\epsilon>0$, the bilinear form $b: U \times V \rightarrow \mathbb{R}$ is bounded:

$$
\begin{aligned}
b(\boldsymbol{u}, \mathbf{v}) \lesssim & \left(\|u\|+\|\boldsymbol{\sigma}\|+\varepsilon^{\beta}\|\rho\|\right. \\
& \left.\quad+\left\|\widehat{u}^{a}\right\|_{1 / 2, \mathcal{S}}+\varepsilon^{\alpha+\beta-1}\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}+\left\|\widehat{\sigma}^{a}\right\|_{-1 / 2, \mathcal{S}}+\varepsilon^{1-\alpha-\beta}\left\|\widehat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}}\right)\|\mathbf{v}\|_{V} \\
\lesssim & \varepsilon^{\alpha+\beta-1}\|\boldsymbol{u}\|_{U}\|\mathbf{v}\|_{V} \quad \forall \boldsymbol{u}=\left(u, \boldsymbol{\sigma}, \rho, \widehat{u}^{a}, \widehat{u}^{b}, \widehat{\sigma}^{a}, \widehat{\sigma}^{b}\right) \in U, \forall \mathbf{v}=(\boldsymbol{\tau}, \mu, v) \in V
\end{aligned}
$$

Proof. The volume terms are estimated with the Cauchy-Schwarz inequality. The terms on the skeleton are additionally integrated piecewise by parts. More precisely, for $w \in H_{0}^{1}(\Omega)$ with $\widehat{u}_{T}=\left.w\right|_{\partial T}$ for all $T \in \mathcal{T}$ we obtain

$$
\langle\widehat{u}, \boldsymbol{\tau} \cdot \boldsymbol{n}\rangle \leq\left(\varepsilon^{-2 \alpha}\|\boldsymbol{\tau}\|^{2}+\left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}\right\|^{2}\right)^{1 / 2}\left(\|w\|^{2}+\varepsilon^{2 \alpha}\|\nabla w\|^{2}\right)^{1 / 2}
$$

and

$$
\varepsilon^{\beta}\left\langle\widehat{u}, \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right\rangle \leq\left(\varepsilon^{2(1-\alpha)}\left\|\Delta_{\mathcal{T} v}\right\|^{2}+\varepsilon^{2(\beta-\alpha)}\left\|\nabla_{\mathcal{T}} v\right\|^{2}\right)^{1 / 2}\left(\varepsilon^{2(\alpha+\beta-1)}\|w\|^{2}+\varepsilon^{2 \alpha}\|\nabla w\|^{2}\right)^{1 / 2}
$$

that is,

$$
\left\langle\widehat{u}^{a}, \boldsymbol{\tau} \cdot \boldsymbol{n}\right\rangle+\varepsilon^{\beta}\left\langle\widehat{u}^{b}, \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right\rangle \lesssim\left(\left\|\widehat{u}^{a}\right\|_{1 / 2, \mathcal{S}}+\varepsilon^{\alpha+\beta-1}\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}\right)\|\mathbf{v}\|_{V}, \quad \mathbf{v}=(\boldsymbol{\tau}, 0, v)
$$

Furthermore, for $\boldsymbol{q} \in \mathbf{H}(\operatorname{div}, \Omega)$ with $\left.\boldsymbol{q} \cdot \boldsymbol{n}\right|_{\partial T}=\widehat{\sigma}_{T}$ for all $T \in \mathcal{T}$ it holds that

$$
\langle\widehat{\sigma}, \mu\rangle \leq\left(\|\boldsymbol{q}\|^{2}+\varepsilon^{2 \beta}\|\operatorname{div} \boldsymbol{q}\|^{2}\right)^{1 / 2}\left(\varepsilon^{-2 \beta}\|\mu\|^{2}+\left\|\nabla_{\mathcal{T}} \mu\right\|^{2}\right)^{1 / 2}
$$

and

$$
\varepsilon^{1-\alpha}\langle\widehat{\sigma}, v\rangle \leq\left(\varepsilon^{2(1-\beta)}\|\boldsymbol{q}\|^{2}+\varepsilon^{2(1-\alpha)}\|\operatorname{div} \boldsymbol{q}\|\right)^{1 / 2}\left(\|v\|^{2}+\varepsilon^{2(\beta-\alpha)}\left\|\nabla_{\mathcal{T}} v\right\|^{2}\right)^{1 / 2},
$$

that is,

$$
\left\langle\widehat{\sigma}^{a}, \mu\right\rangle+\varepsilon^{1-\alpha}\left\langle\widehat{\sigma}^{b}, v\right\rangle \lesssim\left(\left\|\widehat{\sigma}^{a}\right\|_{-1 / 2, \mathcal{S}}+\varepsilon^{1-\alpha-\beta}\left\|\widehat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}}\right)\|\mathbf{v}\|_{V}, \quad \mathbf{v}=(0, \mu, v)
$$

This concludes the proof of the lemma.
REMARK 2.6. The previous lemma establishes uniform boundedness of the bilinear form $b(\cdot, \cdot)$ only if $\alpha+\beta=1$. Unfortunately, our quest for robustness of the $D P G$ scheme will lead to $\alpha+\beta=3 / 4$, i.e., $b(\cdot, \cdot)$ will not be bounded uniformly in $\varepsilon$. By definition of the energy norm (cf. (2.4)) this means that we will not have a uniform bound $\|\cdot\|_{E} \lesssim\|\cdot\|_{U}$ in $U$, but rather the estimate (2.18) stated in Theorem 2.3.

It is straightforward to ensure uniform boundedness of $b(\cdot, \cdot)$. Having different pairs of trace and flux variables, ( $\widehat{u}^{a}, \widehat{\sigma}^{a}$ ) and $\left(\widehat{u}^{b}, \widehat{\sigma}^{b}\right)$, we can use different norms. More precisely, employing the previously defined norms for $\left(\widehat{u}^{a}, \widehat{\sigma}^{a}\right)$, cf. (2.12) and (2.13), and the norms

$$
\begin{aligned}
\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}, b} & :=\inf \left\{\left(\varepsilon^{2(\alpha+\beta-1)}\|w\|^{2}+\varepsilon^{2 \alpha}\|\nabla w\|^{2}\right)^{1 / 2} ; w \in H_{0}^{1}(\Omega),\left.w\right|_{\partial T}=\widehat{u}_{T}^{b} \forall T \in \mathcal{T}\right\}, \\
\left\|\widehat{\sigma}^{b}\right\|_{-1 / 2, \mathcal{S}, b} & :=\inf \left\{\left(\varepsilon^{2(1-\beta)}\|\boldsymbol{q}\|^{2}+\varepsilon^{2(1-\alpha)}\|\operatorname{div} \boldsymbol{q}\|^{2}\right)^{1 / 2} ; \boldsymbol{q} \in \mathbf{H}(\operatorname{div}, \Omega),\left.\boldsymbol{q} \cdot \boldsymbol{n}_{T}\right|_{\partial T}=\widehat{\sigma}_{T}^{b} \forall T \in \mathcal{T}\right\},
\end{aligned}
$$

for the second pair $\left(\widehat{u}^{b}, \widehat{\sigma}^{b}\right)$, it is easy to show that then the bilinear form is uniformly bounded. Note that for $\alpha+\beta=3 / 4,\|\cdot\|_{1 / 2, \mathcal{S}, b}$ is stronger than $\|\cdot\|_{1 / 2, \mathcal{S}}$ and $\|\cdot\|_{-1 / 2, \mathcal{S}, b}$ is weaker than $\|\cdot\|_{-1 / 2, \mathcal{S}}$.

However, $\|\cdot\|_{1 / 2, \mathcal{S}}$ and $\|\cdot\|_{-1 / 2, \mathcal{S}}$ are the norms for the trace and flux (across $\mathcal{S}$ ) that make the norm $\|\cdot\|_{U}$ balanced, cf. (2.16). Indeed, for $\beta=2 \alpha=1 / 2$,

$$
\begin{aligned}
\|\widehat{u}\|_{1 / 2, \mathcal{S}} & :=\inf \left\{\left(\|w\|^{2}+\varepsilon^{1 / 2}\|\nabla w\|^{2}\right)^{1 / 2} ; w \in H_{0}^{1}(\Omega),\left.w\right|_{\partial T}=\widehat{u}_{T} \forall T \in \mathcal{T}\right\} \\
\|\widehat{\sigma}\|_{-1 / 2, \mathcal{S}} & :=\inf \left\{\left(\|\boldsymbol{q}\|^{2}+\varepsilon\|\operatorname{div} \boldsymbol{q}\|^{2}\right)^{1 / 2} ; \boldsymbol{q} \in \mathbf{H}(\operatorname{div}, \Omega),\left.\boldsymbol{q} \cdot \boldsymbol{n}_{T}\right|_{\partial T}=\widehat{\sigma}_{T} \forall T \in \mathcal{T}\right\}
\end{aligned}
$$

are trace norms that are induced by $\left(\|u\|^{2}+\varepsilon^{1 / 2}\|\nabla u\|^{2}+\varepsilon^{3 / 2}\|\Delta u\|^{2}\right)^{1 / 2}$, the balanced norm proposed in [14] (note that $\widehat{\sigma}$ is the normal trace of $\boldsymbol{\sigma}=\varepsilon^{\alpha} \nabla u$ ).

Now, using the stronger norm $\|\cdot\|_{1 / 2, \mathcal{S}, b}$ for $\widehat{u}^{b}$ in $\|\cdot\|_{U}$ means that we would not be able to prove $a$ robust best approximation result for problems with typical boundary layers (in this paper we do not study approximation properties anyway). But it is clear that we do not get rid of the sub-optimality in the estimate (2.18) (the factor $\varepsilon^{-1 / 4}$ in front of $\left\|\widehat{u}^{b}\right\|_{1 / 2, \mathcal{S}}$ ) by simply defining different trace norms.

Lemma 2.7. Let $\boldsymbol{u} \in U$ with $b(\boldsymbol{u}, \mathbf{v})=0$ for all $\mathbf{v}=(\boldsymbol{\tau}, \mu, v) \in V$. Then $\boldsymbol{u}=0$.
Proof. Testing with functions from $C_{0}^{\infty}(T)$ in (2.15a) and 2.15b) shows that $u \in H^{1}(\mathcal{T})$ and $\sigma \in \mathbf{H}(\operatorname{div}, \mathcal{T})$ with

$$
\begin{equation*}
\nabla_{\mathcal{T}} u=\varepsilon^{-\alpha} \boldsymbol{\sigma} \quad \text { and } \quad \operatorname{div}_{\mathcal{T}} \boldsymbol{\sigma}=\rho . \tag{2.19}
\end{equation*}
$$

Integrating (2.15a) and (2.15b) by parts and using (2.19) shows $\left.u\right|_{\partial T}=\widehat{u}_{T}^{a}$ and $\left.\boldsymbol{\sigma} \cdot \boldsymbol{n}\right|_{\partial T}=\left.\widehat{\sigma}^{a}\right|_{\partial T}$ for all $T \in \mathcal{T}$. Hence, $\boldsymbol{\sigma} \in \mathbf{H}(\operatorname{div}, \Omega)$ and $u \in H^{1}(\Delta, \Omega) \cap H_{0}^{1}(\Omega)$. In particular, (2.19) then reads

$$
\begin{equation*}
\nabla u=\varepsilon^{-\alpha} \boldsymbol{\sigma} \quad \text { and } \quad \operatorname{div} \boldsymbol{\sigma}=\rho . \tag{2.20}
\end{equation*}
$$

Since to $u \in H_{0}^{1}(\Omega)$ and $\widehat{u}^{b}=0$ on $\partial \Omega$, the definition of dualities on $\mathcal{S}$ shows that $\left\langle\widehat{\sigma}^{b}, u\right\rangle=\left\langle\widehat{u}^{b}, \nabla u \cdot \boldsymbol{n}\right\rangle=0$. Moreover, since $u \in H^{1}(\Delta, \Omega)$, we can choose $v=u$ in (2.15c). Then, using identities (2.20), we obtain

$$
\left(\varepsilon^{1-2 \alpha}+\varepsilon^{\beta-2 \alpha}\right)(\boldsymbol{\sigma}, \boldsymbol{\sigma})+(u, u)+\varepsilon^{1-2 \alpha+\beta}(\rho, \rho)=0
$$

that is, $\boldsymbol{\sigma}, u$, and $\rho$ vanish. It remains to show that $\widehat{u}^{b}$ and $\widehat{\sigma}^{b}$ vanish as well. Taking into account the results obtained so far we are left with the relation

$$
\begin{equation*}
\varepsilon^{1-\alpha}\left\langle\widehat{\sigma}^{b}, v\right\rangle+\varepsilon^{\beta}\left\langle\widehat{u}^{b}, \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right\rangle=0 \quad \forall v \in H^{1}(\Delta, \mathcal{T}) . \tag{2.21}
\end{equation*}
$$

Let $u^{b} \in H_{0}^{1}(\Omega)$ be the extension of $\widehat{u}^{b}$ which is piecewise harmonic, i.e., on any $T \in \mathcal{T}, u^{b}$ extends $\widehat{u}_{T}^{b}$ harmonically onto $T$. Then, integration by parts reveals that

$$
\left\langle\widehat{u}_{T}^{b}, \nabla v \cdot \boldsymbol{n}_{T}\right\rangle_{\partial T}=\left\langle\nabla u^{b} \cdot \boldsymbol{n}_{T}, v\right\rangle_{\partial T} \quad \forall v \in H^{1}(\Delta, T) \quad \text { with } \quad \Delta v=0 \text { on } T .
$$

Therefore, (2.21) shows that

$$
\varepsilon^{1-\alpha}\left\langle\hat{\sigma}_{T}^{b}, v\right\rangle_{\partial T}+\varepsilon^{\beta}\left\langle\nabla u^{b} \cdot \boldsymbol{n}_{T}, v\right\rangle_{\partial T}=0 \quad \forall v \in H^{1}(T) \quad \text { with } \quad \Delta v=0 \forall T \in \mathcal{T}
$$

We conclude that $\nabla u^{b} \cdot \boldsymbol{n}_{T}=-\varepsilon^{1-\alpha-\beta} \widehat{\sigma}_{T}^{b}$ on $\partial T$ for any $T \in \mathcal{T}$, i.e., the normal derivatives of $u^{b}$ across element boundaries do not jump (note that $\boldsymbol{n}_{T}=-\boldsymbol{n}_{T^{\prime}}$ and $\widehat{\sigma}_{T}^{b}=-\widehat{\sigma}_{T^{\prime}}^{b}$ on $\partial T \cap \partial T^{\prime}$ for neighboring elements $\left.T, T^{\prime} \in \mathcal{T}\right)$. Therefore, the piecewise harmonic function $u^{b}$ is harmonic on $\Omega$. Since $u^{b}=\widehat{u}^{b}=0$ on $\partial \Omega$ it follows that $u^{b}=0, \widehat{u}^{b}=0$, and $\widehat{\sigma}^{b}=0$.
2.5. Stability of the adjoint problem. In Section 2.1 we have seen that a major part of DPG analysis deals with the stability of the adjoint problem. As is standard in DPG theory (cf. [6, 10]), this stability analysis is split into several parts and combined by the superposition principle (or simply the triangle inequality). In the following lemma we analyze the global inhomogeneous adjoint problem for continuous functions, and Lemma 2.10 provides a technical stability result for an intermediate homogeneous problem. Then, in Lemma 2.11 the homogeneous adjoint problem with discontinuous functions is analyzed. All three results are combined in Corollary 2.12 and provide the remaining estimate used in the proof of Theorem 2.3.

Lemma 2.8. For $\alpha, \beta \in[0,1]$ with $\alpha+\beta \leq 1$ and data $F, H \in L_{2}(\Omega), \mathbf{G} \in \mathbf{L}_{2}(\Omega)$, there exists $\left(\boldsymbol{\tau}_{1}, \mu_{1}, v_{1}\right) \in \mathbf{H}(\operatorname{div}, \Omega) \times H_{0}^{1}(\Omega) \times H_{0}^{1}(\Delta, \Omega)$ satisfying

$$
\begin{align*}
\operatorname{div} \boldsymbol{\tau}_{1}+v_{1}=F & \text { in } \Omega,  \tag{2.22a}\\
\nabla \mu_{1}+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla v_{1}+\varepsilon^{-\alpha} \boldsymbol{\tau}_{1}=\mathbf{G} & \text { in } \Omega,  \tag{2.22b}\\
\varepsilon^{1-\alpha+\beta} \Delta v_{1}+\mu_{1}=H & \text { in } \Omega, \tag{2.22c}
\end{align*}
$$

with

$$
\begin{equation*}
\varepsilon^{(1+\beta) / 2}\left\|\Delta v_{1}\right\|+\varepsilon^{\beta / 2}\left\|\nabla v_{1}\right\|+\left\|v_{1}\right\|+\left\|\operatorname{div} \boldsymbol{\tau}_{1}\right\| \lesssim\|F\|+\varepsilon^{\alpha-\beta / 2}\|\mathbf{G}\|+\varepsilon^{\alpha-(1+\beta) / 2}\|H\| \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon^{-1 / 2}\left\|\mu_{1}\right\|+\left\|\nabla \mu_{1}\right\|+\varepsilon^{-\alpha}\left\|\boldsymbol{\tau}_{1}\right\| \lesssim \varepsilon^{\beta / 2-\alpha}\|F\|+\|\mathbf{G}\|+\varepsilon^{-1 / 2}\|H\| \tag{2.24}
\end{equation*}
$$

Proof. We construct a solution $\left(\boldsymbol{\tau}_{1}, \mu_{1}, v_{1}\right)$ of (2.22) by first defining $v_{1} \in H_{0}^{1}(\Delta, \Omega)$ as the solution to a variational problem. We then proceed to select $\mu_{1}$ by (2.22c), deduce that $\mu_{1} \in H_{0}^{1}(\Omega)$, define $\boldsymbol{\tau}_{1}$ by (2.22b), prove that $\boldsymbol{\tau}_{1} \in \mathbf{H}(\operatorname{div}, \Omega)$, and eventually show that $v_{1}$ and $\boldsymbol{\tau}_{1}$ satisfy (2.22a).

Now, the variational definition of $v_{1}$ is to be the solution of

$$
\begin{equation*}
\text { find } v \in H_{0}^{1}(\Delta, \Omega) \text { such that } b_{A}(v, w)=\ell_{A}(w) \text { for all } w \in H_{0}^{1}(\Delta, \Omega) \tag{2.25}
\end{equation*}
$$

where

$$
\begin{aligned}
b_{A}(v, w) & :=\varepsilon^{1+\beta}(\Delta v, \Delta w)+\left(\varepsilon+\varepsilon^{\beta}\right)(\nabla v, \nabla w)+(v, w), \\
\quad \ell_{A}(w) & :=(F, w)+\varepsilon^{\alpha}(\mathbf{G}, \nabla w)+\varepsilon^{\alpha}(H, \Delta w) .
\end{aligned}
$$

If we equip $H_{0}^{1}(\Delta, \Omega)$ with the norm $\|\cdot\|\left\|_{A}^{2}:=\varepsilon^{1+\beta}\right\| \Delta \cdot\left\|^{2}+\left(\varepsilon+\varepsilon^{\beta}\right)\right\| \nabla \cdot\left\|^{2}+\right\| \cdot \|^{2}$, then $b_{A}$ is continuous and elliptic with both constants being 1 , and $\ell_{A}$ is continuous with bound $\left(\|F\|^{2}+\varepsilon^{2 \alpha}\left(\varepsilon+\varepsilon^{\beta}\right)^{-1}\|\mathbf{G}\|^{2}+\right.$ $\left.\varepsilon^{2 \alpha-1-\beta}\|H\|^{2}\right)^{1 / 2}$. With the Lax-Milgram lemma we conclude that (2.25) has a unique solution $v_{1} \in$ $H_{0}^{1}(\Delta, \Omega)$ with

$$
\begin{equation*}
\left\|v_{1}\right\|\left\|_{A} \lesssim\right\| F\left\|+\varepsilon^{\alpha-\beta / 2}\right\| \mathbf{G}\left\|+\varepsilon^{\alpha-(1+\beta) / 2}\right\| H \| \tag{2.26}
\end{equation*}
$$

We define $\mu_{1} \in L_{2}(\Omega)$ by equation (2.22c) and conclude that

$$
\begin{equation*}
\varepsilon^{-1 / 2}\left\|\mu_{1}\right\| \lesssim \varepsilon^{\beta / 2-\alpha}\|F\|+\|\mathbf{G}\|+\varepsilon^{-1 / 2}\|H\| \tag{2.27}
\end{equation*}
$$

We continue to show that indeed $\mu_{1} \in H_{0}^{1}(\Omega)$ with the desired $H^{1}(\Omega)$ bound. To this end define the norm $\|\|\cdot\|\|_{B}^{2}:=\varepsilon^{-1}\|\cdot\|^{2}+\|\nabla \cdot\|^{2}$. By definition of $\mu_{1}$ and $v_{1}$ we have for all $\varphi \in C_{0}^{\infty}(\Omega)$ the identity

$$
\begin{aligned}
& \left(\mu_{1},\left(\Delta-\varepsilon^{-1}\right) \varphi\right)=(H, \Delta \varphi)-\varepsilon^{1-\alpha+\beta}\left(\Delta v_{1}, \Delta \varphi\right)-\varepsilon^{-1}\left(\mu_{1}, \varphi\right) \\
& =-\varepsilon^{-\alpha}(F, \varphi)-(\mathbf{G}, \nabla \varphi)+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right)\left(\nabla v_{1}, \nabla \varphi\right)+\varepsilon^{-\alpha}\left(v_{1}, \varphi\right)-\varepsilon^{-1}\left(\mu_{1}, \varphi\right)
\end{aligned}
$$

such that, using (2.26) and (2.27), we arrive at

$$
\begin{equation*}
\sup _{\varphi \in C_{0}^{\infty}(\Omega)} \frac{\left|\left(\mu_{1},\left(-\Delta+\varepsilon^{-1}\right) \varphi\right)\right|}{\| \| \varphi \|_{B}} \lesssim \varepsilon^{\beta / 2-\alpha}\|F\|+\|\mathbf{G}\|+\varepsilon^{-1 / 2}\|H\| . \tag{2.28}
\end{equation*}
$$

The Lax-Milgram lemma shows that the operator $-\Delta+\varepsilon^{-1}$ is an isomorphism from the Hilbert space $\mathcal{H}:=\left(H_{0}^{1}(\Omega),\| \| \cdot\| \|_{B}\right)$ to its dual $\mathcal{H}^{\prime}$ and that the continuity constants of $-\Delta+\varepsilon^{-1}$ and its inverse do not depend on $\varepsilon$. Furthermore, as $C_{0}^{\infty}(\Omega)$ is dense in $\mathcal{H}$, we conclude that $\left(-\Delta+\varepsilon^{-1}\right)\left(C_{0}^{\infty}(\Omega)\right)$ is dense in $\mathcal{H}^{\prime}$. Hence, with (2.28),

$$
\left\|\mu_{1}\right\|\left\|_{B}=\sup _{g \in \mathcal{H}^{\prime}} \frac{\left|g\left(\mu_{1}\right)\right|}{\|g\|_{\mathcal{H}^{\prime}}} \simeq \sup _{\varphi \in C_{0}^{\infty}(\Omega)} \frac{\left|\left(\mu_{1},\left(-\Delta+\varepsilon^{-1}\right) \varphi\right)\right|}{\| \| \varphi \|_{B}} \lesssim \varepsilon^{\beta / 2-\alpha}\right\| F\|+\| \mathbf{G}\left\|+\varepsilon^{-1 / 2}\right\| H \|
$$

This shows that $\mu_{1} \in H_{0}^{1}(\Omega)$ with the desired bound. Finally, we define $\boldsymbol{\tau}_{1} \in \mathbf{L}_{2}(\Omega)$ by equation 2.22b).
We now show that $\boldsymbol{\tau}_{1} \in \mathbf{H}(\operatorname{div}, \Omega)$, and that $\tau_{1}$ and $v_{1}$ satisfy (2.22a). Let $\varphi \in C_{0}^{\infty}(\Omega)$ be given. We test (2.22b) with $\varepsilon^{\alpha} \nabla \varphi,(2.22 \mathrm{c})$ with $\varepsilon^{\alpha} \Delta \varphi$, and integrate by parts the latter equation. Summation of both equations yields

$$
\varepsilon^{1+\beta}\left(\Delta v_{1}, \Delta \varphi\right)+\left(\varepsilon+\varepsilon^{\beta}\right)\left(\nabla v_{1}, \nabla \varphi\right)+\left(\boldsymbol{\tau}_{1}, \nabla \varphi\right)=\varepsilon^{\alpha}(\mathbf{G}, \nabla \varphi)+\varepsilon^{\alpha}(H, \Delta \varphi)
$$

Taking into account the variational definition (2.25) of $v_{1}$, this relation reduces to

$$
\left(\boldsymbol{\tau}_{1}, \nabla \varphi\right)-\left(v_{1}, \varphi\right)=-(F, \varphi)
$$

We conclude that $\boldsymbol{\tau}_{1} \in \mathbf{H}(\operatorname{div}, \Omega)$, and that $\boldsymbol{\tau}_{1}$, $v_{1}$ satisfy 2.22a). The bounds for $\boldsymbol{\tau}_{1}$ follow from relations (2.22a), (2.22b) and the previous bounds for $v_{1}$ and $\mu_{1}$.

Remark 2.9. Our aim is to control the unknown functions $u$ and $\boldsymbol{\sigma}$ in $L_{2}$ in a robust way. That is, principal objective is to bound these parts of the $U$-norm by the energy norm with a constant that is independent of $\varepsilon$. By DPG-theory, this bound is equivalent to the uniform stability of the adjoint problem (2.22) with right-hand side functions $F$ and $\mathbf{G}$ taken in $L_{2}$. In fact, the robust control is down to the constant $C_{\mathrm{infsup}}$ in (2.4) which comes from the inf-sup property (2.1b). This latter property is equivalent to a robust bound (2.10), the stability of the adjoint problem.

According to the upper bounds in (2.23) and (2.24), this is only achievable if $\alpha-\beta / 2=0$. Furthermore, the lower bounds in these estimates control the test norm in $V$ only if $\alpha \leq 1 / 4$. From the point of view of boundedness of the bilinear form $b(\cdot, \cdot)$ (cf. Lemma 2.5) we want to select $\alpha$ and $\beta$ as large as possible. Therefore, the natural selection is $\alpha=1 / 4, \beta=1 / 2$ and our method provides robust control of the variables $u$, $\sigma=\varepsilon^{1 / 4} \nabla u$, and $\varepsilon^{\beta} \rho=\varepsilon^{3 / 4} \Delta u$, cf. (2.16) for the weighting of $\rho$. According to [14], in the presence of boundary layers, precisely these $\varepsilon$-weightings guarantee that the three unknowns have comparable $L_{2}$-norms when $\varepsilon \rightarrow 0$. Our DPG analysis with robustness as objective leads to the very weightings without any approximation theory for specific solutions.

Lemma 2.10. Suppose that $(\boldsymbol{\lambda}, w) \in \mathbf{H}(\operatorname{div}, \mathcal{T}) \times H^{1}(\mathcal{T})$ satisfy

$$
\begin{align*}
\boldsymbol{\lambda}+\nabla w & =0  \tag{2.29a}\\
\operatorname{div} \boldsymbol{\lambda}+\varepsilon^{-\beta} w & =0 \tag{2.29b}
\end{align*}
$$

on any $T \in \mathcal{T}$. Then it holds that

$$
\|\nabla w\|=\|\boldsymbol{\lambda}\| \lesssim \varepsilon^{-\beta}\|w\|_{-1}+\|[\boldsymbol{\lambda} \cdot \boldsymbol{n}]\|_{-1 / 2, \mathcal{S}^{\prime}}+\|[w]\|_{1 / 2, \mathcal{S}^{\prime}}
$$

and

$$
\|w\|=\varepsilon^{\beta}\left\|\Delta_{\mathcal{T}} w\right\| \lesssim\left(\varepsilon^{\beta}+\varepsilon^{\alpha+\beta / 2}\right)\|[\boldsymbol{\lambda} \cdot \boldsymbol{n}]\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{\beta / 2}\|[w]\|_{1 / 2, \mathcal{S}^{\prime}}
$$

Proof. We follow the ideas used in [6, Lemma 4.4] but have to consider the parameter $\varepsilon$. In three dimensions we use the Helmholtz decomposition $\boldsymbol{\lambda}=\nabla \psi+\mathbf{c u r l z}$ with $\psi \in H_{0}^{1}(\Omega)$ and $\mathbf{z} \in \mathbf{H}(\mathbf{c u r l}, \Omega)$. It follows that $\|\nabla \psi\|^{2}+\|\mathbf{c u r l} \mathbf{z}\|^{2} \leq\|\boldsymbol{\lambda}\|^{2}$ and, by the Poincaré-Friedrichs inequality, $\|\psi\| \lesssim\|\boldsymbol{\lambda}\|$. By definition of the trace norms we also bound

$$
\|\psi\|_{1 / 2, \mathcal{S}} \lesssim\left(1+\varepsilon^{\alpha}\right)\|\boldsymbol{\lambda}\| \simeq\|\boldsymbol{\lambda}\|, \quad\|\boldsymbol{n} \cdot \operatorname{curl} \mathbf{z}\|_{-1 / 2, \mathcal{S}} \leq\|\operatorname{curl} \mathbf{z}\| \leq\|\boldsymbol{\lambda}\|
$$

Piecewise integration by parts and (2.29) yield

$$
(\boldsymbol{\lambda}, \boldsymbol{\lambda})=\varepsilon^{-\beta}(w, \psi)+\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \psi\rangle-\langle w, \boldsymbol{n} \cdot \operatorname{curl} \mathbf{z}\rangle
$$

so that the previous bounds and dualities prove the first assertion.
Now define $\psi \in H_{0}^{1}(\Omega)$ to be the weak solution of $-\varepsilon^{\beta} \Delta \psi+\psi=-w$ such that $\|\psi\|+\varepsilon^{\beta / 2}\|\nabla \psi\|+$ $\varepsilon^{\beta}\|\Delta \psi\| \lesssim\|w\|$. By definition of the trace norms it holds that

$$
\begin{aligned}
&\|\psi\|_{1 / 2, \mathcal{S}} \lesssim\left(1+\varepsilon^{\alpha-\beta / 2}\right)\|w\| \\
&\|\nabla \psi \cdot \boldsymbol{n}\|_{-1 / 2, \mathcal{S}} \lesssim\left(\varepsilon^{-\beta / 2}+1\right)\|w\| \\
& \simeq \varepsilon^{-\beta / 2}\|w\|
\end{aligned}
$$

Piecewise integrating by parts twice, and using (2.29), we obtain

$$
(w, w)=-\varepsilon^{\beta}\left(\nabla_{\mathcal{T}} w, \nabla \psi\right)-(w, \psi)+\varepsilon^{\beta}\langle\nabla \psi \cdot \boldsymbol{n}, w\rangle=\varepsilon^{\beta}\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \psi\rangle+\varepsilon^{\beta}\langle\nabla \psi \cdot \boldsymbol{n}, w\rangle .
$$

The previous estimates for the trace norms of $\psi$ show the second assertion.
In two dimensions one uses the Helmholtz decomposition $\boldsymbol{\lambda}=\nabla \psi+\left(-\partial_{2} z, \partial_{1} z\right)$ with scalar potential $z \in H^{1}(\Omega)$. Then the assertions follow as before. $\square$

Lemma 2.11. Let $\beta=2 \alpha=1 / 2$ and $\left(\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right) \in \mathbf{H}(\operatorname{div}, \mathcal{T}) \times H^{1}(\mathcal{T}) \times H^{1}(\Delta, \mathcal{T})$ be a solution of

$$
\begin{align*}
\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}_{0}+v_{0} & =0  \tag{2.30a}\\
\nabla_{\mathcal{T}} \mu_{0}+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla_{\mathcal{T}} v_{0}+\varepsilon^{-\alpha} \boldsymbol{\tau}_{0} & =0  \tag{2.30b}\\
\varepsilon^{1-\alpha+\beta} \Delta_{\mathcal{T}} v_{0}+\mu_{0} & =0 \tag{2.30c}
\end{align*}
$$

on any $\Omega$. Then, with

$$
\begin{aligned}
& \left\|\left[\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right]\right\|:= \\
& \quad\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\left\|\left[\boldsymbol{\tau}_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\left\|\left[\mu_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-1 / 2}\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}
\end{aligned}
$$

it holds that

$$
\begin{aligned}
\left\|v_{0}\right\|+\left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}_{0}\right\| & \lesssim \varepsilon^{3 / 4}\left\|\left[\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right]\right\| \\
\varepsilon^{3 / 4}\left\|\Delta_{\mathcal{T}} v_{0}\right\|+\varepsilon^{-1 / 4}\left\|\boldsymbol{\tau}_{0}\right\|+\varepsilon^{-1 / 2}\left\|\mu_{0}\right\| & \lesssim \varepsilon^{1 / 2}\left\|\left[\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right]\right\| \\
\varepsilon^{1 / 4}\left\|\nabla_{\mathcal{T}} v_{0}\right\|+\left\|\nabla_{\mathcal{T}} \mu_{0}\right\| & \lesssim\left\|\left[\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right]\right\|
\end{aligned}
$$

In particular, taking the largest upper bound, we have the estimate

$$
\left\|\left(\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right)\right\|_{V} \lesssim\left\|\left[\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right]\right\| .
$$

Proof. Define

$$
\begin{equation*}
w:=-\varepsilon \Delta_{\mathcal{T}} v_{0}+v_{0} \quad \text { and } \quad \boldsymbol{\lambda}:=\varepsilon^{1 / 2} \nabla_{\mathcal{T}} v_{0}+\varepsilon^{-1 / 2} \boldsymbol{\tau}_{0} \tag{2.31}
\end{equation*}
$$

We start by bounding $\left\|\nabla_{\mathcal{T}} v_{0}\right\|$. As previously, we use a Helmholtz decomposition $\nabla_{\mathcal{T}} v_{0}=\nabla \psi+\mathbf{c u r l} \mathbf{z}$ with $\psi \in H_{0}^{1}(\Omega)$ and $\mathbf{z} \in \mathbf{H}(\mathbf{c u r l}, \Omega)$. Analogously as in the proof of Lemma 2.10, the definitions of trace norms and stability of the Helmholtz decomposition show that

Then, piecewise integration by parts and the definition of $w$ yield

$$
\left(\nabla_{\mathcal{T}} v_{0}, \nabla_{\mathcal{T}} v_{0}\right)=\varepsilon^{-1}\left(w-v_{0}, \psi\right)+\left\langle\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}, \psi\right\rangle+\left\langle v_{0}, \boldsymbol{n} \cdot \operatorname{curl} \mathbf{z}\right\rangle
$$

so that, using the stability of the Helmholtz decomposition $\|\psi\|_{H_{0}^{1}(\Omega)} \lesssim\left\|\nabla_{\mathcal{T}} v_{0}\right\|$,

$$
\begin{align*}
\left\|\nabla_{\mathcal{T}} v_{0}\right\| & \lesssim \varepsilon^{-1}\left\|w-v_{0}\right\|_{-1}+\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}} \\
& \lesssim \varepsilon^{-1}\|w\|+\varepsilon^{-1}\left\|v_{0}\right\|+\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}} \tag{2.32}
\end{align*}
$$

Now define $\psi \in H_{0}^{1}(\Omega)$ to be the weak solution of $-\varepsilon \Delta \psi+\psi=-v_{0}$ such that $\|\psi\|+\varepsilon^{1 / 2}\|\nabla \psi\|+\varepsilon\|\Delta \psi\| \lesssim$ $\left\|v_{0}\right\|$. By definition of the trace norms we find

$$
\|\psi\|_{1 / 2, \mathcal{S}} \lesssim\left(1+\varepsilon^{-1 / 4}\right)\left\|v_{0}\right\|, \quad\|\nabla \psi \cdot \boldsymbol{n}\|_{-1 / 2, \mathcal{S}} \lesssim \varepsilon^{-1 / 2}\left\|v_{0}\right\|
$$

Twice integrating piecewise by parts, and using the definition of $w$, we obtain

$$
\begin{aligned}
\left(v_{0}, v_{0}\right) & =\left(\varepsilon \Delta_{\mathcal{T}} v_{0}-v_{0}, \psi\right)+\varepsilon\left\langle\nabla \psi \cdot \boldsymbol{n}, v_{0}\right\rangle-\varepsilon\left\langle\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}, \psi\right\rangle \\
& =-(w, \psi)+\varepsilon\left\langle\nabla \psi \cdot \boldsymbol{n}, v_{0}\right\rangle-\varepsilon\left\langle\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}, \psi\right\rangle .
\end{aligned}
$$

The previous estimates for the trace norms of $\psi$ show that

$$
\begin{equation*}
\left\|v_{0}\right\| \lesssim\|w\|+\varepsilon^{1 / 2}\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{3 / 4}\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}} \tag{2.33}
\end{equation*}
$$

Furthermore, by the definition of $w$,

$$
\begin{align*}
& \left\|\Delta_{\mathcal{T}} v_{0}\right\| \leq \varepsilon^{-1}\left\|w-v_{0}\right\| \\
& \lesssim \varepsilon^{-1}\|w\|+\varepsilon^{-1 / 2}\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-1 / 4}\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}} \tag{2.34}
\end{align*}
$$

Relations (2.30) show that $\boldsymbol{\lambda}$ and $w$ satisfy (2.29) so that we can use the bounds of Lemma 2.10. By (2.30c), the definition of $w$ yields $w=\varepsilon^{-1 / 4} \mu_{0}+v_{0}$, cf. (2.31). Using this representation and the definition (2.31) of $w, \boldsymbol{\lambda}$, the bound by Lemma 2.10 gives

$$
\begin{equation*}
\|w\| \lesssim \varepsilon\left\|\left[\nabla_{\mathcal{T} v_{0}} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[\boldsymbol{\tau}_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[\mu_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{1 / 4}\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}} \tag{2.35}
\end{equation*}
$$

Using this estimate in (2.33) then yields

$$
\begin{equation*}
\left\|v_{0}\right\| \lesssim \varepsilon^{3 / 4}\left\|\left[\nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[\boldsymbol{\tau}_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\left\|\left[\mu_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{1 / 4}\left\|\left[v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}} \tag{2.36}
\end{equation*}
$$

which is the assertion for $v_{0}$. Correspondingly, from (2.32), (2.35) and (2.36), we deduce the statement for $\left\|\nabla_{\mathcal{T}} v_{0}\right\|$, and (2.34) and (2.35) prove the assertion for $\left\|\Delta_{\mathcal{T}} v_{0}\right\|$. We have thus provided bounds for all terms depending on $v_{0}$.

We continue with $\boldsymbol{\tau}_{0}$. By the definition (2.31) of $\boldsymbol{\lambda}, \boldsymbol{\tau}_{0}=\varepsilon^{1 / 2} \boldsymbol{\lambda}-\varepsilon \nabla_{\mathcal{T}} v_{0}$. The latter term has been dealt with and Lemma 2.10 together with previous estimates bound $\|\boldsymbol{\lambda}\|$. By relation (2.30a), $\left\|\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}_{0}\right\|$ can be estimated through (2.36).

It remains to consider the norms of $\mu_{0}$. By (2.30c), $\varepsilon^{-1 / 2}\left\|\mu_{0}\right\|=\varepsilon^{3 / 4}\left\|\Delta_{\mathcal{T}} v_{0}\right\|$ and this term has already been analyzed. To estimate $\left\|\nabla_{\mathcal{T}} \mu_{0}\right\|$, by (2.30b) it is enough to bound $\varepsilon^{-1 / 4}\left\|\boldsymbol{\tau}_{0}\right\|$ and $\varepsilon^{1 / 4}\left\|\nabla_{\mathcal{T}} v\right\|$, which we have done. This finishes the proof of the lemma. L Let us combine the findings from Lemmas 2.8 and 2.11

Corollary 2.12. Set $\beta=1 / 2$ and $\alpha=1 / 4$. Then it holds that

$$
\begin{aligned}
& \|\mathbf{v}\|_{V} \lesssim\|\mathbf{v}\|_{V, \mathrm{opt}} \\
& +\varepsilon^{-1 / 2}\left\|\left[\varepsilon^{1 / 2} \nabla_{\mathcal{T}} v \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\|[\boldsymbol{\tau} \cdot \boldsymbol{n}]\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\|[\mu]\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-5 / 4}\left\|\left[\varepsilon^{3 / 4} v\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}
\end{aligned}
$$

for any $\mathbf{v}=(\boldsymbol{\tau}, \mu, v) \in V$.
Proof. The proof is standard, but is indicated for ease of reading. For a given $\mathbf{v}=(\boldsymbol{\tau}, \mu, v) \in V$ define $\mathbf{v}_{1}=\left(\boldsymbol{\tau}_{1}, \mu_{1}, v_{1}\right) \in V$ as a solution of (2.22) with

$$
F:=\operatorname{div}_{\mathcal{T}} \boldsymbol{\tau}+v, \quad \mathbf{G}:=\nabla_{\mathcal{T}} \mu+\left(\varepsilon^{1-\alpha}+\varepsilon^{\beta-\alpha}\right) \nabla_{\mathcal{T} v}+\varepsilon^{-\alpha} \boldsymbol{\tau}, \quad H:=\varepsilon^{1-\alpha+\beta} \Delta_{\mathcal{T}} v+\mu
$$

in $\Omega$. Then, $\mathbf{v}_{0}=\left(\boldsymbol{\tau}_{0}, \mu_{0}, v_{0}\right):=\mathbf{v}-\mathbf{v}_{1}$ solves (2.30) and the estimates from Lemmas 2.8 and 2.11 prove that

$$
\begin{aligned}
& \|\mathbf{v}\|_{V} \leq\left\|\mathbf{v}_{1}\right\|_{V}+\left\|\mathbf{v}_{0}\right\|_{V} \lesssim\|F\|+\|\mathbf{G}\|+\varepsilon^{-1 / 2}\|H\|+ \\
& \varepsilon^{-1 / 2}\left\|\left[\varepsilon^{1 / 2} \nabla_{\mathcal{T}} v_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\left\|\left[\boldsymbol{\tau}_{0} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-3 / 4}\left\|\left[\mu_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}+\varepsilon^{-5 / 4}\left\|\left[\varepsilon^{3 / 4} v_{0}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}
\end{aligned}
$$

By construction of $\mathbf{v}_{1}$,

$$
\left\|\left[\nabla_{\mathcal{T} v_{1}} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}=\left\|\left[\boldsymbol{\tau}_{1} \cdot \boldsymbol{n}\right]\right\|_{-1 / 2, \mathcal{S}^{\prime}}=\left\|\left[\mu_{1}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}=\left\|\left[v_{1}\right]\right\|_{1 / 2, \mathcal{S}^{\prime}}=0
$$

Therefore the assertion follows with the characterization of the optimal test norm, cf. (2.17).
3. Numerical experiments. We present several numerical experiments based on three different problems in two space dimensions. The first problem, in Subsection 3.1 consists of a manufactured solution taken from [16. By means of this problem, we show that, for smooth enough right-hand side $f$ of (1.1), our method leads to best approximations in balanced norms for uniform and local mesh refinement.

For the second problem (Subsection (3.2) we choose the right-hand side $f$ of (1.1) to have support only on a compact subset of the computational domain $\Omega$. This way, the problem will exhibit inner
layers which are not aligned with the mesh. We use adaptive mesh refinement to show that our method automatically resolves the layers. Note that DPG methods automatically provide a posteriori error estimates, cf. (2.11). In our case, Theorem 2.3 combined with (2.11) yields the robust control by $\| B \boldsymbol{u}_{\mathrm{hp}}-$ $L \|_{V^{\prime}}$ of the error in the balanced norm of the field variables. As mentioned after relation (2.11), the residual $\left\|B \boldsymbol{u}_{\mathrm{hp}}-L\right\|_{V^{\prime}}$ is computable locally due to the product structure of the test space $V$. Here, we do not consider the influence of the approximation of the optimal test functions.

Furthermore, we will show computed solutions with extremely small $\varepsilon$ to demonstrate robustness of the approximations in the sense that they are basically free of oscillations.

For the third problem (Subsection 3.3) we choose a computational domain $\Omega$ with a re-entrant corner and a right-hand side $f$ of (1.1) such that the solution $u$ exhibits singularities. Uniform mesh refinement will lead to sub-optimal convergence rates, but adaptive mesh refinement will recover optimal rates.

To interpret our numerical results below one has to take into account the following three facts. First, as stated in the introduction, our DPG analysis is based on the use of optimal test functions. We did not analyze the effect of approximating these test functions. When considering a singularly perturbed problem as the one under consideration, this discrepancy will have an effect that increases when the perturbation parameter $\varepsilon$ becomes smaller. Specifically, one may lose robustness of the estimate in Theorem 2.3 when using poor approximations of optimal test functions (we do observe this). Second, the DPG method (with optimal test functions) provides best approximations in the energy norm. Since the domain of trace spaces (the skeleton) grows when meshes are refined one does not have hierarchy of approximation spaces based on mesh refinement. This means that the error may be not monotone (we do observe this in a preasymptotic range). Third, for small $\varepsilon$ the solutions of reaction diffusion problems have strong boundary layers. In these cases the primal unknown $u$ can be approximated well on coarse meshes but the flux $\sigma$ and the Laplacian $\rho$ can not. Therefore, for coarse meshes and comparatively small $\varepsilon$, the individual approximation errors from $u, \sigma$ and $\rho$ constituting the balanced norm can have different magnitudes. Indeed, the error in the balanced norm can be large for coarse meshes. This is not a problem of the DPG method but an approximation property (once one accepts the use of the balanced norm). It also does not contradict the balancedness of the norm which holds for the exact solution and typical boundary layers.

We use triangular meshes $\mathcal{T}$, and throughout $\# \mathcal{T}$ denotes the number of triangles. In all experiments we use the trial space $U_{\mathrm{hp}} \subset U$ defined by

$$
U_{\mathrm{hp}}:=P^{0}(\mathcal{T}) \times\left[P^{0}(\mathcal{T})\right]^{2} \times P^{0}(\mathcal{T}) \times S_{0}^{1}(\mathcal{S}) \times S_{0}^{1}(\mathcal{S}) \times P^{0}(\mathcal{S}) \times P^{0}(\mathcal{S})
$$

The trial-to-test operator $\Theta=J^{-1} B$ needed for the computation of optimal test functions is approximated using the discrete operator $J_{\mathrm{hp}}: V_{\mathrm{hp}} \rightarrow V_{\mathrm{hp}}^{\prime}$ with finite-dimensional space $V_{\mathrm{hp}} \subset V$ defined by

$$
V_{\mathrm{hp}}:=\left[P^{4}(\mathcal{T})\right]^{2} \times P^{4}(\mathcal{T}) \times P^{4}(\mathcal{T})
$$

Here, $P^{p}(\mathcal{T})$ is the space of $\mathcal{T}$-piecewise polynomials with degree at most $p$. The basis for $P^{p}(\mathcal{T})$ is based on Lobatto shape functions on the reference elements, as defined in [22, Sections 2.2.2 and 2.2.3]. The space $S_{0}^{1}(\mathcal{S})$ is the space of globally continuous, $\mathcal{S}$-piecewise linear functions, and $P^{0}(\mathcal{S})$ is the space of $\mathcal{S}$-piecewise constant functions. For $H$ (div)-parts in our bilinear forms, we use the standard element map instead of the Piola transform. Our choice of $V_{\mathrm{hp}}$ is based on the analysis in [11, where the authors consider the Laplace equation. Although their analysis is not directly applicable to the problem studied in the paper at hand, we can use it to heuristically choose the approximation order of the test functions in our discretization. In [11], the authors show that for a valid approximation $J_{\mathrm{hp}}$ of the Riesz operator $J$ for the Laplace equation, it suffices to raise the polynomial degree of the trial space by the dimension $d$ of the physical space $\mathbb{R}^{d}$. As our discretization amounts to a bi-Laplace equation in $\mathbb{R}^{2}$, we raise the polynomial
degree by $2 \cdot d=2 \cdot 2=4$. A theoretical analysis of this additional approximation as in [11] is out of the scope of this paper and is left for future research. In the experiment of Section 3.1 below, we numerically investigate the influence of different orders of polynomial approximation for the test functions. The experiments were performed in $\mathrm{C}++$. The inverse $\mathbf{J}^{-1}$ of the matrix corresponding to the approximated Riesz operator $J_{\mathrm{hp}}$ is once and for all computed block-wise with a Cholesky decomposition. The overall linear system is then written as $\mathbf{B}^{T} \mathbf{J}^{-T} \mathbf{B} \mathbf{x}=\mathbf{B}^{T} \mathbf{J}^{-T} \mathbf{f}$ with $\mathbf{B}$ and $\mathbf{f}$ being the discretizations of $B$ and the linear functional $L$, respectively. It is solved by conjugate gradients without preconditioning.

For adaptive mesh refinement with mesh sequence $\mathcal{T}_{\ell}$, we start with a coarse mesh $\mathcal{T}_{0}$. In order to compute the mesh $\mathcal{T}_{\ell+1}$ from $\mathcal{T}_{\ell}$, we define, in accordance with (2.11), the local error indicator

$$
\eta_{\ell}(T)^{2}:=\left\|\left.J_{\mathrm{hp}}\right|_{T} ^{-1}\left(L-B \boldsymbol{u}_{\ell}\right)\right\|_{\left.V\right|_{T}}^{2}
$$

for all $T \in \mathcal{T}_{\ell}$. Here $\boldsymbol{u}_{\ell}$ is the DPG solution on the mesh $\mathcal{T}_{\ell}$. We then mark a set of elements $\mathcal{M}_{\ell} \subset \mathcal{T}_{\ell}$ with minimal cardinality such that $\sum_{T \in \mathcal{M}_{\ell}} \eta_{\ell}(T)^{2} \geq \theta \sum_{T \in \mathcal{T}_{\ell}} \eta_{\ell}(T)^{2}$. In all experiments, we choose $\theta=0.75$, and for local mesh-refinement we use the so-called Newest Vertex Bisection, cf. 22.
3.1. Problem with manufactured solution. The following example is taken from [16]:

$$
-\varepsilon \Delta u+\left(1+x^{2} y^{2} e^{x y / 2}\right) u=f \quad \text { on } \Omega:=(0,1)^{2}
$$

where

$$
\begin{aligned}
u(x, y)= & x^{3}\left(1+y^{2}\right)+\sin \left(\pi x^{2}\right)+\cos (\pi y / 2) \\
& (x+y)\left[e^{-2 x / \sqrt{\varepsilon}}+e^{-2(1-x) / \sqrt{\varepsilon}}+e^{-3 y / \sqrt{\varepsilon}}+e^{-3(1-y) / \sqrt{\varepsilon}}\right]
\end{aligned}
$$

Although in our analysis we assumed $c=1$ for the reaction coefficient in $-\varepsilon \Delta u+c u=f$ and homogeneous Dirichlet boundary condition, our method can be extended in a simple way to cover more general cases. The incorporation of arbitrary boundary values is done in a standard way by extending them to the domain $\Omega$, while we deal with the case $c \neq 1$ by testing with $v-\varepsilon^{\beta} \Delta_{\mathcal{T} v} / c$, cf. [14. In Fig. 3.1] we present the outcome of experiments with different values of $\varepsilon$ ranging from 1 to $10^{-16}$ (indicated by different colors), for uniform as well as adaptive mesh refinement (indicated by crosses and squares). A detailed legend is given in the lower left plot. We plot one error (upper left) and three quotients of errors (lower left, upper and lower right).

- upper left: This graph shows the squared energy error $\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}^{2}$ versus the number of triangles $\# \mathcal{T}$. For uniform and adaptive refinement, we see an asymptotic behaviour of $\mathcal{O}\left(\# \mathcal{T}^{-1}\right)$ (which amounts to $\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}=\mathcal{O}(h)$ in the uniform case) as soon as the boundary layers are resolved. This happens instantly for $\varepsilon=1$, for smaller values of $\varepsilon$ the error increases before it runs into the asymptotic regime, and in some cases the asymptotic range is not reached for the considered number of unknowns. Note that, for adaptive refinement, this increase happens faster (which means that adaptivity performs better).
- upper right: This graph shows the quotient $\left(\left\|u-u_{\mathrm{hp}}\right\|^{2}+\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{\mathrm{hp}}\right\|^{2}+\varepsilon\left\|\rho-\rho_{\mathrm{hp}}\right\|^{2}\right) /\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}^{2}$ of the field variables in the balanced norm and the energy error versus the number of triangles $\# \mathcal{T}$. According to Theorem 2.3, when using exact optimal test functions this quotient is bounded from above independently of $\varepsilon$. We see that this is the case only for moderate $\varepsilon$ or when meshes are sufficiently fine. Our explanation is that we have used only approximated optimal test functions. Sufficiently fine meshes that resolve boundary layers allow for good approximations of optimal test functions and then, the error ratio stabilizes independently of $\varepsilon$. Again, this stabilization happens faster for the adaptive version.
- lower left and lower right: We expect our method to deliver best approximations in balanced norms. However, this property does not mean that the individual terms of the error are balanced uniformly in $\varepsilon$ and $\mathcal{T}$. For a coarse mesh relative to $\varepsilon, u$ can be approximated well whereas $\sigma$ and $\rho$ have large values in the layers and their approximations will be worse. This is confirmed in the lower left and right plots of Fig. 3.1. There we plot the quotients $\left\|u-u_{\mathrm{hp}}\right\|^{2} /\left\|\boldsymbol{\sigma}-\sigma_{\mathrm{hp}}\right\|^{2}$ and $\left\|u-u_{\mathrm{hp}}\right\|^{2} /\left(\varepsilon\left\|\rho-\rho_{\mathrm{hp}}\right\|^{2}\right)$, respectively. We observe that for $\varepsilon \in\left\{10^{0,-4,-6}\right\}$ we reach the asymptotic range, at least for the adaptive versions, where the ratios are of order $O(1)$. For smaller $\varepsilon$ (and $\varepsilon=10^{-6}$ with uniform meshes) we have a clear dominance of the approximation errors of $\boldsymbol{\sigma}$ and $\rho$. Eventually, when meshes are fine enough, one sees a stabilization but not yet of the order $O(1)$. Note that this stabilization happens faster for the adaptive version. Therefore, the observed behavior can be explained by the approximation properties of spaces for components with different layers (and as before, the approximation of optimal test functions will have an effect). Our DPG scheme is not designed to provide the best approximation of $u$ in $L_{2}$, but to minimize the energy error $\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}$ which contains the balanced norm of the errors of all field variables. Once the layers are resolved, we expect the quotients $\left\|u-u_{\mathrm{hp}}\right\|^{2} /\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{\mathrm{hp}}\right\|^{2}$ and $\left\|u-u_{\mathrm{hp}}\right\|^{2} /\left(\varepsilon\left\|\rho-\rho_{\mathrm{hp}}\right\|^{2}\right)$ to be of the order $O(1)$ (though we have not proved this).
The influence of the polynomial order for the approximation of the test functions is shown in Fig. 3.2 We approximate the test space $V$ by the space

$$
V_{r}:=\left[P^{r}(\mathcal{T})\right]^{2} \times P^{r}(\mathcal{T}) \times P^{r}(\mathcal{T})
$$

with $r=0, \ldots, 6$, and plot the $L_{2}$ errors of the field variables $u, \boldsymbol{\sigma}$, and $\rho$. While $r=0,1$ are obviously not sufficient, it seems that $r=2$ already yields optimal convergence rates.
3.2. Problem with a layer not aligned to the mesh. We choose $\Omega=(0,1)^{2}$ and, with $\mathbf{c}=$ $(0.5,0.5)$ denoting the center of mass of $\Omega$,

$$
f(x, y)= \begin{cases}1 & \text { for }|(x, y)-\mathbf{c}|^{2}<0.1 \\ 0 & \text { otherwise }\end{cases}
$$

For small $\varepsilon$, the solution $u$ is going to adjust to $f$ and hence we expect layers inside $\Omega$ which cannot be aligned to the mesh. In addition, within the approximation properties of our method, this problem is singular. More specifically, we have $f \in H^{1 / 2-s}(\Omega)$ for all $s>0$, such that $\rho \in H^{1 / 2-s}(\Omega)$ for all $s>0$ only. As we measure the error of $\rho$ in $L_{2}(\Omega)$, we expect a uniform convergence rate of $\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}=$ $\mathcal{O}\left(\# \mathcal{T}^{-1 / 4+s}\right)$ for all $s>0$. This is what we see in Figure 3.3 for uniform mesh refinement. However, adaptive mesh refinement yields the optimal convergence rate $\mathcal{O}\left(\# \mathcal{T}^{-1 / 2}\right)$. Note that we plot squared quantities. In Figure 3.4 we plot an adaptive mesh for $\varepsilon=10^{-16}$ with approx. 12000 elements. In Figure 3.5, we plot the $u$-component of solutions $\boldsymbol{u}_{\mathrm{hp}}$ for different values of $\varepsilon=10^{\{-16,-32,-64,-128\}}$ on adaptively refined meshes in order to demonstrate the robustness of the approximations.
3.3. Problem with a geometric singularity. We choose $\Omega$ to be an L-shaped domain and $f=1$. Therefore, we expect a geometric singularity at the re-entrant corner which reduces the convergence rate. In Fig. 3.6, we plot the energy error $\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathrm{hp}}\right\|_{E}$. We see that adaptive mesh refinement regains the optimal convergence rate, as soon as the boundary layers are resolved. In Fig. 3.7. we plot adaptive meshes with approx. 10000 elements for $\varepsilon=1,10^{-4}, 10^{-8}, 10^{-16}$. While for $\varepsilon=1$ we see the strong refinement at the re-entrant corner, already for $\varepsilon=10^{-4}$ the boundary layers dominate the mesh refinement in this regime.
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Fig. 3.1. Manufactured solution from 3.1 on uniform and adaptive meshes: energy error (upper left), error of field variables in balanced norm divided by energy error (upper right), $L_{2}$ error of $u$ divided by $L_{2}$ error of $\boldsymbol{\sigma}$ (lower left), $L_{2}$ error of $u$ divided $\varepsilon^{1 / 2}$ times $L_{2}$ error of $\rho$ (lower right). The solid line in the upper left figure indicates $\mathcal{O}\left(\# \mathcal{T}^{-1}\right)$. The parameter $\varepsilon$ is chosen as $\varepsilon=10^{n}$, where $n \in\{0,-4,-6,-8,-12,-16\}$.


Fig. 3.2. Manufactured solution from 3.1 on uniform meshes with $\varepsilon=10^{-4}$ : The L L errors of the field variables $u$, $\sigma$, and $\rho$ with different polynomial orders $r$ for the approximation of the test space.


Fig. 3.3. Energy error for solution from 3.2 with unaligned layer on uniform and adaptive meshes. The parameter $\varepsilon$ is chosen as $\varepsilon=10^{n}$, where $n \in\{0,-4,-6,-8,-12,-16\}$.


Fig. 3.4. Adaptive mesh for problem from 3.2 with approx. 12000 elements for $\varepsilon=10^{-16}$.


Fig. 3.5. Approximation $u_{\mathrm{hp}}$ for problem from 3.2 with unaligned layer on adaptive meshes with approx. 20000 elements for $\varepsilon=10^{-16}$ (upper left), $\varepsilon=10^{-32}$ (upper right), $\varepsilon=10^{-64}$ (lower left), $\varepsilon=10^{-128}$ (lower right).


Fig. 3.6. Energy error for singular solution from 3.3 on uniform and adaptive meshes. The parameter $\varepsilon$ is chosen as $\varepsilon=10^{n}$, where $n \in\{0,-4,-6,-8,-12,-16\}$.


Fig. 3.7. Adaptive meshes with approx. 10000 elements for singular solution from for $\varepsilon=1,10^{-4}, 10^{-8}, 10^{-16}$.
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