
ar
X

iv
:1

51
0.

09
19

7v
1 

 [
m

at
h.

N
A

] 
 3

0 
O

ct
 2

01
5

COMPUTING THE BÉZIER CONTROL POINTS OF THE
LAGRANGIAN INTERPOLANT IN ARBITRARY DIMENSION

MARK AINSWORTH †AND MANUEL A. SÁNCHEZ †

Abstract. The Bernstein-Bézier form of a polynomial is widely used in the fields of computer
aided geometric design, spline approximation theory and, more recently, for high order finite element
methods for the solution of partial differential equations. However, if one wishes to compute the clas-
sical Lagrange interpolant relative to the Bernstein basis, then the resulting Bernstein-Vandermonde
matrix is found to be highly ill-conditioned.

In the univariate case of degree n, Marco and Martinez [18] showed that using Neville elimination
to solve the system exploits the total positivity of the Bernstein basis and results in an O(n2)
complexity algorithm. Remarkable as it may be, the Marco-Martinez algorithm has some drawbacks:
The derivation of the algorithm is quite technical; the interplay between the ideas of total positivity
and Neville elimination are not part of the standard armoury of many non-specialists; and, the
algorithm is strongly associated to the univariate case.

The present work addresses these issues. An alternative algorithm for the inversion of the uni-
variate Bernstein-Vandermonde system is presented that has: The same complexity as the Marco-
Martinez algorithm and whose stability does not seem to be in any way inferior; a simple derivation
using only the basic theory of Lagrange interpolation (at least in the univariate case); and, a natural
generalisation to the multivariate case.

Key words. Bernstein polynomials, Bernstein-Vandermonde matrix, total positivity, multivari-
ate polynomial interpolation.
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1. Introduction. The classical Lagrangian interpolation problem consists of
finding a polynomial p of degree at most n, such that

(1.1) p(xj) = fj , j = 0, ..., n.

where {xj}
n
j=0 ⊆ [0, 1] are distinct (n + 1) nodes and {fj}

n
j=0 are given data. The

existence of a unique solution to this problem is well-known from one’s first course in
numerical analysis. The seasoned reader might also recall that, despite the uniqueness
of the interpolant itself, the choice of basis for constructing the Lagrange interpolant
is less clear-cut [6]–possibilities include the Lagrangian or the Newton bases, with the
much maligned monomial basis even having a shout [14].

The Bernstein basis functions for the space P
n([0, 1]) of polynomials of degree at

most n on [0, 1], is given by

(1.2) Bn
k (x) =

(

n

k

)

(1− x)n−kxk, k = 0, ..., n, x ∈ [0, 1].

The Bernstein functions extend naturally to give a basis for polynomials of total
degree at most n on simplices in arbitrary numbers of spatial dimensions (see Section
4).

The basis has many unexpected and attractive properties that have led to it being:
almost ubiquitous in the computer aided geometric design (CAGD) community [10,12]
for the representation of curves and surfaces; as an important theoretical tool in the
spline approximation theory literature [17]; and, more recently, a practical tool for the
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efficient implementation of high order finite element methods for the solution of partial
differential equations [1–3, 15, 16]. For further information on these, and numerous
other applications of Bernstein polynomials, we refer the reader to the survey article
of Farouki [12].

The Bernstein-Bézier (BB) representation of a polynomial p ∈ P
n([0, 1]) takes

the form p =
∑n

k=0 ckB
n
k in which the coefficients {ck} are referred to as control

points [10, 12, 17], and which may be associated with the (n + 1) uniformly spaced
points on [0, 1] (even if the interpolation nodes are non-uniformly spaced). However,
while the polynomial p satisfies p(0) = c0 and p(1) = cn, this property does not hold
at the remaining control points. One one hand, this property does not hinder the
typical workflow of a CAGD engineer whereby the locations of {ck} are adjusted until
a curve of the desired shape is obtained. In effect, the control points are used to define
the curve directly. On the other hand, the typical usage of polynomials in scientific
computing is rather different in that one generally wishes to fit a polynomial to a
given function. For example, in applying the finite element method to approximate the
solution of a partial differential equation, one might have boundary or initial data and
require to choose an appropriate (piecewise) polynomial approximation of the data.
The approximation is often chosen to be an interpolant, leading to what we shall term
the Bernstein-Bézier interpolation problem, which consists of computing the control
points {ck}

n
k=0 such that the associated Bernstein-Bézier polynomial interpolates the

data:

(1.3) p(xj) =

n
∑

k=0

ckB
n
k (xj) = fj , j = 0, . . . , n.

Conditions (1.3) may be expressed as a system of linear equations involving the
Bernstein-Vandermonde matrix [18]. If the monomial basis were to be used, then
the standard Vandermonde matrix would emerge. The highly ill-conditioned nature
of the Vandermonde matrix is well-documented [9]. Notwithstanding, the inversion
of the Vandermonde matrix to compute the Lagrangian interpolant is in some ways
preferable to more direct methods [8, 14].

The Bernstein-Vandermonde matrix is likewise found to be highly ill-conditioned [18]
suggesting that its inversion may not be the wisest approach. Nevertheless, structure
of the matrix arising from the total positivity of the Bernstein basis means that us-
ing Neville elimination [13] to solve the system obviates some of the issues due to
ill-conditioning. Marco and Martinez [18] exploit this fact and derive an algorithm
for the inversion of the matrix that has O(n2) complexity—the same as multiplying
by the inverse of the matrix.

Remarkable though the Marco-Martinez algorithm may be, it does have its draw-
backs:

• the derivation of the algorithm is highly technical involving non-trivial iden-
tities for the minors of Bernstein-Vandermonde matrices;
• the interplay between the ideas of total positivity and Neville elimination are
not part of the standard armoury of many non-specialists;
• the algorithm seems to be firmly rooted to the solution of the Bernstein inter-
polation problem in the univariate case (indeed, total positivity is essentially
a univariate concept).

The purpose of the present work is to address these issues. Specifically, we shall
present an alternative algorithm for the inversion of the univariate Bernstein-Vandermonde
system that has:
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• the same complexity as the Marco-Martinez algorithm and whose stability
does not seem to be in any way inferior;
• a simple derivation that could be taught to undergraduates familiar with only
the basic theory of Lagrange interpolation (at least in the univariate case);
• a natural generalisation to the multivariate case (essential for applications
such as finite element analysis in two and three dimensions).

The remainder of this article is organised as follows. The next section deals with de-
riving the new algorithm in the univariate case using only elementary facts about uni-
variate interpolation and basic properties of Bernstein polynomials. Section 3 shows
how the univariate algorithm is easily extended to solve the multivariate Bernstein
interpolation problem in the case of tensor product polynomials.

In Section 4, we tackle the much harder task of solving the Bernstein interpo-
lation problem on simplices in higher dimensions in which even the existence of the
Lagrangian interpolant is less obvious [8, 19]. Using the standard hypothesis under
which the Lagrange interpolant exists, we develop an algorithm for the solution of
the multivariate Bernstein interpolation problem on simplices in two dimensions, and
indicate how it may be extended to arbitrary dimensions. The ideas used in Section
4 are, modulo technical issues, essentially the same to those used in Section 2 to han-
dle the univariate case. Sections 2-4 are accompanied by some numerical examples
illustrating the behaviour and stability of the resulting algorithms.

In summary, the algorithms developed in the present work form a key step to-
wards a more widespread use of Bernstein-Bézier techniques in scientific computing
in general, and in finite element analysis in particular by enabling the use of non-
homogeneous initial and boundary data. More generally, the problem of how to extend
the Marco-Martinez algorithm to the solution of Bernstein-Vandermonde systems to
arbitrary dimension is addressed.

2. Bernstein polynomial interpolation in 1D.

2.1. Analytical solution. The improved Lagrange formula [6] for the Lagrangian
interpolant is given by

(2.1) p(x) =

n
∑

j=0

µjfj
ℓ(x)

x− xj

, x ∈ [0, 1].

where ℓ ∈ P
n+1([0, 1]) and the barycentric weights µj , j = 0, ..., n are given by

(2.2) ℓ(x) =

n
∏

k=0

(x− xk), µj =
1

ℓ′(xj)
forj = 0, ..., n.

Our first result gives a closed form for the control points satisfying (1.3):
Theorem 2.1. For k = 0, ..., n define the control points {ck}

n
k=0 by the rule

(2.3) ck =

n
∑

j=0

µjfjw̃k(xj), k = 0, ..., n,

where

(2.4) w̃k(z) =
wk(z)

z(1− z)Bn
k (z)

and wk(z) = −

k
∑

i=0

aiB
n+1
i (z)
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for z any node xj , with {ai} control points of ℓ. Then, {ck}
n
k=0 are the control points

for the Bernstein interpolant (1.3).
Proof. We claim that {w̃k(xj)}

n
k=0 are the control points of the polynomial

ℓ(x)/(x− xj) for j = 0, ..., n. Assuming the claim holds, then

p(x) =

n
∑

k=0

ckB
n
k (x) =

n
∑

j=0

µjfj

n
∑

k=0

wk(xj)B
n
k (x) =

n
∑

j=0

µjfj
ℓ(x)

x− xj

,

and the improved Lagrange formula (2.1) then shows that p is the interpolant.
It remains to prove the claim holds. Let z be any node xj , then there exist

constants w̃k such that ℓ(x) = (x − z)
∑n

k=0 w̃kB
n
k (x). Now, using the definition of

the Bernstein polynomials we obtain x− z = (1− z)B1
1(x) − zB1

0(x), and

(2.5) B1
1B

n
k =

k + 1

n+ 1
Bn+1

k+1 and B1
0B

n
k =

(

1−
k

n+ 1

)

Bn+1
k .

Hence,

ℓ(x) =

n+1
∑

k=0

(

(1− z)
k

n+ 1
w̃k−1 − z

(

1−
k

n+ 1

)

w̃k

)

Bn+1
k (x)

where we define w̃−1 = w̃n+1 = 0. Hence, denoting by {ai}
n+1
i=0 the Bézier control

points of ℓ

(2.6) ak = (1 − z)
k

n+ 1
w̃k−1 − z

(

1−
k

n+ 1

)

w̃k, k = 0, ..., n+ 1.

Multiplying equation (2.6) by Bn+1
k (z) and using the definition of the Bernstein poly-

nomials gives

akB
n+1
k (z) = z(1− z)

(

w̃k−1B
n
k−1(z)− w̃kB

n
k (z)

)

(2.7)

= wk−1 − wk, k = 0, ..., n+ 1,(2.8)

where wk = z(1 − z)w̃kB
n
k (z). The overdetermined system of equations (2.7) is

consistent since ℓ(z) =
∑n+1

i=0 aiB
n+1
i (z) = 0. Hence,

(2.9) wk = −

k
∑

i=0

aiB
n+1
i (z), k = 0, ..., n

and the result follows as claimed.
Theorem 2.1 gives a new explicit formula for the solution of the Bernstein interpo-

lation problem based on the Lagrangian form of the interpolant. However, direct use
of Theorem 2.1 for computation of the actual solution would cost O(n3) operations.

2.2. A simple algorithm for computing the univariate control points.
Many elementary numerical analysis textbooks extol the virtues of using the Newton
formula [9] for the polynomial interpolant satisfying (1.1):

(2.10) p(x) =

n
∑

j=0

f [x0, ..., xj ]wj(x)

4



where w0(x) = 1 and wj(x) =
∏j−1

k=0(x− xk), for j = 1, ..., n, and f [x0, ..., xj ] are the
divided differences defined recursively as follows:

f [xj , ..., xk] =
f [xj+1, ..., xk]− f [xj , ..., xk−1]

xk − xj

, k = j + 1, ..., n and j = 0, ..., n,

whilst if k = j, then the value is simply fj .
Is there any advantage to using the Newton form of the interpolant for Bernstein

interpolation?

2.2.1. Newton-Bernstein Algorithm. Let pk ∈ P
k([0, 1]) be the Newton form

of the interpolant at the nodes {xj}
k
j=0; that is

(2.11) pk(x) =
k

∑

j=0

f [x0, ..., xj ]wj(x), k = 0, ..., n.

Theorem 2.2. For k = 0, ..., n define {w
(k)
j }

k
j=0 and {c

(k)
j }

k
j=0 by the rules

w
(0)
0 = 1, c

(0)
0 = f [x0] and

w
(k)
j =

j

k
w

(k−1)
j−1 (1− xk−1)−

k − j

k
w

(k−1)
j xk−1,

c
(k)
j =

j

k
c
(k−1)
j−1 +

k − j

k
c
(k−1)
j + w

(k)
j f [x0, ..., xk],

for j = 0, ..., k, where we use the convention c
(k−1)
−1 = w

(k−1)
−1 = 0 and c

(k−1)
k =

w
(k−1)
k = 0. Then, {w

(k)
j }

k
j=0 are the control points of wk and {c

(k)
j }

k
j=0 are the

control points of pk.
Proof. The case k = 0 is trivially satisfied. We proceed by induction and suppose

that the Bernstein forms of the polynomials, pk−1 and wk−1 are given by

wk−1(x) =

k−1
∑

j=0

w
(k−1)
j Bk−1

j (x) and pk−1(x) =

k−1
∑

j=0

c
(k−1)
j Bk−1

j (x).

Firstly, we derive the Bernstein coefficients of the k-th degree polynomial wk as follows:

wk(x) = (x− xk)

k−1
∑

j=0

w
(k−1)
j Bk−1

j (x)

= (x(1− xk−1)− xk−1(1− x))

k−1
∑

j=0

w
(k−1)
j Bk−1

j (x).

Using (2.5) with n = k− 1 we conclude that the Bernstein coefficients of wk are given
by

w
(k)
j =

j

k
w

(k−1)
j−1 (1− xk−1)−

k − j

k
w

(k−1)
j xk−1.(2.12)

Secondly, we use degree raising property

(2.13) Bn−1
k =

n− k

n
Bn

k +
k + 1

n
Bn

k+1, k = 0, ..., n− 1.
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to write the (k − 1)-th degree polynomial pk−1, in terms of the Bernstein basis of
polynomials of degree k.

(2.14) pk−1(x) =

k
∑

j=0

c
(k−1)
j Bk−1

j (x) =

k
∑

j=0

(

j

k
c
(k−1)
j−1 +

k − j

k
c
(k−1)
j

)

Bk
j (x)

where we again use the convention c
(k−1)
−1 = 0 and c

(k−1)
k = 0. Observe from (2.11)

that pk(x) = pk−1(x) + wk(x)f [x0, ..., xk]. Hence, by (2.14) we have that

c
(k)
j =

j

k
c
(k−1)
j−1 +

k − j

k
c
(k−1)
j + w

(k)
j f [x0, ..., xk], j = 0, ..., k

are the control points of pk.
Algorithm 1 provides an implementation of the result obtained in Theorem 2.2 in

which the simplicity of the procedure is immediately apparent along with an overall
complexity of O(n2):

Algorithm 1: NewtonBernstein ({xj}
n
j=0,{fj}

n
j=0)

Input : Interpolation nodes and data {xj}
n
j=0,{fj}

n
j=0.

Output : Control points {cj}
n
j=0.

1 c0 ← f0;
2 w0 ← 1;
3 for k ← n, s do
4 for k ← n, s do
5 fk ← (fk − fk−1)/(xk − xk−s) ; // Divided differences

6 end
7 for k ← s, 1 do
8 wk ←

k
s
wk−1(1− xs−1)− (1− k

s
)wkxs−1;

9 ck ←
k
s
ck−1 + (1 − k

s
)ck + fswk;

10 end
11 w0 ← −w0xs−1;
12 c0 ← c0 + fsw0;

13 end
14 return {cj}

n
j=0;

Readers who have studied the derivation of the Marco-Martinez algorithm [18],
for solving the same problem may be rather surprised by the comparative ease with
which the Newton-Bernstein algorithm is derived. The complexity of both algorithms
is O(n2). In the next section, we compare the performance of the Newton-Bernstein
algorithm and the more sophisticated Marco-Martinez algorithm.

2.3. Numerical examples. In this section we compare the performance of Al-
gorithm 1 (NewtonBernstein) with Marco-Martinez algorithm [18] (MM) and, the
command “\” in Matlab for three examples. Examples 2.1 and 2.2 are taken di-
rectly from [18]. The true solutions of all of these problems are computed using the
command linsolve in Maple 18. In each case, we present the relative error defined
by

(2.15) Relative error =
‖cexact − capprox‖2

‖cexact‖2
,

6



where cexact and capprox denote the exact and approximate Bézier control points.
Example 2.1. Let n = 15 and choose uniformly distributed nodes given by

xi = (i+ 1)/(17), i = 0, ..., n. Let A be the Bernstein-Vandermonde matrix of degree
n generated by a given set of interpolation nodes {xj}

n
j=0,

(2.16) ai,j = bni (xj) =

(

n

i

)

(1 − xj)
n−ixi

j , i, j = 0, ..., n.

In this case the condition number of the Bernstein-Vandermonde matrix is κ(A) =
2.3e+ 06. The right hand sides f1, f2 and f3 are given by

(f1)j = (1− xj)
n,

f2 = (2, 1, 2, 3,−1, 0, 1,−2, 4, 1, 1,−3, 0,−1,−1, 2)T,

f3 = (1,−2, 1,−1, 3,−1, 2,−1, 4,−1, 2,−1, 1,−3, 1,−4)T.

Relative errors for each algorithm are displayed in Table 1.

fi A\fi NewtonBernstein MM

f1 7.2e-13 7.9e-14 9.2e-13
f2 7.1e-11 5.9e-16 1.0e-15
f3 7.1e-11 5.2e-16 4.9e-16

Table 1

Example 2.1: Relative errors in L2 norm.

The results in Table 1 indicate that Newton-Bernstein and Marco-Martinez algo-
rithm give comparable stability and accuracy, with the “\” solver performing poorly.

Example 2.2. Let n = 15 and A be the Bernstein-Vandermonde matrix gener-
ated by the data

(2.17) x = (
1

18
,
1

16
,
1

14
,
1

12
,
1

10
,
1

8
,
1

6
,
1

4
,
11

20
,
19

34
,
17

30
,
15

26
,
11

18
,
9

14
,
7

10
,
5

6
)T.

The condition number of the Bernstein-Vandermonde matrix is κ(A) = 3.5e + 09.
Consider the singular value decomposition of the Bernstein-Vandermonde matrix A =
UΣV T. We will solve the linear systems Ac = fj , with fj = uj, j = 0, ..., n, where
uj denotes the j − th column of U , the left singular vectors of A. Relative errors for
each algorithm are displayed in Table 2.

This example illustrates the effective well-conditioning introduced by Chan and
Foulser in [7]. In particular, the test confirms that the Newton-Bernstein algorithm
increases in accuracy as the Chan-Foulser number decreases which is the same (posi-
tive) behaviour exhibited by the Marco-Martinez algorithm.

Example 2.3. Let n = 25 and take the interpolation nodes to be the zeros of
the Chebyshev polynomial of the first kind. In this case the condition number of the
Bernstein-Vandermonde matrix is κ(A) = 2.1e + 07. The right hand sides are taken
to be f1, f2 and f3 given by

(f1)j = (1− xj)
n for j = 1, ...,25,

f2 = (−3,−1, 2,−1, 2,−1, 1,−3, 2,−3, 1, 2,−1,−2, 1,−2,−1,−2, 1,−2, 3,−2,−3, 2, 1,−2)T,

f3 = (−1, 2, 1,−1,−2,−3, 2, 3,−2,−1, 2, 1, 3,−2, 1,−1,−1, 2,−2,−3, 1,−1, 1,−3, 2,−1)T.

Relative errors for each algorithm are displayed in Table 3.
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fi γ(A, fi) A\fi NewtonBernstein MM

f1 3.5e+09 3.3e-07 1.9e-08 3.1e-07
f2 2.6e+09 1.1e-07 6.2e-08 2.1e-08
f3 1.3e+09 8.4e-09 5.6e-09 2.7e-08
f4 1.2e+09 2.1e-08 1.1e-08 1.4e-08
f5 5.3e+08 3.8e-08 2.6e-09 1.7e-08
f6 4.0e+08 4.3e-08 1.0e-08 2.7e-09
f7 1.1e+08 3.7e-08 1.8e-09 7.4e-09
f8 5.8e+07 3.5e-08 6.5e-10 2.5e-09
f9 1.1e+07 1.5e-08 8.7e-10 3.2e-10
f10 3.7e+06 1.2e-08 1.5e-10 3.3e-10
f11 4.8e+05 1.4e-08 4.5e-12 3.6e-12
f12 1.2e+05 3.5e-09 1.3e-11 1.7e-11
f13 6.2e+03 8.2e-09 3.0e-12 2.3e-12
f14 9.3e+02 1.1e-08 7.6e-13 7.8e-13
f15 1.4e+01 1.2e-08 4.2e-14 4.2e-14
f16 1 5.0e-09 7.1e-15 7.9e-15

Table 2

Example 2.2: Relative errors in L2 norm.

fi A\fi NewtonBernsteinLeja NewtonBernstein MM

f1 7.7e-11 4.2e-11 4.2e-11 1.0e-09
f2 1.1e-10 3.2e-16 7.9e-13 1.4e-15
f3 1.1e-10 4.8e-16 1.6e-13 1.6e-15

Table 3

Example 2.3: Relative errors in L2 norm.

It is well-known that there can be advantages in re-ordering the interpolation
nodes. One feature of the Newton-Bernstin Algorithm (not shared by the Marco-
Martinez AlgorithmMM) is the flexibility to re-order the interpolation nodes. Table 2
compares the relative errors obtained for the interpolation problems using ascending
ordering (NewtonBernstein) and using Leja ordering NewtonBernsteinLeja, see [14,
20]. In this example the Leja ordering of the interpolation nodes produces better
results, and as in the previous example the accuracy of our algorithms increases with
the alternating sign pattern of the right hand side.

3. Tensor product polynomial interpolation. In this section we briefly show
how the Newton-Bernstein Algorithm 1 can be used to interpolate on tensor product
grids in higher dimensions. Consider the two dimensional case. Let {xi}

n
i=0 ⊆ [0, 1]

and {yj}
m
j=0 ⊆ [0, 1] be given nodes and let {fi,j}

n,m
i,j=0 be given data. The polynomial

interpolation problem consists of finding the polynomial p ∈ P
n([0, 1]) × P

m([0, 1])
satisfying the conditions:

(3.1) p(xi, yj) = fi,j, i = 0, ..., n, j = 0, ...,m.

8



The associated Bernstein interpolation problem consists of finding the control points
{ck,ℓ}

n,m
k=0,ℓ=0 such that the tensor product Bernstein polynomial

(3.2) p(x, y) =

m
∑

ℓ=0

n
∑

k=0

ck,ℓB
n
k (x)B

m
ℓ (y), (x, y) ∈ [0, 1]2

satisfies (3.1).

The tensor product nature of the problem means that we can exploit the Newton-
Bernstein algorithm for the univariate case to solve problem (3.2). The basic idea is
to: a) first construct the control points for the univariate Bernstein interpolant p(j)

on the lines y = yj for each j, i.e. for each j = 0, . . . , n:

(3.3) p(j)(x) =

n
∑

k=0

c
(j)
k Bn

k (x); p(j)(xi) = fi,j , i = 0, ..., n;

and, b) solve a univariate interpolation problem for the y-variable in which the data
are the univariate polynomials obtained in step a), i.e. find the univariate polynomial
p satisfying

(3.4) p(x, yj) = p(j)(x), j = 0, ...,m.

The problem in step b) is nothing more than a univariate interpolation problem
with the only difference being that the data is now polynomial valued. The derivation
of the Newton-Bernstein algorithm presented in the previous section applies equally
well to the more general problem of interpolating values from a vector space X . In
particular, choosing X to be polynomials shows that the Newton-Bernstein Algo-
rithm 1 can be brought to bear at each of stages a) and b). This idea forms the
foundation for Algorithm 2.

Algorithm 2: TensorProduct2D ({xi}
n
i=0, {yj}

m
j=0, {fi,j}

n,m
i,j=0)

Input : Interpolation nodes and data {xi}
n
i=0, {yj}

m
j=0, {fi,j}

n,m
i,j=0.

Output : Control points {cj}
n
j=0.

1 for j ← 0,m do

2 {c̃
(j)
k }

n
k=0 ← NewtonBernstein({xi}

n
i=0, {fi,j}

n
i=0);

3 end
4 for i← 0, n do

5 {ci,j}
m
j=0 ← NewtonBernstein({yj}

m
j=0, {c̃

(j)
i }

m
j=0);

6 end
7 return {ci,j}

n,m
i,j=0;

The basic idea used in the two dimensional algorithm is easily extended to higher
dimensions resulting in Algorithm 3 which computes the solution of the three dimen-
sional version of the interpolation problem (3.2).

3.1. Numerical examples: Tensor product. In this section we consider ex-
amples of the two and three dimensional Bernstein-Bézier interpolation problems,
illustrating the performance of Algorithms 2 and 3.
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Algorithm 3: TensorProduct3D ({xi}
n
i=0, {yj}

m
j=0,{zk}

l
k=0, {fi,j,k}

n,m,l
i,j,k=0)

Input : Interpolation nodes and data {xi}
n
i=0, {yj}

m
j=0,{zk}

l
k=0,

{fi,j,k}
n,m,l
i,j,k=0.

Output : Control points {ci,j,k}
n,m,l
i,j,k=0.

1 for j ← 0,m do
2 {c̃i,j,k}

n
i=0 ←NewtonBernstein({xi}

n
i=0, {fi,j,k}

n
i=0);

3 end
4 for i← 0, n do
5 {ĉi,j,k}

m
j=0 ← NewtonBernstein({yj}

m
j=0, {c̃i,j,k}

m
j=0);

6 end
7 for i← 0, n do
8 {ci,j,k}

l
k=0 ← NewtonBernstein({zk}

l
k=0, {ĉi,j,k}

l
k=0);

9 end

10 return {ci,j,k}
n,m,l
i,j,k=0;

Example 3.1. Consider n = 15 and the two dimensional interpolation problem
with grid induced by the following nodes

xi =
i+ 1

n+ 2
, yj =

j + 1

n+ 3
i, j = 0, ..., n.

Note that in this case the condition number of the two dimensional Bernstein-
Vandermonde matrix A2 (size 256 × 256) is κ(A2) = 1.4e + 13. As load vectors we
consider f1 and f2 randomly generated, taking integer values between −3 and 3 for
each component. Relative errors are displayed in Table 4.

SOLVER2D

fi A2\fi NewtonBernstein A\fi MM

f1 4.2e-5 2.5e-15 2.3e-11 1.6e-15
f2 2.6e-5 9.7e-16 3.5e-11 2.8e-15

Table 4

Relative errors in L2 norm for solutions of Example 3.1 using Matlab “\” and TensorProduct2D.
The results obtained when NewtonBernstein is replaced in TensorProduct2D by the univariate solvers
“\” and MM are also presented.

Observe the significantly higher accuracy of the Newton-Bernstein algorithm in
comparison with the results of “\”.

Example 3.2. Consider n = 10 and the three dimensional interpolation problem
with grid induced for the following nodes

xi =
i+ 1

n+ 2
, yj =

j + 1

n+ 3
, zk =

k + 2

n+ 4
i, j = 0, ..., n.

Note that in this case the condition number of the three dimensional Bernstein-
Vandermonde matrix (size 1331 × 1331) is κ(A3) = 7.6e + 13. As load vectors we
consider f1 and f2 randomly generated, taking integer values between −3 and 3 for
each component. Relative errors are displayed in Table 5.

10



SOLVER3D

fi A3\fi NewtonBernstein A\fi MM

f1 8.4e-6 6.0e-16 2.1e-12 1.1e-15
f2 8.2e-6 5.2e-16 2.2e-12 1.3e-15

Table 5

Relative errors in L2 norm for solutions of Example 3.2 using Matlab “\” and TensorProduct3D.
The results obtained when NewtonBernstein is replaced in TensorProduct3D by the univariate solvers
“\” and MM are also presented.

The three dimensional case also shows a great accuracy of the Newton-Bernstein
algorithm in comparison with the Matlab solver, see Table 5.

4. Control points for polynomial interpolation on a simplex. The com-
putation of the control points of the Lagrange interpolant on a simplex in R

d, d ∈ N is
rather more problematic than the tensor product case. Nevertheless, in this section,
we show how the univariate Newton-Bernstein algorithm can be generalised to solve
the problem.

4.1. Preliminaries. For n ∈ N define the indexing set Ind = {α = (α1, . . . , αd+1) ∈

Z
d+1
∗ : |α| = n} where |α| =

∑d+1
j=1 αj , Z∗ = {0} ∪ N and |Ind | = card(Ind ) =

(

n+d
d

)

.

For n,m ∈ N, α ∈ Ind , β ∈ I
m
d and λ ∈ R

d+1, define

(

α

β

)

=

d+1
∏

j=1

(

αk

βk

)

,

(

n

α

)

= n!
(

d+1
∏

j=1

αj !
)−1

, λα =

d+1
∏

j=1

λ
αj

j .

Let T = conv{v1, ...,vd+1} be a non-degenerate d-simplex in R
d. The following

property of a non-degenerate simplices will prove useful [1]:
Lemma 4.1. The following conditions are equivalent:
1. T is a non-degenerate d-simplex;
2. for all x ∈ T , there exists a unique set of nonnegative scalars λ1, λ2, ..., λd+1

such that
∑d+1

ℓ=1 λlvℓ = x and
∑d+1

ℓ=1 λℓ = 1.

Let Dn
d be the set of domain points of T defined by xα = 1

n

∑d+1
k=1 αkvk, α ∈ I

n
d ,

where λ ∈ R
d+1 are defined as in Lemma 4.1. The Bernstein polynomials of degree

n ∈ Z+ associated with the simplex T are defined by

(4.1) BT,n
α (x) = Bn

α(x) =

(

n

α

)

λ(x)α, α ∈ Ind

and satisfy

(4.2) Bm
αBn

β =

(

α+β

α

)

(

m+n
n

)Bm+n
α+β α ∈ Imd , β ∈ Ind .

The Bernstein polynomial interpolation problem on the simplex T reads: given

a set of distinct interpolation nodes
{

xj

}|In
d |

j=1
and interpolation data

{

fj
}|In

d |

j=1
, find

control points {cα}α∈In
d
such that

(4.3) p(x) =
∑

α∈In
d

cαB
n
α(x) : p(xj) = fj, for j = 1, ..., |Ind |.

11



Fig. 1. Illustration of configuration of interpolation
nodes under the Solvability Condition (S)

4.2. Two dimensional case. The polynomial interpolation problem in higher
dimensions requires that the interpolation nodes appearing in (4.3) satisfy additional
conditions beyond simply being distinct in order for the interpolation problem to be
well-posed [8]:
Solvability Condition (S) There exist distinct lines γ0, γ1, . . . , γn such that the in-

terpolation nodes can be partitioned into (non-overlapping) sets An,An−1, . . .,
A0 where Aj contains j + 1 nodes located on γj\(γj+1, ..., γn).

We will assume that Condition (S) is satisfied throughout. In particular, Condition
(S) implies that there is a line γn on which n + 1 distinct interpolation nodes lie.
This means that there exists a (non-unique) polynomial qn ∈ P

n(T ) satisfying the
univariate polynomial interpolation problem on the line γn:

(4.4) qn(xi) = fi ∀xi ∈ An.

Equally well, Condition (S) implies that the line γn−1 contains n distinct interpolation
nodes, none of which lie on γn, meaning that the univariate polynomial interpolation
problem for these nodes is well-posed. The data for this interpolation problem is
chosen as follows. Let Γn be an affine polynomial describing the line γn, i.e. x ∈ γn
iff Γn(x) = 0. There exists a (non-unique) polynomial qn−1 ∈ P

n−1(T ) satisfying the
following univariate polynomial interpolation problem on the line γn−1:

(4.5) qn−1(xi) =
fi − qn(xi)Γn(xi)

Γn(xi)
∀xi ∈ An−1.

Observe that this data is well-defined thanks to Condition (S). The non-uniqueness
of the polynomial stems from the fact that while the values of qn on the line γn
are uniquely defined, there are many ways to extend qn to the simplex—a canonical
approach for defining the extension will be presented in Section 4.2.1.

The foregoing arguments can be applied repeatedly to define a sequence of poly-
nomials qj ∈ P

j(T ) satisfying a univariate interpolation problem on the line γj :

(4.6) qj(xi) =
fi −

∑

k=j+1 qk(xi)
∏n

l=k+1 Γl(xi)
∏n

l=j+1 Γl(xi)
∀xi ∈ Aj

where Γk is an affine polynomial satisfying x ∈ γk iff Γk(x) = 0, k = 0, . . . , n.
The following result presents a general construction for the solution of the full in-

terpolation problem (4.3) in terms of solutions qj of univariate interpolation problems
on the lines γj :

12



Theorem 4.2. Let {qj}
n
j=0 be defined as above and define p ∈ P

n(T ) to be

(4.7) p(x) =

n
∑

j=0

qj(x)

n
∏

i=j+1

Γi(x), x ∈ T.

Then p solves the interpolation problem (4.3),
Proof. The polynomial p defined in (4.7) clearly belongs to P

n(T ). Let j ∈
{0, .., n} and xi ∈ Aj , j ∈ {0, ..., n}. Inserting xi into formula (4.7) gives

p(xi) =

n
∑

k=0

qk(xi)

n
∏

l=k+1

Γl(xi) =

n
∑

k=j

qk(xi)

n
∏

l=k+1

Γl(xi)

= qj(xi)

n
∏

l=j+1

Γl(xi) +

n
∑

k=j+1

qk(xi)

n
∏

l=k+1

Γl(xi),

where we have used the fact that Γj(xi) = 0 due to Condition (S). The result follows
thanks to (4.6).

Theorem 4.2 reduces the solution of the multivariate interpolation problem to
the solution of a sequence of univariate interpolation problems. This feature may
be used in conjunction with the univariate Newton-Bernstein algorithm to construct
an algorithm for solving the multivariate Bernstein interpolation problem (4.3) as
follows:

Algorithm 4: NewtonBernstein2D({xj , fj}
|In

2 |
j=0 )

Input : Interpolation nodes and data {xj , fj}
|In

2 |
j=0 .

Output : Control points cp.
1 Initialise cp;
2 for j ← n, 1 do
3 Gj ← BBAffine(Aj); // BB-form of Γj

4 [z1, z2, κ]← GcapT(Gj); // Γj ∩ T
5 Āj ← Transform1D(Aj , z1, z2); // Map [z1, z2] 7→ [0, 1]
6 cγj ← NewtonBernstein(Āj);
7 cqj ← BBExtension(cγj, z1, z2, κ) ; // qj solves (4.6)
8 a← cqj ;

/* Computes BB-form of qj
∏n

i=j+1 Γi */

9 for i← j + 1, n do
10 a← BBProduct(a,Gi);
11 end
12 cp ← cp + a;

13 for i← 1, |Ij−1
2 | do

/* Divided differences */

14 fi ←
(

fi−DeCasteljau(c
qj,xi)

)

/ DeCasteljau(Gj,xi);

15 end

16 end
17 return cp;

Algorithm 4 calls five subroutines. The subroutine DeCasteljau refers to the
well-known de Casteljau algorithm [10] for the evaluation of a polynomial written in
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Fig. 2. Illustration of labeling for extension procedure and correspondence of control points
{cγα}

α∈I
j
1

and {cT
α
}
α∈I

j
2

(filled circles), with j = 3.

Bernstein form at a cost of O(nd+1) operations in d-dimensions. The four remaining
subroutines are the subject of the following sections. It will transpire that the overall
complexity of Algorithm 4 is O(nd+1), where d = 2 in the current case. A numerical
example illustrating the performance of the algorithm is presented in Section 4.3.

Algorithm 5: BBAffine( Aj)

Input : Interpolation nodes and data Aj .
Output : BB-form of Γ, G.

1 Compute coefficients a, b, c of line ax+ by + c = 0 fitting the interpolation
nodes Aj .;

2 d = max{|c|, |a+ c|, |b+ c|};
3 G(1,0,0) = c/d;
4 G(0,1,0) = (a+ c)/d;
5 G(0,0,1) = (b+ c)/d;
6 return G;

4.2.1. BBExtension. The subroutine BBExtension extends the domain of a so-
lution of the univariate interpolation problem (4.6) from the line γj to the whole
simplex T . In order to accomplish this task, it is necessary to obtain points z1 and
z2 satisfying γj ∩ T = conv{z1, z2}. Roughly speaking, z1 and z2 are the points
at which the line γj intersects the boundary of the simplex. Without loss of gen-
erality, assume that γj separates the vertices of T into sets {v1,v2} and {v3} such
that λ1(z1) > 0, λ1(z2) = 0 and λ2(z1) = 0, λ2(z2) > 0, where λ1 and λ2 are the
barycentric coordinates on the simplex T .

In particular, conv{z1, z2} is a non-degenerate 1-simplex and hence, in view of
Lemma 4.1, we can define barycentric coordinates on the 1-simplex conv{z1, z2}. In
view of the theory presented in Section 2.2, we can find control points {c

γj

α } of the
univariate Bernstein polynomial interpolant of the data Aj on conv{z1, z2}. These
control points correspond to the Bernstein form of the interpolant relative to the
barycentric coordinates on the 1-simplex conv{z1, z2}. It therefore only remains to
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transform these control points to control points for the barycentric coordinates on the
simplex T , and thereby implicitly extending the univariate polynomial to the whole
simplex:

Lemma 4.3. Let {c
γj

α }α∈Ij
1

be the control points of a polynomial qγj ∈ P
j(conv{z1, z2})

defined on the 1-simplex conv{z1, z2}. Define control points {cTα}α∈Ij
2

of a polynomial

qT ∈ P
j(T ) on the simplex T by the rule: for (α1, α2, α3) ∈ I

j
2

(4.8) cT(α1,α2,α3)
=

{

c
γj

(α1,α2)
(λ1(z1))

−α1(λ2(z2))
−α2 , if α3 = 0;

0, otherwise.

Then, qT ∈ P
j(T ) coincides with qγj on γj.

Proof. Consider the Bernstein form of qT and apply definition (4.8)

qT (x) =
∑

α∈Ij
2
:α3=0

cTαB
T,j
α (x)

=
∑

α∈Ij
2
,α3=0

c
γj

(α1,α2)

(

j

(α1, α2)

)(

λ1(x)

λ1(z1)

)α1
(

λ2(x)

λ2(z2)

)α2

, x ∈ T.(4.9)

Observe the factor λ1(x)
λ1(z1)

is linear, and takes values 1 at x = z1 and 0 at x = z2,

and as such corresponds to the barycentric coordinates on conv{z1, z2}. The same
consideration apply to the other factor in (4.9). Hence, if x ∈ γj , then

qT (x) =
∑

α∈Ij
1

c
γj

α B
γj ,j
α (x) = qγj (x),

and the result follows.
The algorithm for BBExtension corresponding to Lemma 4.3 is presented in Al-

gorithm 6.

4.2.2. GcapT. The practical implementation of Lemma 4.3 requires the identi-
fication of z1 and z2 satisfying γj ∩ T = conv(z1, z2). We observe that γj sepa-
rates the vertices of T in one of the following: {v1, v2} ∪ {v3}; {v2, v3} ∪ {v1} and
{v3, v1} ∪ {v2}. Suppose that the isolated node is given by vk, k ∈ {1, 2, 3}. Let
z denote either z1 or z2, and let the barycentric coordinates of z be λ1, λ2 and λ3,
then

(4.10)

λk = 0
∑3

i=1 Geiλi = 0
∑3

i=1 λi = 1







subject to 0 ≤ λi ≤ 1, for i = 1, 2, 3

where ek ∈ I
1
2 is the multi-index (ek)i = δk,i for i = 1, 2, 3. The first condition holds

because z is on the edge opposite to vertex vk, the second because Γj(z) = 0 and
the third by the property of barycentric coordinates. Since there exist only two such
points z, we know that the system (4.10) is solvable for precisely two of the cases
k ∈ {1, 2, 3}. These observations provide the simple approach to the identification of
z1 and z2 implemented in Algorithm 7.

4.2.3. Transform1D. In order to use the one dimensional Newton-Bernstein algo-
rithm we need to transform the two dimensional nodes lying on γj to one dimensional.
Subroutine Transform1D transforms the nodes {xj} on the segment [z1, z2] to the
nodes {xi} in [0, 1]. This is implemented in Algorithm 8.
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Algorithm 6: BBExtension( Aj)

Input : cγj , z1, z2, κ.
Output : BB-form of polynomial qT , cTα.

1 for α ∈ Ij2 do
2 if ακ = 0 then
3 if κ = 3 then
4 cTα ← c

γj

(α1,α2)
λ1(z1)

−α1λ2(z2)
−α2 ;

5 end
6 if κ = 2 then
7 cTα ← c

γj

(α3,α1)
λ3(z1)

−α3λ1(z1)
−α1 ;

8 end
9 if κ = 1 then

10 cTα ← c
γj

(α2,α3)
λ2(z1)

−α2λ3(z1)
−α3 ;

11 end

12 end

13 end

14 return cTα;

Algorithm 7: GcapT(G)

Input : Control points G of Γ.
Output : Computation of intersection points z1, z2 and index of isolated

vertex κ.
1 for k = 1, 2, 3 do
2 if (4.10) is solvable for k then

3 zk
temp =

∑3
i=1 viλi;

4 else
5 κ = k;
6 end

7 end
8 κ1 = κ+ 1 mod 3;
9 κ2 = κ+ 2 mod 3;

10 z1 ← zκ1

temp;

11 z2 ← zκ2

temp;

12 return z1, z2, κ;

Algorithm 8: Transform1D(Aj)

Input : Two dimensional interpolation nodes and data (xi, fi)
j+1
i=1 = Aj .

Output : One dimensional interpolation data Āj .
1 for k = 1, j + 1 do
2 xk ← ‖xk − z1‖2/‖z2 − z1‖2;
3 end

4 Āj ← (xi, fi)
j+1
i=1 ;

5 return Āj ;
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4.2.4. BBProduct - Bernstein form of the product. It remains to define a
procedure for computing the BB-form of the product qjΓ in terms of the BB-form
of qj ∈ P

j(T ) and Γ ∈ P
1(T ). This can be accomplished by means of formula (4.2).

Let {cα}α∈Ij
2

and{Gα}α∈I1
2
be the control points of qj and Γ, respectively. Then the

control points of the product are given by

aα =

3
∑

k=1

cα−ek
Gek

αk

j + 1
, α ∈ Ij+1

2(4.11)

where terms involving negative multi-indices are treated as being zero. This expression
forms the basis for Algorithm 9 which computes the desired product for the general
d-dimensional case.

Algorithm 9: BBProduct({cα}α∈Ij

d

, {Gα}α∈I1
d
)

Input : BB-form of q ∈ P
j(T ), {cα}α∈Ij

d

and

BB-form of Γ ∈ P
1(T ), {Gα}α∈I1

d
.

Output : BB-form of the product qjΓ, {aα}α∈Ij+1

d

.

1 for α ∈ Ij+1
d do

2 for k ← 1, d+ 1 do
3 if αk > 0 then
4 aα ← aα + cα−ek

Gek

αk

j+1 ;

5 end

6 end

7 end
8 return {aα}α∈Ij+1

d

;

4.3. Numerical example: 2D simplex. In this section we consider the two
dimensional Bernstein-Bézier interpolation problem over a simplex with non-trivial
interpolation data. We compare performance of Algorithm 4 with command “\” in
Matlab.

Example 4.1. We consider n = 10 and a distribution of points satisfying the
Solvability Condition (S). We plot the interpolation points in Figure 3. Similarly to
Example 2.1 we consider as a load vector f1 and f2 with the alternating sign property.
We present and compare our results in Table 6.

fi A\fi S2D-NewtonBernstein

f1 4.9e-11 4.9e-13
f2 3.1e-11 3.3e-13

Table 6

Example 4.1: Relative errors in L2 norm.

We observe in Table 6 the superior accuracy of Algorithm 4 with respect to the
Matlab solver.
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Fig. 3. Example 4.1. Distribution of
interpolation points.

4.4. Generalisation to d-dimensions. The extension of the procedure de-
scribed in Algorithm 4 to the general case is not difficult. Firstly, the Solvability Con-
dition (S) is generalised to d-dimensions recursively through requiring the existence
of a non-overlapping partition of the interpolation data into sets An,An−1, ...,A0 of
nodes of appropriate dimension on a sub-simplex augmented by the solvability con-
dition on each of the (d − 1)-subsimplices for the interpolation problems associated
with the sets Aj , j = n, n− 1, ..., 0. Formula (4.7) can likewise be extended to higher
dimensions with the functions Γj replaced by affine functions vanishing on the appro-
priate sub-simplex. Thirdly, by utilising Algorithm 4 to solve the (d− 1)-dimensional
sub-interpolation problems along with an obvious extension of Lemma 4.3, we obtain
a subroutine equivalent to BBExtension which extends the polynomial on the (d−1)-
simplex to the d-simplex. Finally, a subroutine extending BBAffine to d-dimension
is easily obtained and subroutine BBProduct is written in terms of d-dimensions.
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