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Abstract
We show that for any lattice £ C R" and vectors x,y € R",

p(L+x)%p(L+y)* <p(L)Yp(L+x+y)p(L+x—y),

where p is the Gaussian mass function p(A) := Y wea exp(f7'(||w||2). We show a number of
applications, including bounds on the moments of the discrete Gaussian distribution, various
monotonicity properties of the heat kernel on flat tori, and a positive correlation inequality for
Gaussian measures on lattices.

1 Introduction

A lattice £ C R" is the set of all integer linear combinations of n linearly independent vectors
B = (by,...,by). For any s > 0, we define the function p; : R” — R as

ps(x) = exp(—t|x||*/5) .

For a discrete set A C R" we define ps(A) = Y weca ps(W). The discrete Gaussian distribution over a
lattice coset £ + x with parameter s, D/, is the probability distribution over £ + x that assigns
probability

ps(w)

ps(L +x)

to each vector w € L + x. (See Figure[la]) The periodic Gaussian function over £ with parameter s
is

_ ps(L4x)

fﬁ,s (X) : 0s (,C) :

(See Figure[1b]) When s = 1, we write p(x), D/, and fz(x).
These objects appear in several guises in mathematics and are well studied. For example,
p(L + x) is the Riemann theta function in a dual form (see, e.g., [Mum07]) and was studied in
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(b) The periodic Gaussian function on the
(@) The discrete Gaussian distribution on lattice spanned by (1,1) and (1, —1) with
Z? with parameter s = 10. parameter s = 3/4.

Figure 1

connection with the Riemann zeta function [Rie57, ; it can also be seen as the heat ker-
nel on the flat torus R"/ £; it played an instrumental role in proving tight transference theorems
for lattices [Ban93]; it was used to construct bilipschitz embeddings of flat tori into a Hilbert
space ; and the authors recently used it to bound the number of short lattice points [RS16b].
Both D, and f, have also played an important role in recent years in computer science, espe-
cially in cryptographic applications of lattices (e.g., GPV08]). Our motivation comes from
attempts to improve upon the current fastest known algorithms for the main computational prob-
lems on lattices, the Shortest Vector Problem and the Closest Vector Problem [ADS15].
(Both algorithms rely on special cases of the main result of this work.)

In spite of their importance, there is still a lot that we do not know about ps(L£ + x), frs(x),
and D . In this work, we prove several basic inequalities concerning these objects, as described
below. All of these inequalities follow without too much effort from one main inequality (Theo-
rem [2.1), which is closely related to Riemann’s theta relations (see [Mum07]). Namely, in terms of
the periodic Gaussian f,(x), our main inequality says that

fe()?fe(y)* < fe(x+y)fe(x—y).

Note that the Gaussian function p(x) over R" satisfies the “rotation” identity

p()%(y)* = p(x +y)p(x ~y),

so that our main inequality can be viewed as a relaxation of this identity to the periodic case. From
this (perhaps rather opaque) inequality, we derive many natural statements concerning ps (£ + x),
fﬁ,s (X), and DE—i—x,s-

First, we show in Corollary that the covariance of D/ is minimized when x = 0, answer-
ing a natural question communicated to us by Dadush [Dad13]]. (We note in passing that closely
related questions are still open, e.g., whether Ey..p,, [||w]|] is minimized when x = 0.) Along the
way, we derive an interesting inequality concerning the “shape” of fz(x) (Proposition [3.1). We
also analyze the fourth moment, showing in particular that the discrete Gaussian is “leptokurtic”
(Proposition —i.e., its kurtosis is at least that of the continuous Gaussian distribution.
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Second, in Section [} we show various monotonicity results concerning f ;, answering a nat-
ural open question due to Price [Pril4b] in the affirmative. In particular, in Proposition |4.1) we
show that f. ; is monotonic in s and in Proposition we extend this to the non-spherical Gaus-
sian case. (Recently, Price showed how to derive from this an analogous monotonicity result for
Abelian Cayley graphs [Pril6]. A further extension to arbitrary Cayley graphs, previously sug-
gested by Peres [Per13], turns out to be false [RS16a]].) Additionally, in Proposition we show
that f. ; is monotonic under taking sublattices of L.

Finally, in Section |5, we show that sublattices of a lattice £ are positively correlated under the
normalized Gaussian measure on £. This result answers another open question due to Price [Pril4a],
and was recently used by him in his work on cohomology [Pril5]. It has a (possibly superficial)
resemblance to the recently proven Gaussian correlation conjecture on symmetric convex bod-
ies [Roy14]. In fact, we note in passing that our main inequality can also be viewed as a correlation
result. In particular, it shows that cos(27r(w, x)) and cos(27t(w, y) ) are positively correlated when
w is sampled from D . (See Eq. [4¢})

2 The main inequality

The following is our main theorem. The proof is essentially a combination of a certain identity
related to Riemann’s theta relations (see [Mum07, Chapter 1, Section 5]) and the Cauchy-Schwarz
inequality.

Theorem 2.1. For any lattice £ C R" and any two vectors x,y € R", we have
P(L+x)°p(L+y)* <p(L)p(L+x+y)p(L+x—y).

Proof. Let L%? := L & L. We can then write p(£ + x)p(£ +y) = p(LP? + (x,y)). Consider the
2n X 2n matrix
(L L
T= ( i ) ,

where I, is the n x n identity matrix. Note that T/ V2 is an orthogonal matrix so that ||Tv| =
V2||v|| for any v € R?". We therefore have

p(L+x)p(L+y) =p5(TL+ (xy)) =pa(TL? + (x+y,x—y)) - (1)

For any z := (z1,23) € L2, we have Tz = (w7, wy) where w := z1 + 2z and wy := w; — 2zp. It
follows that

TLY? = {(wy,wa) € L?: w; = wy mod 2L}

= U (@c+0o?,
ceL/(2L)

where the union is disjoint. Plugging in to Eq. , we have

p(L+x)p(L+y)= )Y, ppRL+ctx+y)-pR2L+c+x—y). 2)
ceL/(2L)



Note that, by the right-hand side of (2)), we can view p(L + x)p(L +y) as the inner product of two
vectors,

p(L+x)p(L+y) = (h(x+y) h(x—y)), 3)

where
hz):= (0 z2L+z+c1),0,52L+2+¢),...,0,5R2L+2+cm)) € R*",
for some ordering of the cosets ¢; € L£/(2L). Then, by Cauchy-Schwarz, we have

p(L+xPp(L+y)* < [h(x+y) P h(x =y)I* = p(£L)*p(L +x +y)o(L+x~y),

I =

where the last equality follows from plugging in y = 0 to Eq. (3) which tells us that |/h(z)
o(L)p(L +2). .

We remark that using the same proof with other transformations T might lead to other such
inequalities. We leave this for future work and proceed to list a few immediate corollaries of

Theorem

Corollary 2.2. For any lattice L C IR" and any two vectors x,y € R", we have

fe()?fe(y)? < fex+y)fe(x—y) (4a)

fe()* < fr(2x) (4b)

fe()fely) < (fe(x+y) + fe(x—y))/2 (4c)

WINEDL [cos(27t(w, x))]? WINEDE [cos(27t(w,y))]* < w(ll%ﬁ [cos(27t(w, X)) cos(27t(w, y))]? (4d)
— wLEDL [sin(27t(w, X)) sin(27t(w, y))]?

WINEDC [cos(27(w, x))] leDE [cos(2t(w,y))] < W(IF,DK[COS(27'L’<W,X>) cos(2mt(w,y))] . (4e)

Proof. Eq. (@a)) follows from the definition of f.. Eq. follows from plugging iny = x to Eq. (4a).
Eq. follows from the fact that vab < (a+0b)/2foralla,b > 0. For Eq. (4d), use the Poisson
summation formula to write f.«(x) in its dual form as

fr+(x) = E_[cos(2m(w,x))],

WND[:

where L£* is the dual lattice. We can then apply the identity cos(a +b) = cos(a) cos(b) — sin(a) sin(b)
to derive Eq. from Eq. (4a). Finally, Eq. follows from applying the same analysis to

(4d). O

3 Moments of the discrete Gaussian distribution

We will need the Hessian product identity
H(f(x)g(x)) = f(x)Hg(x) + g(x)Hf (x) + Vf(x)(Vg(x))" + Vg(x)(Vf(x))" . (5)

We next show an inequality concerning the Hessian of f.. In particular, this inequality con-
strains the shape of the local maxima of f;. (As observed in [DRS14], f, can in fact have local
maxima at non-lattice points.)



Proposition 3.1. For any lattice L C R" and any vector x € R", we have the positive semidefinite
inequality
fe(x) — fe(x)?

Proof. By Eq. (a)), we have

fex+y)fe(x—y) = fr(x)?*fe(y)*>0.

Note that we have equality when y = 0. It follows that, for any x, the left-hand side has a local
minimum at y = 0, and therefore the Hessian with respect to y at 0 must be positive semidefinite.
The result follows by using Eq. () to take the Hessian and rearranging. O

As a corollary, we obtain that the covariance matrix of D/, is minimized at x = 0. (Notice
that the expectation of the centered Gaussian D/ is zero because the lattice is symmetric.) The
corollary follows immediately from Proposition and the following two identities:

Vie(x) _ V(£ +x)

0 T e B, s and ©
Hfe(x) _ Hp(£+x) _
To) = plLax) =YW, w2 7

Corollary 3.2. For any lattice L C IR" and vector x € R", we have the positive semidefinite inequality

E [wwl]- E [w] E [w!/]> E [wwl].
WDy WDy W Dpoy w~Dp
In particular,
2
2 2
E [lwl’)-| E W = E [Iw].
w~Dpyx w~Dpyx w~Dp

The following proposition (with u = v) implies that the one-dimensional projections of the
discrete Gaussian distribution are “leptokurtic,” i.e., have kurtosis at least 3, the kurtosis of a
normal variable. We remark that the case n = 1 follows from a known inequality related to the
Riemann zeta function [Chu76, New?76] (see also [BPY01, Section 2.2]).

Proposition 3.3. For any lattice L C R" and vectors u,v € R",

VE v > E )] E 942 E ()P,

Proof. From Corollary we have

2 2 2
_ _ >0
WN]g£+x [<W’ u> ] Ww]gﬁ+x [<w, u>] wPDﬂ [<W/ u> ] - 0
Note that the left-hand side equals zero when x = 0 since £ = — L. The same is true if we multiply

through by p(£ + x)2, which leads to the inequality

Y py+x0ply +x)- (=¥, w?/2= E [(ww?]) 20,
yy'e ‘



(To see that, use (y —y’,u) = (y +x,u) — (y' + x, u), and expand the square.) Therefore, as in
the proof of Proposition the Hessian of the left-hand side with respect to x at x = 0 must be
positive semidefinite. Using Egs. (8), (6), and (7), we see that

H(p(y +x)p(y’ +x))|x=0 = 40(y)p(y ) (y +¥) (y +¥) — L./ 7).

Therefore,
0= E [(3+Y)g+y) = L/m)- (-, w? /2= E [(wu)])]
YryNDﬁ' WNDﬁ
_ [ / NT ol A\2n 2
= E 06+ (v w2 K [wu)) ]
= E_ |y +yy iy, w - gy +yy )y uby,w —2yy" E [(w,u)’]
yy'~Dc L w~D,
= E [yy"y,w - E [yy'] E [(y,u)}]-2 E [y(y,u)] E [y"(y,u)],
JE by yw = B lyy' ] B [yw]-2 E [yyw] E Iy {ywl
as needed.

4 Monotonicity of the periodic Gaussian function

The next proposition shows that f.¢(x) is non-decreasing as a function of s. This (and the more
general statement in Proposition answers a question of Price [Pril4b], who proved it for the
one-dimensional case n = 1 (illustrated in Figure [2).

One might wonder if such a monotonicity property is specific to flat tori or whether it is a
special case of a more general phenomenon. Namely, Peres [Perl3] asked whether for any ver-
tex transitive graph G it holds that for any two vertices u, v, the ratio Pr[X; = v]/Pr[X; = u]
is non-decreasing as a function of t, where X; is a continuous-time random walk on G starting
at u after time t. Recently, using our result, Price showed how to prove this for Abelian Cay-
ley graphs [Pril6]. Interestingly, a further extension to arbitrary Cayley graphs turns out to be
false [RS16al.

Proposition 4.1. For any lattice L C IR" and vector x € R",

Efes) s IVs()IP

frs(x) —2m fr,s(x)?

Proof. A straightforward computation shows that

i _ 27t fr s (x) 27 27 fr,s(x)
et =TIEW g - IR g
2

7

> 2R

w
WND£+x,s[ ] ‘

where we have applied Corollary 3.2} The result then follows from the fact that (see Eq.(€))
va,s (X) _ 27T )

= —— . ]
fE,s (X) SZ WND£+x,s [W]
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Figure 2: fz¢(x) for various values of s and x € [0, 1].

We now extend this monotonicity result by replacing the scalar variance parameter s> by a
positive-definite matrix X. In particular, we define

reang = Drecexp(oly + 075y +x)
e Yyecexp(—my s ly) '

Equivalently,
fre(x) = fyanp(Z71%X),

where £!/2 is the unique positive-definite square root of X.

Proposition 4.2. For any lattice L C R", x € R", and positive-definite matrices ¥, %" € R"*" satisfying
the positive semidefinite inequality X' < %,

foz(x) < frr(x).

Proof. We may replace £ by ¥'~1/2L, x by /~1/2x, and ¥ by £'~1/255/~1/2 50 that we can assume
without loss of generality that X’ = I,. Moreover, by a change of basis, we may take X to be
diagonal. (Here, we have used the fact that the Gaussian is invariant under orthogonal transfor-
mations.)

So, it suffices to show that f;(x) < frx(x) when £ € R"*" is a diagonal matrix with £ > I,..
Lets?,...,s2 > 1be the entries along the diagonal of . The proof now proceeds nearly identically
to the proof of Proposition [4.1] Differentiating with respect to s;, we have

L= @l B ),

5 WDyo172(£4 w~Ds 172,

where w; is the ith coordinate of w. The result follows by noting that Corollary [3.2/ implies that
this derivative is positive for all s; > 0, so that f 5 (x) is an increasing function of s;. O

We next give another monotonicity result, now with respect to taking sublattices.



Proposition 4.3. For any lattice L C IR", sublattice M C L, and vector x € R",

fm(x) < fr(x) .
Proof.

pM+x)p(L) =), p(M+x)p(M+c)
ceL/M

< Y pM)(pM +x+¢)+p(M+x—c¢))/2 (Eq. @)
ceL/ M

= Z p(M)p(M +x+c)
celL/ M

= p(M)p(L+x) .

The result follows. O

5 Positive correlation of the Gaussian measure on lattices

The following shows that sublattices are positively correlated under the normalized Gaussian
measure on a lattice. (Price asked whether this holds in the special case when N := LNV for
some subspace V C R" [Pril4a].)

Theorem 5.1. For any lattice £ C R" and sublattices M,N C L,

p(M) pN) _ p(MNN)
p(L)  p(L) (L)

Proof. Note that the natural mapping from M /(M NN) to L/N givenby ¢ — N + c s injective.
So,

<

o) _ vy p(N +¢)
eN) Ty PWN)

> y p(N +¢)

ceM/(MNN) p(N)
p(MNN)+¢)
> ) (Prop.
ey PMNN)
_ M)
p(MNN) -
The result follows by rearranging. O
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